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Books on ML

Bishop, Pattern recognition and ML

Elements of Statistical Learning, Springer, 2009, by Hastie et al.

Hands-On Machine Learning with Scikit-Learn and TensorFlow,                    
by Aurelien Geron

Deep Learning,                                                                                                                 
by Ian Goodfellow and Yoshua Bengio and Aaron Courville

(free online http://www.deeplearningbook.org/)
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http://www.deeplearningbook.org/


What is ML?

use and development of computer systems that are able to learn and adapt without 
following explicit instructions

subfield of AI that uses algorithms trained on data to produce adaptable models that can perform a variety of 
complex tasks (e.g. classification, regression and forecasting) without the need to code specific instructions 

for different tasks

in 1960

shift in 
perspective

in 2023
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What kind of 
task are 
solved by AI 
systems today?



and what do we use AI for in weather/climate..

● Forecasting
● Downscaling
● Anomaly detection
● Data assimilation 
● Hybrid climate modeling
● Optimizing the parametrization of climate simulations
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From LISP to the DL revolution…



History of ML
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Seaborn                            Pandas                     scikit-learn

How to install it:

Documentation at:

https://seaborn.pydata.org/api.html
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How to install it: How to install it:

Documentation at:

https://pandas.pydata.org/docs/getting_st
arted/index.html#getting-started

pip install pandas

conda install -c conda-forge pandas

Documentation at:

https://scikit-learn.org/stable/user_g
uide.html

pip install scikit-learn

conda install -c scikit-learn-intelex



ML vs AI vs DL (find the differences..)

from Google AI
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ML/DL vs classical explicit programming

SMR 4067- AI and Climate Modeling  



DL in a Venn diagram

and why this is not 
loved by all ML 
scientists…
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Building blocks of ML algorithms
ML algorithms have three main components

1. decision process:  based on some input data, which can be labeled or unlabeled, your algorithm will produce 
an estimate about a pattern in the data. This estimate can be used to solve a regression or classification task

2. error function: it evaluates the prediction of the model. If there are known examples, an error function can 
make a comparison to assess the accuracy of the model.

3. Model Optimization Process (training): If the model can fit better to the data points in the training set, then 
weights are adjusted to reduce the discrepancy between the known example and the model estimate. The 
algorithm will repeat this “evaluate and optimize” process, updating weights autonomously until a threshold of 
accuracy has been met.

 training 
data
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ML branches
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Applications of different methods

Supervised                                Unsupervised                           Reinforcement
learning                                      learning                                    Learning                                
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What non-data scientists think of ML:
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What ML is in reality?

1. Problem definition
2. Data collection and 

exploration
3. Data preparation
4. Modeling (model selection & 

training)
5. Model evaluation
6. Model deployment and 

maintenance
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The importance of Exploratory data analysis…

results of surveys compiled 
by ML scientists some years 
ago…

but still valid!
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What are data?

Factual information (such as measurements or statistics) used 
as a basis for reasoning, discussion, or calculation

Information in digital form that can be transmitted or processed

Information output by a sensing device or organ that includes 
both useful and irrelevant or redundant information

for a science 
communicator

for a ML 
engineer

for a scientist 
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Data type 



Properties of structured vs Unstructured data 

also called 
tabular data
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Data containers in Pandas

Series

A Series is one-dimensional 
array-like object containing 
an array of data (of any 
NumPy data type) and an 
associated array of 
data-labels, called its index.

Dataframe

Tabular, spreadsheet-like 
data structure containing an 
ordered collection of columns 
of potentially different value 
types (numeric, string, etc.) 

it can be regarded as a dict of
Series
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What a Dataframe looks like…

Visit 
https://pandas.pydata.org/pandas-docs/stable/getting_started/intro_tutorials/01_ta
ble_oriented.html  for a more in-depth walkthrough

https://pandas.pydata.org/pandas-docs/stable/getting_started/intro_tutorials/01_table_oriented.html
https://pandas.pydata.org/pandas-docs/stable/getting_started/intro_tutorials/01_table_oriented.html


High-level view of dataframes in Pandas

● head() – first N observations
● tail() – last N observations
● describe() – statistics of the quantitative data
● dtypes – the data types of the columns
● columns – names of the columns
● shape – the # of (rows, columns)
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Exploratory Data Analysis (EDA)

Data wrangling

data cleaning



Step 0-1: Distinguish attributes and visualizing the data
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Step 2-3 : Statistical analysis

Univariate analysis:

❏ histograms/kDE
❏ summary statistics

Multivariate analysis:

❏ pair correlation 
❏ multivariate joint distribution properties

to answer:
Questions
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Step 4-5 : Data wrangling

It includes the following tasks:

❏ reformatting/cleaning data (outliers removal)
❏ data quality assessment
❏ data integration (imputation of missing values)
❏ data preprocessing

Libraries to implement data wrangling:

● Custom code (e.g. Pandas in Python, cudf, dplyr in R)
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EDA is an iterative process

First you explore the data graphically

1) Construct graphics and summary statistics to address questions

2 ) Inspect “answer” and assess new questions

3)  Repeat…

keeping an eye on how to transform data appropriately (e.g., invert, log)

Finally, you perform DATA PREPROCESSING (also called feature engineering)
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Feature scaling for continuous variables
Why?

Feature scaling is essential for machine learning algorithms that calculate distances between data. If not scaled, 
the feature with a higher value range starts dominating when calculating distances

Functions in Scikit-learn

1. Min Max Scaler
2. Standard Scaler
3. Max Abs Scaler
4. Robust Scaler
5. Quantile Transformer Scaler
6. Power Transformer Scaler
7. Unit Vector Scaler
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Visualizing the rescaling
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Visualizing different non-linear transformation in sklearn
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Feature preprocessing for categorical variables

special case: dummy encoding



EDA with Pandas + seaborn

Data I/O

pd.read_csv()

Summary statistics             

df.info()

df.describe()

Missing values

.isnull(), .isna(), 

.notnull()

Outlier detection

Plots 

● Bar charts  - compare different categories.
● Line charts - show trends over time or across 

different categories.
● Pie charts - show proportions or percentages of 

different categories.
● Histograms - show the distribution of a single 

variable.
● Heatmaps - show the correlation between different 

variables.
● Scatter plots - show the relationship between two 

continuous variables.
● Box plots - show the distribution of a variable and 

identify outliers.
● Violin plots - check normality assumption
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Outlier detection

there are 2 common methods:

- 1.5 IQR rule 
- 3 sigma rule

IQR= Q3 - Q1
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Iris dataset

small classical ML 
dataset

first work: 
Fisher, 1936

UCI repo:
https://archive.ics.uc
i.edu/dataset/53/iris



Univariate analysis on Iris data - Distplot
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Boxplots

value under 
which 25% of 
data points are 
found 

value under 
which 75% of 
data points are 
found 
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Violin plot



How can we 
visualize 
uncertainty on 
summary 
statistics?

Using 
bootstrap…



What is a Bootstrap sampling?
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Pearson Correlation
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Plots for Feature association analysis: heatmap
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Multivariate analysis -> Pair plot (with Seaborn)

it shows joint and marginal 
distributions for all pairwise 
relationships and for each variable, 
respectively
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Traditional ML scenarios



Supervised learning framework



The supervised learning problem
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Empirical risk

To estimate the empirical risk we
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Learning as optimization problem
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Stochastic Gradient Descent
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What is the right model complexity?
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Bias and variance

SMR 4067- AI and Climate Modeling  

Bias: a systematic shift of the 
entire distribution of points

Variance: the spread in data 
from with respect to the mean 
position.



How do we prevent overfitting without reducing
the training sample size significantly?



Training/Validation/Test split (to build robust models)

To deploy a ML algorithm parametrized 
by a set of hyper-parameters we do:
1. Select HP values
2. Split input data set into 
training/validation/test set
3. Train on the training set
4. Evaluate performances on the 
validation set
5. Go back to 1 (select new HP values)
6. Select HP leading to the  smallest 
validation error
7. Compute error estimation on the test 
set
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Cross-validation
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Other causes of overfitting: data leakage
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Regression models 

● KNN regression
● Linear regression
● Regularized/penalized linear regression (Lasso, Ridge)
● Bayesian linear regression
● Gaussian process regression (non-parametric)

The first two regression can be implemented with OLS method or with SGD.
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KNN regression

Given a dataset                                                           , for every new x do:

1. find the k-number obs in D most similar to X (these k obs. points are called 
k-nearest neighbours of x)

2. average the output of the k-nearest neighbors of x
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Pros -Cons of KNN

As with K-NN classification (or any prediction algorithm for that matter), K-NN regression has both strengths and weaknesses. Some 
are listed here:

Strengths: K-nearest neighbors regression

1. is a simple, intuitive algorithm,
2. requires few assumptions about what the data must look like, and
3. works well with non-linear relationships (i.e., if the relationship is not a straight line).

Weaknesses: K-nearest neighbors regression

1. becomes very slow as the training data gets larger,
2. may not perform well with a large number of predictors, and
3. may not predict well beyond the range of values input in your training data.
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Linear regression
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Linear regression
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Ordinary Least Squares
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Linear regression from a probabilistic perspective

If we assume 

the likelihood is  :

log(L)

         L
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Ridge Regression 

L2 regularization
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Lasso Regression

L1 regularization
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Bayesian Learning for supervised ML
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Bayesian Learning for supervised ML
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Bayesian Linear regression
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Special case: 
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Extending regression to non-normal /non-linear problems

GLM

GAM
Further relax GLMs by modeling each predictor with a smooth function:
 

Common smooth functions: splines, loess…

Advantages: captures non-linear effects, retains interpretability
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Gaussian Process regression

There are two possible definitions:

1. A Gaussian process is a collection of random variables, any finite number of which have 
consistent Gaussian distributions.

2. A Gaussian process is a probability distribution over possible functions that fit a set of points.
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Important hyper-pars of GP regressor



GP algorithm
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Estimating model performance

SMR 4067- AI and Climate Modeling  



Pros/cons of MSE vs RMSE vs MAE
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Classification models

target

negative class
positive class
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Approaches to classification tasks



Logistic regression for binary classification

SMR 4067- AI and Climate Modeling  



The logit function
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Support vector classifier

Basic idea: maximize the distance between the support vector points and the     
decision boundary between classes 



Decision trees 
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How do decision trees actually works?

Splitting algorithm

(estimate IG)
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What is the best depth for our task?
Decision boundaries
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The power of collective knowledge
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Ensemble models
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Boosting
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Bagging
weak learner

SMR 4067- AI and Climate Modeling  



Random Forest
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What kind of problems we solve with ensemble models?
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Confusion matrix

Type I error

Type II 
error

SMR 4067- AI and Climate Modeling  



Evaluation metrics for classifiers

F1 score
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How these metrics are called in scikit-learn?
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Unsupervised Learning algorithm
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feature 
ranking
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PCA steps

Given m observations of n-dim column vectors , to perform PCA we follow the 6 
steps below:

1. Compute the mean vector

2. Compute the covariance matrix (C = X^T X,  S= C - C_mean)

3. Compute the sorted eigenvalue/eigenvector pairs (Diagonalization/SVD) 

4. Choose the number of dimensions (k) in which project the data

5. Project the input data onto the selected k eigenvectors
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P1.11 - MHPC (23/24)
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How do I choose the number of PCA components?
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CLUSTERING

Clustering tries to separate data “naturally”, in such a way that similar elements 
lay in the same cluster while dissimilar elements belong to a different one

Similarity 
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pairwise function of the features. Its definition depends on the nature of 
input data. It can be seen as a distance (but it does not always corresponds 
to metric distances!)
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Clustering ≠ classification
it generates groups without labels 
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Considerations on clustering

The result of the clustering process depends on:

●  your cluster definition
● the metric adopted to measure distances
● the feature you choose to consider to cluster data
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What is a cluster?
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Clustering stone collections
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Most common flat clustering algorithm:
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K-means algorithm
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Loss function/Objective function
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K-means steps
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Clustering proteins
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Outliers and novelty detections 
(2 faces of anomaly detection)
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other methods for outliers detection in scikit-learn
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