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Background
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How can we predict climate for the coming season if 

we cannot predict the atmosphere beyond the next 

two weeks?

- Slow components (land, ocean, etc.) force the 

atmosphere.
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Weather e.g. Mid-latitude cyclones
Subseasonal e.g. MJO, soil moisture

Seasonal e.g. ENSO Interannual e.g. ENSO, IOD
Decadal e.g. PDO, Solar Cycle
Climate Change e.g. GHG

Adapted from Next Generation Earth System Prediction: Strategies for Subseasonal to Seasonal Forecasts Fig. 4.1

- At the seasonal timescale, interannual processes dominate, resulting in as few as 
one independent sample per year.

- Consequently, seasonal forecasting applications have up to two orders of 
magnitude less samples compared to weather applications over the same period.



Gibson et al. 2021 

Train on climate model output like 
CMIP or large ensembles

Stabilize weather emulators with 
hybrid approaches or hard physical 

constraints
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https://www.nature.com/articles/s43247-021-00225-4


Train on climate model output like 
CMIP or large ensembles

Stabilize weather emulators with 
hybrid approaches or hard physical 

constraints

Climate models 
simulate the 

climate system 
well enough

To predict climate, 
learning at the 

weather scale from 
40 years of data is 

enough
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Main objectives
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1. Build a generative seasonal prediction model
- Probabilistic (ill-posed problem)
- Predict Global/Regional gridded ECVs
- Lead times 1 to 3 (i.e 1st Nov -> DJF)

2. Use climate model output to train it

3. Assess its performance: can we get any skill at all?
- vs the climatological forecast and SEAS5
- In a context of climate change

4. Understand its sources of skill

X
Monthly means from the preceding 6 

months: 2t, pr, sst, g500, g300

Y
3-month (lead 1-3) seasonal 

averages: 2t, pr, sst, g500, g300



Generative models 101
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Pan et al., 2022

source: Murphy 2023



Learning distributions

Learning p(Y|X):

We need to minimize the difference between our 
distribution and the real distribution [1]:

- Neither our model or the data distributions 
have an analytical form: KL -> Empirical NLL [2] 

- Yet, computing the log-likelihood is intractable 
as it requires integration over z for each data 
point [3]

- VAEs (Kingma and Welling 2022) offer an 
alternative by narrowing the integration space 
of z to values that are likely to generate y [4]
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Learning distributions

13source: Murphy 2023



Architecture
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- We perform signal decomposition on the 
target variable to divide the trend induced by 
climate change from the interannual 
variability.
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- Our generative model predicts the 
interannual variability while a non-linear 
regression model predicts the contribution 
from the trend.
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- The Y encoder is only 
used during training.

- During inference 
multiple values from z 
are sampled and 
combined with the 
initial state X, obtaining 
an ensemble of 
predictions
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Results
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Worse
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- Skill over the climatological forecast is 
obtained in most regions

- Skill over SEAS5 is found in most inland 
areas
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- Precipitation skill is much weaker compared 
to temperature predictions.

- SEAS5 outperforms especially, over the 
equatorial band.
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Three target setups are 
compared, in which both the 
domain and spatial resolution 
are changed but the input 
domain and spatial resolution 
are preserved.
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Teleconnections
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- We project the G500 DJF predictions on the ERA5 1st EOF and 
compare forecast skill and response to the NAO in TAS and PR fields.
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1. Using climate model output, we stably trained a generative seasonal prediction model 
that reached valuable skill levels.

2. Temperature predictions demonstrate skill beyond that induced by the climate-change 
trend, outperforming SEAS5 in numerous inland areas. Precipitation forecasts show 
very limited skill, with fewer regions outperforming climatology and fewer surpassing 
SEAS5.

3. Latent-based generative models are valuable tools due to their ensemble generation 
capabilities and consistency across target configurations.

4. A simple teleconnection analysis shows the model's capabilities in learning "realistic" 
teleconnection patterns.
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