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Most important references followed in this lecture
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30 years of SIESTA



What is SIESTA?

(http://www.icmab.es/siesta)

Method and its implementation in a simulation code of atomic systems

Solves numerically the quantum mechanic equations 
that rule the behaviour of the electrons

Allows the determination of the atom dynamics and 
simulate physical and chemical processes that 

happen at the atomic scale

EVERYTHING FROM FIRST-PRINCIPLES

http://www.icmab.es/siesta
http://www.icmab.es/siesta
http://www.icmab.es/siesta


First-principles calculations are free of parameters 
but not free of approximations 

Use a set of “accepted” approximations                                                
to solve the corresponding equations on a computer 

NO EMPIRICAL INPUT

Quantum mechanics enables the study of materials 
at the atomic level without experiments



What are the main approximations?

Born-Oppenhaimer

 Decouple the movement of the electrons and the nuclei.

Treatment of electron-electron interactions. 

 Wavefunction theory and density functional theory (DFT)

Pseudopotentials

 Treatment of the (nuclei + core) ─ valence. 

Basis set 

 Restrict the electronic wave function to the space of linear 
combination of a finite number of basis functions

Numerical evaluation of matrix elements

 Efficient and self-consistent computations of Hamiltonian and 
Overlap matrices.

Supercells

 To deal with periodic systems



SIESTA is a first-principles code, based on Density Functional Theory…

What makes SIESTA different?        
Efficiency

…as many others

FHI-Aims
CP2K
CONQUEST
PLATO
Open-MX
DMOL
BigDFT
Quantum ATK

VASP
Abinit
Quantum Espresso
CASTEP
GPAW
Octopus

Aim from inception: Efficiency

To do larger simulation boxes in modest computational platforms

Pioneer fully self-consistent LINEAR-SCALING DFT code (or Order-N)

Wien-2K
ELK

Gaussian
CRYSTAL
ADF
Qchem
Nwchem
Turbomol

(And many more, apologize if some are missing here…)



Order-N methods: The computational load scales
linearly with the system size

N  (# atoms)

CPU 
load

~ 100

Early
90’s

~ N

~ N3

G. Galli and M. Parrinello, Phys. Rev Lett. 69, 3547 (1992)



Based on atomic-like orbitals as basis sets     
(LCAO: Linear Combination of Atomic Orbitals)

ADVANTAGES
• Very efficient 
(number of basis functions needed is 
usually very small).
Rule of thumb: 3-5 functions per electron 
vs ~100 PW per electron
• Large reduction of CPU time and 
memory
• Straightforward physical interpretation 
(population analysis, projected density of 
states,…)

DISADVANTAGES
• …Lack of systematic for 
convergence (not unique way of 
enlarge the basis set)
• Human and computational effort 
searching for a good basis set before 
facing a realistic project
• Responsibility on the user



s

p

d

f

Spherical harmonics:       
well defined (fixed) objects

Radial part:                          
degree of freedom to play with

Finite support basis functions:                           
strictly localized numerical atomic orbitals

Following Sankley and Niklewsky
Phys. Rev. B 40, 3979 (1989) 



Converging the basis size:
from quick and dirty to highly converged calculations

Single-z (minimal or SZ)

One single radial function per angular

momentum shell occupied in the free–atom

Improving the quality

Radial flexibilization: 
Add more than one radial 

function within the same angular 
momentum than SZ

Multiple-z

Angular flexibilization:
Add shells of different atomic

symmetry (different l)

Polarization



KB pseudopotential projector

Basis orbitals
Non-overlap interactions

1 2
3

4

5
1 with 1 and 2

2 with 1,2,3, and 5

3 with 2,3,4, and 5

4 with 3,4 and 5

5 with 2,3,4, and 5

Sµn and Hµn are sparse

rµn is not strictly sparse 
but only a sparse subset 
is needed

Order-N methods rely heavily on the sparsity 
of the Hamiltonian and overlap matrices

Sparse º many entrances of the 
matrix are zero

1 Nbasis

Nbasis

1



Three dimensional discrete grid to compute Hartree, exchange correlation 
and neutral atom potentials (related with pseudopotentials)  

Find all the atomic orbitals that do not vanish at a given grid point 

(in practice, interpolate the radial part from numerical tables)

Once the density is known, we compute the potentials EVERYTHING O(N)

Computation of the density in real space, Hamitonian 
and Overlap matrix elements: always O(N)

Density
matrix



Volume per grid point

For the computation of the Hamiltonian matrix elements,
 we add together all the grid contributions and perform the integral

Computation of the density in real space, Hamitonian 
and Overlap matrix elements: always O(N)



Fineness of the grid controlled by a single parameter, 
the “MeshCutoff”

Ecut : maximum kinetic energy of the plane waves that can be 
represented in the grid without aliasing 

Dx
In the grid, we represent the density Þ grid cutoff not directly comparable
    with the plane wave cutoff to represent wave functions

(Strictly speaking, the density requires a value four times larger) 



Periodic boundary conditions. For simulations of 
aperiodic systems: supercell approach

M. C. Payne et al., Rev. Mod. Phys. 64, 1045 (1992)

The semi-infinite bulk is represented 
by a slab with two surfaces

The slab has to be large enough that the two 
surfaces do not interact with each other

The vacuum between periodic replicas has 
also to be large enough, specially in charged 

or polarized slabs 

Usually, semiconductor and insulators require larger supercells than 
metals 

Example:

 The supercell approach for surfaces: the slab geometry



Brillouin zone sampling

Orbital in the unit cell

are equivalent orbitals
related by a lattice vector

and

K-dependent matrix elements 

€ 

ψkj (r) = cµkjφµR(r)e
ik(R+r µ )

µR
∑

Hµνk − E j Sµνk( )cνkj = 0
ν

∑

Hµνk = φµR HφνR' e
ik(R+r µ −R'−rν )

R'
∑

Sµνk = φµR |φνR' e
ik(R+r µ −R'−rν )

R'
∑

SIESTA supercell 

:All non-zero matrix elements in real space between a 
orbital in the unit cell and the periodic replicas of orbital 



Once the hamiltonian and the overlap matrices are 
build: solve a generalized eigenvalue problem

=

Originally: linear scaling solvers Now: Various solver options 
with various scalings

Minimization of an energy functional based 
on the localization of solutions
Not valid for metals or “dirty” gap systems

Standard diagonalization techniques:

       - use pre-packaged libraries (scalapack)
       - O(N3) in time, O(N2) in memory

       - Both eigenvectors and eigenvalues 
ELPA
CHESS 

PEXSI
Many others

N  (# atoms)

CPU 
load

~ 100

Early

90’s

~ N

~ N3

The solver step takes most of the CPU time



Solver structure for performance and features: 
Use external libraries

https://elsi-interchange.org

Interface with SIESTA: collaboration with Victor Yu (Duke University)



The Kohn-Sham equations must be solved self-consistently 
The potential (input) depends on the density (output)

Initial guess

Calculate effective potential

Solve the KS equation

Compute electron density
No

Output quantities
Energy, forces, 

stresses …

Yes
Self-consistent?



Atomic forces and stresses obtained by direct 
diferentiation of the energy expression

“One piece of energy Þ one piece of force and stress” 

Calculated only in the last self-consistent step

Pulay corrections, related with the dependency of the basis set on 
atomic positions, automatically included

Calculated as the analytical derivatives of the energy



Different ensembles, different Lagrangians,
different Conserved magnitudes.

• NVE (Verlet):
Microcanonical.

• Integrates Newtons equations of
motion, for N particles, in a fixed
volume V.

• Natural time evolution of the system:
E is a constant of motion

• NVT (Nose): Canonical
• System in thermal contact with a

heat bath.
• Extended Lagrangian:
• N particles + Thermostat, mass Q.

• NPE (Parrinello-Rahman)
(isobarical)

• Extended Lagrangian
• Cell vectors are dynamical

variables with an associated
mass.

• NPT (Nose-Parrinello-
Rahman)

• 2 Extended Lagrangians
• NVT+NPE.



SIESTA capabilities

• PSML pseudopotentials
• LDA+U
• TRANSIESTA (ballistic charge transport at the nanoscale)
• TDDFT in real time
• Full Spin-Orbit coupling, non-collinear magnetism
• Various eigensolvers with different scalings
• Density functional perturbation theory
• TDDFT in frequency space and GW post-processing
• Multiscale (second-principles) and QM/MM
• Several analysis and post-processing tools
• Wannierization
• Hybrid functionals
• Dynamical Mean Field Theory (coming soon)
• Superconductivity and electron phonon coupling
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SIESTA modularity:                                                        
A change in the paradigm

3

FIG. 1. Comparison of the traditional monolithic and the
emerging modular paradigms in electronic structure coding.
One of today’s electronic-structure codes – large blue box in
panel (a) – thins down into the higher-level electronic struc-
ture driver that defines the particular code – blue box in panel
(b), allowing for a more specialized and sustainable develop-
ment of the di↵erent parts of the software. The acronyms
in the figure indicate operating system (OS), fast Fourier
transforms (FFT), input/output (I/O), molecular dynamics
(MD), and linear scaling with the number of atoms, O(N),
respectively, in addition to the central and graphical process-
ing units, CPU and GPU, respectively. Steering upper-level
drivers are distinguished between versatile toolkits such as
ASE, and handlers of massive amounts of quantum-engine
replicas, such as i-PI. In addition to the well-known MPI,
OpenMP, CUDA, and HDF libraries, other acronyms and
names relate to libraries described in Sections I, II, and IV.

novation: novel methodological (physics) ideas within the
wider community can only be implemented by joining any
of the pre-existing e↵orts. It is increasingly hard to start
a project from scratch. This problem is partly addressed
by the open-source model of programming, well estab-
lished in some modern electronic structure projects, to
which novel ideas can be incorporated by external coders,
at least in principle (note, however, that poor quality,
undocumented open source code does not fulfill this re-
quirement). Secondly, the monolithic model allows very
little di↵erentiation in the profiles of human resources
needed for the project: there is a need for people with
expertise in the state-of-the-art for both computational
science (e.g., physics, chemistry, etc.) and computer sci-
ence (e.g., software engineering, performance optimisa-
tion, hardware architecture, numerical analysis etc.).

II. SHARED LIBRARIES AND THE ESL

A. The library sharing movement

Partly in response to the problems mentioned above,
and partly following the spirit of the open access move-

ment and inspired by well established practices in soft-
ware engineering, the computational physics and chem-
istry communities have witnessed the appearance of
libraries—understanding this term broadly—which per-
form particular, well-defined tasks that are common to
many codes. We will not review this movement here,
but will illustrate it with some examples from the ESC.
Take, for instance, the exploitation of symmetry in com-
putational simulation of both molecular and crystalline
systems. This involves a well-defined set of tasks, from
recognising the symmetry group for a specified structure,
to the labelling of eigenstates according to irreducible
representations, including the reduction of the eigenprob-
lem complexity, or the optimisation of Brillouin-zone
sampling. Several libraries have appeared within this
free sharing movement to perform these tasks (e.g., the
spglib library12).

The handling of symmetry is an example of a very
general pre- and post-processing tool whose function can
be defined completely independently and is one of many
other similar possibilities that constitute opportunities
for creating libraries. Another notable case is that of
wannier90,13 which not only calculates maximally lo-
calised Wannier functions14 from the outputs of elec-
tronic structure codes, but can also determine many
properties using these Wannier functions. Remarkably,
the authors’ ambition from the very beginning of the
project was to maximise its applicability to all classes
of electronic structure methods, and they have managed
to limit code dependencies to an absolute minimum. This
has enabled a very widespread adoption within the wider
electronic structure community (see Sec. IVK).

In addition to these kinds of tool, other sharing/library
e↵orts have been appearing which we can characterise
as top-level steering codes, and low-level routines, as
shown in Fig. 1(b), which illustrates the new emerg-
ing paradigm. Among the former is the integration of
electronic structure codes as “solvers” or “quantum en-
gines” into broader frameworks, typically handling the
nuclear degrees of freedom, such as the python-based
Atomic Simulation Environment (ASE)15 or the i-PI
framework16 for classical and path-integral molecular dy-
namics. Both of these support a large number of under-
lying electronic structure codes. Also in the top-level
category, much e↵ort is now being dedicated to general-
purpose workflow tools that steer and automate the run-
ning of electronic structure codes in complex procedures
and encompass the ambition of versatility (see, e.g., the
AiiDA project17), providing a much more detailed pic-
ture of how electronic structure methods are applied as
compared to a decade ago. As a pioneering example of
a low-level shared library, we mention Libxc18,19, which
implements hundreds of local and semilocal exchange-
correlation functionals and is now very widely used (see
Sec. IVB).

There are many other tasks and needs in electronic
structure that may be generically abstracted in the form
of shared libraries, with common frameworks and shared

M. J. T. Oliveira et al.
J. Chem. Phys. 153, 024117 (2020)

The CECAM electronic structure library



Norm conserving pseudopotential library in 
Pseudopotential Markup Language (PSML) format

Remove interoperability problems
(the same pseudopotential operator can be used by different codes)

Computer Physics Communications 227 (2018) 51–71
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a b s t r a c t

Norm-conserving pseudopotentials are used by a significant number of electronic-structure packages, but
the practical differences among codes in the handling of the associated data hinder their interoperability
and make it difficult to compare their results. At the same time, existing formats lack provenance data,
which makes it difficult to track and document computational workflows. To address these problems, we
first propose a file format (psml) that maps the basic concepts of the norm-conserving pseudopotential
domain in a flexible form and supports the inclusion of provenance information and other important
metadata. Second, we provide a software library (libPSML) that can be used by electronic structure codes
to transparently extract the information in the file and adapt it to their own data structures, or to create
converters for other formats. Support for the new file format has been already implemented in several
pseudopotential generator programs (including atom and oncvpsp), and the library has been linked with
siesta and abinit, allowing them to work with the same pseudopotential operator (with the same local
part and fully non-local projectors) thus easing the comparison of their results for the structural and
electronic properties, as shown for several example systems. This methodology can be easily transferred
to any other package that uses norm-conserving pseudopotentials, and offers a proof-of-concept for a
general approach to interoperability.
Program summary
Program title: libPSML
Program Files doi: http://dx.doi.org/10.17632/3pgbsjy4vf.1
Licensing provisions: BSD 3-clause
Programming language: Fortran
External routines/libraries: xmlf90 for XML handling in Fortran (http://launchpad.net/xmlf90)
Nature of problem: Enhancing the interoperability of electronic-structure codes by sharing pseudopoten-
tial data
Solution method: Create an XML-based pseudopotential format (psml), complete with a formal schema,
and a processing library (libPSML) that transparently connects client codes to the information in the
format.
References: http://esl.cecam.org/PSML
© 2018 The Author(s). Published by Elsevier B.V. This is an open access article under the CC BY-NC-ND

license (http://creativecommons.org/licenses/by-nc-nd/4.0/).

1. Introduction

Within computational science, reproducibility of research goes beyond using a specific version of a code and the appropriate input
files. What is really sought is to replicate a certain physical result with a different code which implements the same basic equations of the
domain at hand, but with a different set of approximations or details of implementation. This latter code will most likely have a different

I This paper and its associated computer program are available via the Computer Physics Communication homepage on ScienceDirect (http://www.sciencedirect.com/
science/journal/00104655).
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Fig. 1. Comparison of the convergence of a basis set of numerical atomic orbitals (NAOs) and a basis set of plane waves for (a) bulk Al in the fcc structure, (b) bulk Fe in the
ferromagnetic bcc structure, and (c) bulk Au in the fcc structure. The pseudopotentials for Al and Fe were generated within the Troullier–Martins schema as implemented in
the atom code, while the pseudo for Au was generated with the oncvpsp code. SZ and DZ stand, respectively, for single-⇣ and double-⇣ quality of the basis set. P stands for
polarized. When semicore states are included in the valence, the corresponding shells are always treated at the SZ level. The total energy of a well converged PW calculation
(25 Ha for Al, 60 Ha for Fe, and 50 Ha for Au) has been taken as the reference zero energy (dashed line). The number in parenthesis indicate the number of NAOs considered
per atom.

Table 8
Lattice constant (a) and bulk modulus (B) for bulk Si, Al, Fe and Au obtained after fitting the equation of state, Fig. 2,
to a Birch–Murnaghan equation. For Fe we also show the magnetic moment (M) at the minimum energy structure. �
refers to the delta factor [67,57], taking the plane wave results as reference. Experimental numbers from Ref. [68].

PW NAO Expt.

Si

a (Å ) 5.384 5.385 5.430
B (GPa) 95.7 100.2 98.8
� (meV/atom) 0.93

Al

a (Å ) 3.971 3.971 4.05
B (GPa) 80.9 87.4 72.2
� (meV/atom) 0.51

Fe (atom)

a (Å ) 2.895 2.896 2.870
B (GPa) 137.6 150.6 168.3
M (µB) 2.32 2.35 2.22
� (meV/atom) 0.82

Fe (oncvpsp)

a (Å ) 2.841 2.840 2.870
B (GPa) 175.9 172.4 168.3
M (µB) 2.19 2.18 2.22
� (meV/atom) 0.24

Au (oncvpsp)

a (Å ) 4.158 4.158 4.08
B (GPa) 139.3 139.4 173
� (meV/atom) 0.14

7. Conclusions

We have presented the psml norm-conserving pseudopotential file format and the associated open source libPSML library for parsing
and data handling. psml is based on XML and implements provenance and flexibility in a widely applicable and extensible format. We

A. García et al. / Computer Physics Communications 227 (2018) 51–71 69

Fig. 2. Equation of state (energy versus volume) for crystalline solids using the same pseudopotential operator but different basis sets (planewaves as implemented in abinit
(black solid lines and circles), and numerical atomic orbitals (DZP) as implemented in siesta (red solid lines and squares)). Left column: Troullier–Martins norm-conserving
pseudopotentials obtained from the atom code. Right column: optimized norm-conserving pseudopotential computed from the oncvpsp code. The cutoff energies used in
the PW calculations were those corresponding to the optimized NAO basis set of DZP quality, according to Fig. 1. For atom pseudopotentials: 13 Ha for Si, 9 Ha for Al and 35
Ha for Fe. For oncvpsp pseudopotentials: 51 Ha for Fe, and 23.5 Ha for Au. Total energies per atom are shown to highlight the reproducibility of the results in absolute terms.
(For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

demonstrate its potential for enabling interoperability among electronic-structure codes by comparing results from a plane wave (abinit)
and an atomic orbital code (siesta), using the same input. We find a systematic convergence in absolute values of energies, and a delta
factor of less than 1 meV.

Acknowledgments

We thank Xavier Gonze in particular for backing this project and providing useful comments. Many constructive discussions are
acknowledged with Don Hamann, Matteo Giantomassi, Michiel Van Setten, Paolo Giannozzi, Gian-Marco Rignanese, and François Gygi.
Thisworkwas supported by CECAM through the Electronic Structure Library (ESL) initiative and the ETSF through the libpspio project.MJV
acknowledges support from ULg and CfWB through ARC projects AIMED and TheMoTherm (GA 15/19-09 and 10/15-03) and a FNRS PDR
project (GA T.1077.15-1/7). A.G. was funded by EU H2020 grant 676598 (‘‘MaX: Materials at the eXascale’’ CoE), Spain’s MINECO (grants
FIS2012-37549-C05-05 and FIS2015-64886-C5-4-P, and the ‘‘Severo Ochoa’’ Program grant SEV-2015-0496), and GenCat (2014 SGR 301).
JJ and YP acknowledge support from Spain’s MINECO (grants RTC-2016-5681-7 and FIS2015-64886-C5-2-P).

Appendix A. Dealing with possibly non-orthogonal projectors

If a pseudo generator can only produce non-orthogonal non-local projectors, the appropriate form of Eq. (1) is:

V̂ps = V̂local +
X

ij

|�iiBijh�j| (A.1)

where Bij is a non-diagonal matrix.
A non-diagonal matrix appears in a similar context in the PAW and the ultra-soft pseudopotential domains. In norm-conserving multi-

projector schemes, the matrix is typically diagonal, constructed via a Gram–Schmidt orthogonalization procedure in the case of Blochl’s
method [15] (representation of a semi-local potential as a series of non-local projectors), or by diagonalization of a (very nearly) hermitian
matrix (for example, in Hamann’s method [22]).



Norm conserving pseudopotential library in 
Pseudopotential Markup Language (PSML) format

http://www.pseudo-dojo.org

Periodic table of curated pseudopotentials

The testing of the pseudopotential is a responsability of the user,
But the availability of reliable and accurate norm-conserving

pseudopotential lowers the barrier



SIESTA parallelization
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leads to sparsity and the possibility to use reduced-scaling methods.
Thus, high performance emerges almost by default.

First, consider the basis cardinality: the number of basis orbitals
per atom in a typical SIESTA calculation is of the order of 10–20. This
is to be compared with a few hundred in the typical plane-wave
(PW) calculation. Furthermore, for systems whose description needs
a vacuum region (e.g., slabs for surface calculations and 2D mono-
layers), empty space is essentially “free” for SIESTA, whereas PW codes
still need a basis set determined by the total size of the simulation
cell. SIESTA is then quite capable of dealing with systems composed of
dozens to hundreds of atoms on modest hardware, even when using
cubic-scaling diagonalization solvers, which are the default as they
are universally applicable.

Electronic structure solvers with a more favorable size-scaling
can be applied to suitable systems. For example, one of SIESTA’s earlier
calculations, in 1996, was a linear-scaling run for a strand of DNA
with 650 atoms, performed on a desktop workstation of the era.6
Reduced size-scaling is also a feature of the PEXSI solver described
in Sec. III G 1 and of the NTPoly solver mentioned in Sec. III G 2. In
addition to time-to-solution efficiency, these solvers have a smaller
memory footprint than diagonalization, as the relevant matrices are
kept in a sparse form rather than converting them to a dense format.

Crucially, SIESTA’s baseline efficiency can be scaled up to ever-
larger systems by parallelization. Both distributed [message-passing
(MPI)] and shared-memory (OpenMP) parallelization options are
implemented in the code. As will be shown by some examples
in Sec. IV, non-trivial calculations with thousands of atoms are
used in applications in different contexts from molecular biology to
electronic transport.

Work on the performance aspects of the code is continuous,
mostly on the solvers, which usually consume most of the computer
time due to the very high efficiency of the Hamiltonian setup mod-
ule in SIESTA. This task is facilitated (see Sec. III O) by leveraging
external libraries and developments generated by a number of inter-
national initiatives in which SIESTA participates. The code can still run

efficiently in modest hardware while also being able to exploit
massive levels of parallelism in large supercomputers (see Fig. 1).

It is also worth noting that the atomic character of the basis
set enables the use of a very intuitive suite of analysis tools since
most of the concepts relating to chemical bonding use the language
of atomic orbitals. Hence, SIESTA has a natural advantage in this
area. Partial densities of states and atomic and crystal populations
(COOP/COHP) are routinely used to gain insights into the stability
and other properties of materials. For a recent example, see Ref. 14.
Similarly, an atomic basis provides a very natural and adequate lan-
guage for the first-principles simulation of electronic ballistic trans-
port in nanosized systems via the Green’s function-based Keldysh
formalism implemented in TRANSIESTA,15 a part of the SIESTA package.

A very high number of citations of the SIESTA papers testify
to the successful application of the code to widely different sys-
tems. With regard to specific capabilities and the levels of accuracy
achievable, we can distinguish several levels. First, SIESTA implements
DFT, one of the most versatile materials simulation frameworks.
DFT has its shortcomings, notably in regard to the description
of strongly correlated systems, but these are being addressed (see
Secs. III C and III E). Second, SIESTA uses pseudopotentials to rep-
resent the electron–ion interaction. The pseudopotential approach
is firmly rooted in a sound physical approximation (that bond-
ing effects depend mostly on the valence electrons); however, it
is at a disadvantage when core-electron effects are important (but
see Sec. III N 6). Third, SIESTA employs periodic boundary con-
ditions (PBC) for the solution of the Poisson problem, sharing
with plane-wave codes the need to resort to repeated supercells
for the study of low-dimensional systems and to special techniques
for the treatment of charged systems. However, it is important to
note that, unlike plane-wave codes, SIESTA is only bound to PBC
because of the present treatment of the Hartree term of the single-
particle Hamiltonian. This limitation is addressed by the incorpora-
tion of alternative Poisson solvers, as described in Sec. III O, which
allow for open boundary conditions, as for isolated nano-systems,

FIG. 1. Parallel strong scaling of
SIESTA-PEXSI and the (Scala-
pack) diagonalization approach for
a DNA chain and a graphene–boron
nitride stack, prototypes of large
(hundreds of thousands of orbitals)
quasi-one-dimensional (1D) and quasi-
two-dimensional (2D) systems. “ppp”
stands for the number of MPI processes
used in each pole computation, and “sp”
the sparsity of the Hamiltonian (for more
details, see Sec. III G 1).

J. Chem. Phys. 152, 204108 (2020); doi: 10.1063/5.0005077 152, 204108-4
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Both distributed [message-passing (MPI)] and shared-memory (OpenMP) 
parallelization options implemented

SIESTA base line efficiency can be scaled up to every larger systems



SIESTA is a very user friendly code



SIESTA applications in extremely varied contexts

Difficult to follow (over 2000 citations per year)

• Physics
• Chemistry
• Material Science
• Biology

• Geology
• Nanoscience
• Engineering
• Pharmacy



Material science: topologically non-trivial phases in 
PbTiO3/SrTiO3 superlattices

A. Yadav et al. Nature 530, 198 (2016)
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Panorama

 Todos los aparatos electrónicos que 
nos rodean se basan en el uso de tran- 

sistores: diminutos dispositivos de meca-
nismo aparentemente simple. Un transis-
tor puede entenderse como un pequeño 
interruptor con dos posiciones: «encendi-
do» (permite la circulación de corriente) 
y «apagado» (no la permite). Una com-
binación adecuada de ellos permite im-
plementar cualquier operación lógica. 
Su descubrimiento, efectuado en los años 
cuarenta del siglo pasado por John Bar-

deen, Walter Brattain y William Shockley 
en los Laboratorios Bell, fue reconocido 
en 1956 con el premio Nobel de física y 
supuso el inicio de la revolución tecnoló-
gica de la que disfrutamos hoy.

Desde sus comienzos, la industria 
microelectrónica se ha obsesionado con 
integrar un número cada vez mayor de 
transistores en los circuitos. Esta carrera 
por la miniaturización se resume en la 
conocida ley de Moore, enunciada en 1965 
por Gordon Moore, cofundador de Intel, y 

según la cual el número de transistores en 
un circuito se duplica aproximadamente 
cada dos años. 

En la actualidad, las dimensiones de 
estos componentes electrónicos se sitúan 
entre los 15 y los 50 nanómetros, una esca-
la en la que los efectos cuánticos comien-
zan a ser relevantes. Como consecuencia, 
un procesador moderno puede llegar a 
albergar miles de millones de transistores.

Sin embargo, ese aumento en el nú-
mero de componentes por circuito tiene 

ELECTRÓNICA

Condensadores 
con capacidad negativa
Un estudio encuentra el origen microscópico de la capacidad negativa, 
una exótica propiedad electrónica que aparece en ciertos materiales. 

El hallazgo augura el diseño de nuevos transistores más eficientes

Pablo García-Fernández y Javier Junquera
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REMOLINOS DE POLARIZACIÓN: Mapa microscópico de la polarización (flechas amarillas) en capas de titanato de plomo 
y titanato de estroncio. La inusual reacción de estos materiales ante un campo externo genera zonas donde la capacidad 

eléctrica es negativa, un fenómeno considerado imposible hasta hace pocos años.

P. Aguado-Puente and J. Junquera
Phys. Rev. B 85, 184105 (2012)

Predictive power of the simulations



Nanotechnology:                                              
quantum mechanical transport simulations

M. Kolmer et al. Nat. Commun. 10, 1573 (2019)

Four terminal transport on Ge Surface and gold tips
(4924 atoms)



Biology:                                                     
Electrostatics around pilin protein in wet conditions

G. T. Feliciano et al. J. Phys. Chem. A 116, 8023 (2012)

A natural nano electric wire
(4580 atoms)



Distribution: fully open source (GPL) since 2016

http://gitlab.com/siesta-project

http://gitlab.com/siesta-project
http://gitlab.com/siesta-project
http://gitlab.com/siesta-project
http://gitlab.com/siesta-project
http://gitlab.com/siesta-project


Siesta support
https://departments.icmab.es/leem/siesta/

Devoted Youtube channel will be launched next week

SIMUNE: a Company that offers profesional support
https://www.simuneatomistics.com



Siesta support
https://personales.unican.es/junqueraj/siesta-tutorial.html


