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Emergent Behaviours in AI-Human Systems: Insights from Statistical
Mechanics

Richard K. Ansah1, Kassim Tawiah1, and Richard K. Boadi2

1(Presenting author underlined) Department of Mathematics and Statistics, University of
Energy and Natural Resources, Sunyani, Ghana

2Department of Mathematics, Kwame Nkrumah University of Science and Technology,
Kumasi, Ghana

As artificial intelligence (AI) becomes an integral part of our daily lives, understanding the dy-
namics between humans and AI is critical. In this paper, we explore the interactions within
an AI-human ecosystem through a novel mathematical model inspired by statistical mechan-
ics (quartic mean field Ising model). By simulating various group scenarios such as teams
of humans working alongside or against AI agents, we investigate how the proportion of AI
participants can impact the overall behaviour of the system. Our results show that even small
shifts in the ratio of AI to human agents can lead to major changes in outcomes, pushing the
system towards extreme polarization or leaving it in a delicate state of uncertainty. This study
provides valuable insights into the tipping points where AI begins to take a dominant role in
decision-making, with significant implications for fields like healthcare, education, and public
policy. The findings emphasize the need for careful management of AI’s role in human collab-
orations to maintain balanced, ethical outcomes. Beyond identifying challenges in integrating
AI into human-centred environments, this research also opens up new pathways for exploring
the evolving relationship between humans and intelligent machines.

[1] Russell, S., and P. Norvig. ”Artificial intelligence: A modern approach.-New York, NY, USA: Pear-
son.” (2020).

[2] Battiston, Federico, et al. ”Networks beyond pairwise interactions: Structure and dynamics.” Physics
reports 874 (2020).

[3] Murase, Yohsuke, et al. ”Deep learning based parameter search for an agent based social network
model.” arXiv preprint arXiv:2107.06507 (2021).

[4] Durlauf, Steven N. ”Statistical mechanics approaches to socioeconomic behavior.” In The economy
as an evolving complex system II, pp. 81-104. CRC Press, (2018).

[5] Ansah, Richard Kwame, et al. ”Inverse problem for the quartic mean-field Ising model.” The Euro-
pean Physical Journal Plus 138.7 (2023).
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Abstract template for Statistical Physics-Driven AI Methods for Drug Design: A Review
of Emerging Frameworks

NGUELONG NAME Jeams Chanel1

ATSAFACK FOUELEFACK Fortune Zita1

1Department of Physics, University of Yaoundé 1, Cameroon

The convergence of statistical physics and artificial intelligence (AI) is fundamentally reshaping computational
drug discovery, providing innovative solutions to address the high-dimensional complexity inherent in molecular
systems. This synthesis work examines cutting-edge methodologies emerging from this interdisciplinary syn-
ergy, focusing on their theoretical underpinnings, practical implementations, and transformative potential in global
health applications.

Contemporary approaches bridge statistical mechanics with machine learning through three principal para-
digms. First, diffusion models rooted in non-equilibrium thermodynamics [1] employ stochastic noise-reversal
processes to iteratively refine molecular structures. As demonstrated by [2] and extended in pharmaceutically rele-
vant applications by [3], these models leverage equivariant neural architectures to preserve essential 3D biochem-
ical constraints during ligand generation. Second, Boltzmann Generators [4] combine energy-based sampling
with deep learning to efficiently explore conformational landscapes, achieving order-of-magnitude reductions in
computational cost compared to traditional molecular dynamics. Third, energy-based models (EBMs) [5] es-
tablish direct connections between statistical mechanical principles and machine learning through explicit energy
functions, enabling precise prediction of protein-ligand binding thermodynamics.

In practical drug discovery pipelines, these methods enable: (1) generation of chemically diverse ligand li-
braries via diffusion processes, (2) prediction of equilibrium binding poses through Boltzmann sampling, and (3)
free energy calculations using physics-informed EBMs. Recent successes include antiviral [3] and antimalarial [4]
compound development. However, critical challenges persist: maintaining physical interpretability in black-box
AI systems requires integration of domain knowledge (e.g., entropy maximization principles and spin-glass the-
ory), while scaling these methods for resource-constrained African settings demands novel algorithms optimized
for sparse datasets and limited computing infrastructure.

Emerging directions focus on hybrid architectures combining spin-glass inspired networks for multi-target drug
design with active learning strategies prioritizing synthetically feasible molecules. The development of fragment-
based approaches compatible with African pharmaceutical manufacturing capabilities could dramatically accel-
erate local drug development cycles. Strengthening North-South research collaborations through initiatives like
this workshop will be crucial to tailor these technologies for combating neglected tropical diseases, aligning with
Sustainable Development Goal 3 (Good Health and Well-being).

References
[1] Jascha Sohl-Dickstein et al. “Deep Unsupervised Learning Using Nonequilibrium Thermodynamics”. In:

ICML (2015).

[2] Jonathan Ho, Ajay Jain, and Pieter Abbeel. “Denoising Diffusion Probabilistic Models”. In: NeurIPS (2020).

[3] Arne Schneuing, Yuanqi Du, Charles Harris, et al. “Structure-based Drug Design with Equivariant Diffusion
Models”. In: arXiv:2210.13695 (2022).

[4] Frank Noé et al. “Boltzmann Generators: Sampling Equilibrium States of Many-Body Systems with Deep
Learning”. In: Science 365 (2019), eaaw1147.

[5] Yuanqi Du et al. “Energy-Based Models for Atomic-Level Protein Conformation Prediction”. In: ICLR
(2021).
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Multiscale nonlinear integration drives accurate encoding 
of input information 

G. Nicoletti 1, D.M. Busiello 2,3 

1 Quantitative Life Sciences Section, ICTP, Italy  
2 Department of Physics and Astronomy, University of Padua, Italy 

3 Max Planck Institute for the Physics of Complex Systems, Germany 
 
Biological and artificial systems encode information through several complex nonlinear 
operations, making their exact study a formidable challenge. These internal mechanisms often 
take place across multiple timescales and process external signals to enable functional output 
responses. In this work, we focus on two widely implemented paradigms: nonlinear 
summation, where signals are first processed independently and then combined; and nonlinear 
integration, where they are combined first and then processed. We study a general model where 
the input signal is propagated to an output unit through a processing layer via nonlinear 
activation functions. Further, we distinguish between the two cases of fast and slow processing 
timescales. We demonstrate that integration and fast-processing capabilities systematically 
enhance input-output mutual information over a wide range of parameters and system sizes, 
while simultaneously enabling tunable input discrimination. Moreover, we reveal that high-
dimensional embeddings and low-dimensional projections emerge naturally as optimal 
competing strategies. Our results uncover the foundational features of nonlinear information 
processing with profound implications for both biological and artificial systems. 
 
[1] G. Nicoletti, D.M. Busiello, Phys. Rev. X 14, 021007 (2024) 
[2] G. Barzon, G. Nicoletti, D.M. Busiello, Phys. Rev. Lett. 134, 068403 (2025) 
[3] G. Nicoletti, D.M. Busiello, arXiv:2411.11710 (2024)  
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Multistability emergence, dynamical analysis and the stochastic
D-bifurcation through the tristate electronic circuit and its

microcontroller-based experiment.
M. Djolieu Funaye1,2, F. Fondjo Fotou 3 and G. Djuidjé Kenmoé1

1) Laboratory of Mechanics, Materials and Structures, Department of Physics, Faculty of
Science, University of Yaounde I, P.O. Box 812, Yaounde, Cameroon

2) Department of Physics and Pure Mathematics, PKFokam Institute of Excellence, P.O. Box
11646, www.pkfinstitute.com, Yaounde, Cameroon

3) Department of Technology, Langston University, Langston, Oklahoma 73013
email: medinedjolieu@yahoo.fr, ffondjo@langston.edu, kdjuidje@yahoo.fr

Most of the studies in the field of particles are modeled by physical systems having a vary-
ing shape potential. Nevertheless, these systems in majority with periodic structures, although
interesting, describe realistic system only with some approximations. To obtain a physically
more realistic trapped particles, the effects of physical parameter such as temperature, ampli-
tude, should be take into account. It then appears necessary to consider the multiple character of
the medium in multistable particles. It is highlighted that multistability [1, 2] means the fact that
multiple stable states coexist for the similar set of parameters by starting model development
from different initial conditions or different rank of parameters. In connection with multistabil-
ity effects in a system, the dynamics of the stochastic tristate circuit [3] is studied. The circuit
[3] shows the dynamic behavior and the stochastic D-bifurcation of the tristate electronic circuit
[3], according to the system parameters. The D-Bifurcation is an important quantity to explore
the stability domains of many systems. It is also known as dynamical bifurcation, which is
based on the sudden sign change of the largest Lyapunov exponent (LLE) when the intensity of
the noise varies. We investigated the various dynamics occurred in the circuit[3] composed of
two AC generator and one noise generator. A wide spectrum of non-linear behavior triggered
with sensitivity to initial conditions and the noise effect is showcased. The stochastic circuit[3]
shows the changes according to four control parameters: the applied voltage amplitude, the
frequency, the circuit[3] damping and the multistability parameters (resistors). The system’s
behavior is studied numerically and by Pspice Simulation. subsequently, the Pspice estimates
match with numerical simulations. We start by studying numerically the stability of the circuit
[3] taking into account the multistability effects as well as the damping term effects. Then we
propose several bifurcation features along with the corresponding maximal Lyapunov exponent
forms. With the help of some phase portraits and some basins of attractions, we further inves-
tigate the different behaviors encountered in the circuit [3]. The D-bifurcation of the system
[3] versus the noise intensity D, is study through the largest Lyapunov exponent calculations,
for different parameters. Interestingly, the variation of resistance of resistors greatly influences
the system’s behavior as well as the D-bifurcation. A microcontroller-based implementation for
digital engineering applications is presented to confirm the feasibility of the circuit.

[1] Xu Q, Song Z, Bao H, Chen M, Bao B. AEU Int. J. Electron. Commun. 2018;96:66-74.
[2] Njitacke ZT, Kengne J, Fotsin HB. Int. J. Dyn. Control. 2019;7:36-52.
[3] Djolieu Funaye M, Moyo Tala AF, Kamdem Tchiedjo S, Fondjo Fotou F, Djuidjé Kenmoé G. Eur.

Phys. J. Plus. 2023;138:627.
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Modulational Instability in nonlinear coupled nerve fibers 
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The nerve signal conduction, and particularly in myelinated nerve fibers, is a highly 

dynamic phenomenon that is affected by various biological and physical factors. Delving and 

displaying modulation instability regions may seemingly help to elucidate the mechanisms 

underlying normal and abnormal behavior. Additional insights into the processes of nerve 

conduction is highlighted. Mathematical modelling of the dynamical behavior of the signal 

pulse along the nerve fiber displays a critical biological function within living systems1,2,3. We 

perform the modulational instability (MI)2,4 plots in the nonlinear coupled nerve fibers 

equations1,2,3. Through numerical simulations and analysis we exhibit and provide significant 

regions of equilibrium and modulational instability showing that the behavior of the nerve 

fibers is more dynamic and interesting. Furthermore, we apply the fixed points theory to 

establish some equilibrium points and the Jacobian matrix 1,5,6,7. In future research, we expect 

to delve novel and interesting solitary waves including fractional derivatives. 

 

 

 

 

 

 

 

[1] R. Fitzhugh, Biophys. J. 2(1), 11 (1962). 

[2] E. Fendzi-Donfack et al., Scientific Reports. 15, 8440 (2025). 

[3] S. Binczak, J.C. Eilbeck, A.C. Scott, Phys. D: Nonlinear Phenom. 148, 159 (2001).  

[4] N.N. Tchepemen, et al. Nonlinear Dyn. 111(21), 20311 (2023).  

[5] E. Fendzi-Donfack et al., Nonlinear Dyn. 104, 691–704 (2021). 

[6] E. Fendzi-Donfack et al., Opt. Quant. Electron 55, 35 (2023). 

[7] E. Fendzi-Donfack, A. Kenfack-Jiotsa, Chaos, Solitons & Fractals 177, 114266 (2023). 
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Title: Multisolitons-like patterns in a one-dimensional MARCKS protein cyclic model 
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b Botswana International University of Science and Technology, P/Bag 16 Palapye, Botswana  

c Laboratory of Mechanics, Department of Physics, Faculty of Science, University of Yaoundé I, P.O. Box 812, Yaoundé, Cameroon 
 

          ABSTRACT 

The Myristoylated Alanine-Rich C-kinase Substrate (MARCKS) have a wide range of functions, 

ranging from roles in embryonic development to adult brain plasticity and the inflammatory response. 

Recently, this protein has also been identified as important players in regeneration [1]. MARCKS is 

expressed at the highest levels in the brain during embryonic development and ubiquitous expression 

persists throughout adulthood. In neurons, MARCKS is heterogeneously distributed and enriched in 

axons and dendrites. During early development, MARCKS is broadly expressed in the cells 

surrounding the neural tube, and later, throughout the forebrain with particular enrichment at the apical 

membranes of ventricular zone neural progenitor cells. Alonso and Bär proposed a model which 

describes the patio-temporal evolution of the concentration of the MARCKS protein at the bio 

membrane involving: binding, phosphorylation and dephosphorylation of the MARCKS protein. The 

pioneers have shown by using numerical simulations that the model presents two qualitatively 

different mechanisms of protein domain formation [2]. Base on this result, we performed the 

modulational instability (MI) phenomenon. We find the domains of some parameter space where 

nonlinear patterns are expected in the model. The analytical results on the MI growth rate predict that 

phosphorylation and binding rates affect MARCKS dynamics in opposite way: while the 

phosphorylation rate tends to support highly localized structures of MARCKS, the binding rate in turn 

tends to slow down such features. On the other hand, self-diffusion process always amplifies the MI 

phenomenon. These predictions are confirmed by numerical simulations. As a result, the cyclic 

transport of MARCKS protein from membrane to cytosol may be done by means of multisolitons-like 

patterns [3]. 

Keywords: MARCKS protein,  Long wavelength instability,  Patterns formation,  Multisolitons 

 

 

[1] Mohamed El Amri1, Una Fitzgerald and Gerhard Schlosser, journal of biomedical science 

(2018). 

[2] Sergio Alonso, Markus Bӓr, Phys. Biol. 7 (2010). 

[3] Chenceline Fouedji, Armand Sylvin Etémé, Conrad Bertrand Tabi, Henri Paul Ekobena 

Fouda, Timoléon Crépin Kofané , Journal of Theoretical Biology 579 (2024). 
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Abstract template for poster Activity on the Title Effects of Periodic force
on stabilisation of turbulence regime in subcritical systems

Joel Bruno Gonpe Tafo1, S Andre Chamgoue 2, Francel Waffo Tchuimmo 3 ,Fabien
Kemogne4,Laurent Nana3,Alexandre Teplaira Boum1

1 Joel Bruno Gonpe Tafo Affiliation Department of base scientists education, Advanced Teacher’s
Training College for Technical Education, University of Douala, P.O.Box 8213, Douala Cameroun.

Abstract

We study the dynamic regimes observed in two dimensional cubic-quintic Ginzburg-
Landau equation by adding an external periodic force. We show that the external periodic
force can change deeply the structure of the systems.

By considering a turbulence defect regime, our study revealed that even small nonlin-
ear gradient termswhich appear at the same order as the quintic term can cause dramatic
changes in the behavior of the solution. Chaos regime can be suppressed progressively, and
new regimes like weak turbulence or phase turbulence are observed until the laminar state.
Then, a fully developped turbulence can be completely annihilated by injecting a periodic
signal into the domain.

.

[1] J. B. Gonpe Tafo, L. Nana, and T. C. Kofane, Eur. Phys. J. Plus 126, 105 (2011).
[2] J. B. Gonpe Tafo, L. Nana, and T. C. Kofane, Phys. Rev. E, 88, 032911 (2013).
[3] J. B. Gonpe Tafo, L. Nana, and T. C. Kofane, Phys. Rev. E. 96, 022205 (2017).
[4] F. Waffo Tchuimmo, J. B. Gonpe Tafo , A. Chamgoue, N. C. Tsague Mezamo, F. Kenmogne, and L.

Nana,Journal of Applied Mathematics (2023).ttps://doi.org/10.1155/2023/2549560
[5] H. Xiaoyi, Z. Hong, H. Bambi, C. Zhoujian, B. Zheng, and H. Gang, New J. Phys. 9 , 66(2007).
[6] Jianbin He and Jianping Cai, applied sciences (2019).
[7] A. Svidlov,M. Drobotenko,A Basov,E. Gerasimenko,V. Malyshko,A Elkina,M. Baryshev, andS.

Dzhimak, Int. J. Mol. 7873, (2021).
[8] J. Wang, H. Wang, and T. Wang, Journal of Control Science and Engineering (2013).
[9] A. Roy K. Kumar Mondal P. Chatterjee, and S. Raut, Brazilian Journal of Physics. 52, (2022).
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Spectral and dynamical characters of 1D incommensurate optical lattices 

with PT-symmetry. 

William Gildas Temgoua Kamkou1, Nathan Tchepemen1, and Jean Pierre Nguenang1,2 

1 Pure Physics Laboratory, Group of Nonlinear Physics and Complex Systems, Department 

of Physics, Faculty of science, University of Douala, P.O. Box 24157, Douala, Cameroon. 

 

In this paper, we investigate the spectral and dynamical properties of a 1D incommensurate 

optical lattice, which displays a Parity-time (PT) symmetry described by the Non-Hermitian 

Aubry–André potential. We show through the spectral analysis of the eigenvalues and the 

associated Eigen functions that, taking into account a non-Hermitian variant of the site energy 

modulated by a cosine form, leads the system to undergo a transition from the unbroken- PT 

phase to the broken- PT phase, which corresponds here to the delocalized-to-localized 

phase transition. Our findings also indicate that the critical point of transition can be selectively 

adjusted and consequently, the single-particle eigenstates taken in the metallic regime of the 

original Aubry–André model thus move from a conducting state to an insulating one upon an 

increase of the complex phase parameter. Furthermore, we also investigate the dynamical 

features of the system’s wave function according to different 

parameters.  
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Rwanda.: Delayed swarmalator systems in Fluidic Environment 

Carmel Lambu T.  1 , Steve Kongni J.  1,2 , and Louodop Fotso P.H.1 

1(Presenting author underlined) University of Dschang Cameroon, Moclis-RG  

2 University of Technology Sydney (UTS), Australia. 

This paper introduces a novel approach to studying swarmalator systems [1, 2, 3], which replicate 

the complex dynamics of many real-world systems by observing how their dynamical states evolve 

within a fluid-based environment [4]. 

Despite the rapidly growing interest in research involving swarmalators, the role of the 

environment has not yet been adequately addressed. This oversight should be rectified, as 

accounting for the environment brings these systems closer to real-world scenarios. Moreover, the 

internal phase dynamics of swarmalators, coupled with delays, have been scarcely studied. This 

study bridges the gap, as both delay and the environment are crucial in interactions between 

communicating entities. 

The inclusion of delay [5] and fluid dynamics [6] introduces new phenomena in the transition to 

synchronisation, particularly within the active phase wave domain. These phenomena are 

characteristic of the motion of sperm cells and the aggregation of starfish. This research lays the 

foundation for expanding the field of swarmalators by exploring the influence of their environment 

and sheds further light on the mechanisms of synchronisation and communication. 

 

[1] O'Keeffe, K. P. , Hong, H. , Strogatz, S. H. : Oscillators that sync and swarm. Nat. Commun. 

8, 1504(2017). 

[2] O'Keeffe, K., and Bettstetter, C. : A review of swarmalators and their potential in bio-inspired 

computing. Micro- Nano- Sens. Syst. Appl. XI. 10982, 383-394(2019) 

[3] Ceron, S., O’Keeffe, K., Petersen, K. : Diverse behaviors in non-uniform chiral and non-

chiral swarmalators. Nat. Commun. 14(1), 940.(2023) 

[4] Berlinger, F., Gauci, M., and Nagpal, R. : Implicit coordination for 3D underwater collective 

behaviors in a fish-inspired robot swarm. Sci. Robot. 6(50), eabd8668(2021) 

[5] Blum, N., Li, A., O'Keeffe, K., Kogan, O. : Swarmalators with delayed interactions. Phys. 

Rev. E, 109(1), 014205(2024) 

[6] Goldstein, R. J., Fluid mechanics measurements, 1st ed.,Hemisphere (1976) 
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Corrected Thermodynamics of Nonlinear Magnetic-Charged Black Hole
Surrounded by Perfect Fluid Dark Matter

Ragil Brand T. Ndongmo1, Saleh Mahamat2, Conrad Bertrand Tabi4, Thomas Bouetou
Bouetou1,3 and Timoleon Crepin Kofane1,4

1(Presenting author underlined)Department of Physics, Faculty of Science, University of
Yaounde I, P.O. Box. 812, Yaounde, Cameroon

2Department of Physics, Higher Teachers Training College, University of Maroua, P.O. Box
55, Maroua, Cameroon

3National Advanced School of Engineering, University of Yaounde I, P.O. Box. 8390, Yaounde,
Cameroon

4Department of Physics and Astronomy, Botswana International University of Science and
Technology, Private Mail Bag Palapye, Botswana

In this work, we investigate the influence of perfect fluid dark matter and quantum corrections
on the thermodynamics of nonlinear magnetic-charged black hole. We consider the metric of
the static nonlinear magnetic-charged black hole in the background of perfect fluid dark matter.
Starting with the black hole temperature and the corrected entropy, we use the event horizon
propriety in order to find the temperature, and based on the surface gravity definition, we find
the uncorrected entropy. However, using the definition of the corrected entropy due to thermal
fluctuation, we find and plot the entropy of the black hole. We find that the entropy is affected
for smaller nonlinear magnetic-charged black holes. Afterwards, we study the thermodynamic
stability of the black hole by computing and plotting the evolution of heat capacity. The results
show that second-order phase transition occurs, which appears more later as the dark matter
parameter decreases, and leads the black hole to move from the stable phase to the unstable
phase. Furthermore, we show that the heat capacity for smaller black holes are also affected,
since it appears not being only an increasing function. We also find that the behavior of Gibbs
energy is modified when taking into account quantum corrections.

[1] R. B. T Ndongmo, S. Mahamat, T. B. Bouetou, C. B. Tabi, and T. C. Kofane, (2024). International
Journal of Theoretical Physics, 63(6), 146.
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Data-Driven Discovery of the Origins of UV Absorption in Alpha-3C
Protein

Germaine Neza Hozana1,2, Gonzalo Dı́az Mirón1, and Ali Hassanali1

1International Centre for Theoretical Physics (ICTP)
2 Dipartimento di Fisica, Universitá degli Studi di Trieste

Over the last decade, there has been a growing body of experimental work showing that
proteins devoid of aromatic and conjugated groups can absorb light in the near-UV beyond 300
nm and emit visible light. Understanding the origins of this phenomena offers the possibility
of designing non-invasive spectroscopic probes for local interactions in biological systems. It
was recently found that the synthetic protein α3C displays UV-vis absorption between 250-800
nm which was shown to arise from charge-transfer excitations between charged amino acids. In
this work, we use data-driven approach to re-examine the origins of these features using a com-
bination of molecular dynamics and excited-state simulations. Specifically, an unsupervised
learning approach beginning with encoding protein environments with local atomic descriptors,
is employed to automatically detect relevant structural motifs. We identify three main motifs
corresponding to different hydrogen-bonding patterns that are subsequently used to perform
QM/MM simulations including the entire protein and solvent bath with the density-functional
tight-binding (DFTB) approach. Hydrogen-bonding structures involving arginine and carboxy-
late groups appear to be the most prone to near-UV absorption. We show that magnitude of
the UV-vis absorption predicted from the simulations is rather sensitive to the size of the QM
region employed as well as to the inclusion of explicit solvation.
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Get rich or go extinct trying: Finding optimal sizes of wagers in betting 

games using species dynamics in stochastic environments 

Riya Khandare 1 and Jayant Pande 2 

1 Faculty of Mathematics and Economics, University of Vienna, Vienna, Austria 
2 Department of Physical and Natural Sciences, FLAME University, Pune, India 

 

The Kelly criterion [1] holds a central place in the world of investing, as it provides a formula 

for the optimal size of a bet (or a series of bets) given the chance of winning the bet and the 

payoff on winning. Kelly proved in his seminal paper [1] that this formula maximizes the 

winnings at infinite time. However, since neither time nor money is actually infinite, the 

recommendation for the optimal betting size that the Kelly criterion makes can be too risky for 

real investors. To address this problem various less risky strategies have been developed based 

on Kelly’s work, including, most notably, fractional Kelly, under which investors bet only a 

fraction of the amount that the Kelly criterion suggests [2]. 

 

In this work we provide an alternative recommendation for the optimal betting size, which 

takes into account the minimum wealth that the investor is willing to go down to. This is based 

on a correspondence between investments in noisy markets and the populations of species in 

ecosystems under fluctuating environments. Kelly’s criterion considers the change in the 

logarithm of the wealth size, which is analogous to the invasion growth rate for measuring the 

growth of species populations which also is the expected value of the change in the logarithm 

of the population size. In recent work we have developed analytical formulae which quantify 

the chance of a species to grow to a target value without first going extinct, and these formulae 

perform much better in predicting this chance than the invasion growth rate [3,4]. Informed by 

these formulae, we improve the recommendation for the betting size that Kelly makes, making 

the bets significantly more resistant to wealth drawdown and ruin. 

 

 

[1] J. L. Kelly, Bell System Technical Journal 35, 917 (1956). 

[2] E. O. Thorpe, in Handbook of Asset and Liability Management, North-Holland 385 (2008). 

[3] J. Pande, Y. Tsubery, N. M. Shnerb, Ecology Letters 25, 1783 (2022). 

[4] J. Pande, T. Fung, R. A. Chisholm, N. M. Shnerb, Ecology Letters 23, 274 (2020). 
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Title: Refining Thermodynamic Models: Quantum and relativistic Corrections to Classical 

Gas Descriptions 
 

Ravelonjato RHM 1, Ranaivoson RT 1, and Andriambololona R 1  
1Institut National des Sciences et Techniques Nucléaires Madagascar  

The aim of this study is to explore quantum and relativistic corrections to ideal gas models, including ideal 
Fermi and Bose gases, by considering the quantum nature of phase space [1]. This approach extends  
beyond  the  classical  considerations  of  bosonic  and  fermionic  particles  and  incorporates quantum 
size and shape effects into thermodynamic properties.  

The study improves the partition function for ideal gases through phase space representations that account 
for the uncertainty principle. The thermodynamic properties of  these  gases  are  derived  using  quantum 
mechanical  phase  space formulations, considering both non-relativistic and relativistic quantum regimes.  

The results show that quantum corrections are especially significant at low temperatures and in confined 
spaces, leading to deviations from the Maxwell–Boltzmann distribution. Thermodynamic quantities 
such as entropy, internal energy, and free energy are modified by these corrections, which also highlight 
quantum size and shape effects [2].  

These quantum corrections significantly alter the thermodynamic equations of state and functions, 
providing a more accurate description of ideal gases at low temperatures and small volumes. Classical 
limits are recovered at high temperatures and large volumes [3].  

This work introduces a novel approach by incorporating quantum phase space effects into the models of 
ideal gases, extending the scope of existing models and improving their accuracy in quantum regimes.  

By addressing the corrections and their thermodynamic implications, this work provides a foundation 
for further applications in nanoscale systems, quantum gases, low-temperature physics, utra-cold physics 
and astrophysics. 

 

Keywords : Quantum mechanics, Relativity, Thermodynamics, Quantum gases, Quantum phase 
space, Quantum statistical physics.  

 
[1] Ranaivoson RT, Andriambololona R, Rakotoson H,  Ravelonjato RHM, "Invariant quadratic 
operators associated with linear canonical transformations and their eigenstates", Journal of Physics 
Communications, 6 (2022) 095010  

[2] Ravelonjato  RHM,  Ranaivoson  RT,  Andriambololona   R,  Raboanary  R,  Rakotoson  H, 
Rabesiranana N, "Quantum and Relativistic Corrections to Maxwell–Boltzmann Ideal Gas Model from a 
Quantum Phase Space Approach", Foundations of Physics, 53 (2023) 88  

[3] Ravelonjato  RHM,  Ranaivoson  RT,  Andriambololona  R,  Raboanary  R,  Rabesiranana  N, 
“Improved  models   for   ideal   Fermi   gas   and   ideal  Bose   gas   using   quantum   phase   space” 
arXiv:2407.09998, (2024). 
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Fractional kinetic equations and truncated L
́evy stable distributions in frameworks of

statistical physics
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We report numerical observations of scattering process of moving multibreathers by 

isolated impurities in the discrete nonlinear Schrödinger lattice representing the 

vibrational energy transport along the protein chain. It is found that, except for the 

multibreather passing, internal collision phenomenon support all types of scattering 

outcomes for both attractive and repulsive impurities. Furthermore, for large strength 

of attractive impurity the scattering of two-hump soliton can give rise to a trapping on 

a site other than the one containing the impurity. As concerns three-hump soliton, the 

passing, trapping and reflection are simultaneously carried out for some parameters. 

In the case of three-hump soliton introduced between two repulsive impurity sites, 

back and forth are observed as well as increasingly individualistic behavior of humps 

over time. Nonetheless, two-hump soliton launched under the same conditions 

results in large stationary single breather. 
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Undeniable role of rogue waves in the dynamics of pulses in DNA
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2 University of Yaounde I, P. O. Box 812, Yaounde, Cameroon
3 Department of Physics and Astronomy, University of the Western Cape,
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We show that the short-lived variety of rogue wave (RW), the Peregrine soliton (PS) that plays a
pivotal role in the local and short excitation of DNA [1, 2, 3] can become the typical long-lived
breather-like modes, the Akhmediev breathers (ABs) that can propagate along the helix protein
of biological molecules. Through the modified Hamiltonian of the Peyrard-Bishop model [4],
a nonparaxial cubic-quintic nonlinear Schrodinger equation is derived in the continuous media
from the discrete equation motion of DNA base pairs. The rogue wave solutions are constructed
with the symmetry reduction method and represented in the strain variable formulation, to detect
the presence of propagating structures. We found that the classic breather that is, the ABs
is qualitatively interesting in DNA biological systems. Moreover, we have shown that for a
specific set of parameters of the system, the short-lived RW can become a typical long-lived
breather-like modes which can match experimentally, the observed bubbles that propagate along
the helix [5]. The richness and good stability of rogue waves in the dynamics of pulses show
that they are physically relevant for DNA.

[1] L. Yakusevich, Nonlinear Physics of DNA, (Wiley series in nonlinear sciences (John Wiley and sons,
Weinheim), New York, 2004).

[2] M. Peyrard, Nonlinearity 17, R1 (2004).
[3] G. Gaeta, C. Reiss, M. Peyrard, and T. Dauxois, La Riv. Del Nuovo Cim. Ser. 317, 1 (1994).
[4] M. Peyrard and A. R. Bishop, Phys. Rev. Lett. 62, 2755 (1989).
[5] M. Peyrard, Nat. Phys. 2, 13 (2006).
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(Presenting author underlined)

The study of nonequilibrium steady-state (NESS) in the Ising model offers rich insights into the
properties of complex systems. The poster aims to explore the nature of NESS phase transitions
in a 2D ferromagnetic Ising model on a square lattice under effective interactions using Monte
Carlo (MC) algorithms. It requires extensive MC simulations using the modified Metropolis
and Glauber update rules. An appropriate definition of an effective parameter h helps to qual-
ify the modified update rules. For |h| > 1, the analytical solution shows that the nature of
the phase transition (including the critical temperature) is independent of h. Furthermore, for
−1 < h < 1, we study the steady-state properties of phase transitions using numerical methods.
Therefore we performed simulations for different lattice sizes and measured relevant physical
quantities. From the data, we determined the numerical results of the transition temperature
and relevant critical exponents for various values of h by applying finite-size scaling (FSS).
We found that the FSS analysis of the exponents is consistent with the analytical values of the
equilibrium 2D Ising model, Reference [1].
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Figure 1: Plot of Tc vs h for two models (A) and (B). The horizontal dashed lines represent T 0
c and 2T 0

c .

[1] DW. Tola, M. Bekele, J. Phys. A: Math. Theor. 57, (2024).
[2] L. Onsager, Phys. Rev. 65 117–149, (1944).
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Abstract

Large deviation techniques have been widely used in physics to study the fluctuations
of nonequilibrium systems, which are often modelled using Markov processes, including
Markov diffusion describe by stochastic differential equations (SDEs). Large deviation the-
ory allows for the calculation of the probability distribution of time integrate of the state,
which can represent observables such the work done on a Brownian particle or the heat ex-
changed with the environment. In many cases, obtaining exact analytical solutions of large
deviation functions requires solving complex spectral or optimization problems [1, 2]. This
same complexity arises when trying to understand how fluctuations arise in effective or
driven processes. In these systems, fluctuations are viewed as optimal modifications to the
stationary density or as an effective diffusion process that adjusts the original force or drift
of the diffusion [2, 3, 4].
I will present in this talk, a novel approach that combines large deviation theory and lin-
earization techniques to analyze fluctuations and rare events in nonlinear Markov diffusion
processes. Our method focuses on deriving approximations for the scaled cumulant gener-
ating function (SCGF) and the large deviation function. These approximations offer valu-
able insights into the long-term behavior of the systems observables, enabling us to charac-
terize fluctuations and identify the underlying effective processes or paths responsible for
driving these rare events. To validate this approach, we apply it to a specific nonlinear dif-
fusion system and compare the large deviation functions obtained through our linearization
methods with exact results derived from numerical spectral techniques. This comparison
will allow us to assess the effectiveness of the linearization approach in capturing rare event
behavior within the nonlinear regime.

[1] J. du Buisson. Dynamical Large Deviations of Diffusions. PhD thesis, Department of Physics, Stel-
lenbosch University, Stellenbosch, South Africa, 2022.

[2] R. Chetrite and H. Touchette, Variational and optimal control representations of conditioned and
driven processes, J. Stat. Mech. 2015, P12001 (2015).

[3] R. Chetrite and H. Touchette, Nonequilibrium Markov processes conditioned on large deviations,
Ann. Inst. Poincar A 16, 20052057 (2015).

[4] R. Chetrite and H. Touchette, Nonequilibrium microcanonical and canonical ensembles and their
equivalence, Phys. Rev. Lett. 111, 120601 (2013).
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Title: Using a thin grey soliton to learn and impact the nonlinear dynamics of quantum systems 

 

Abstract: Grey solitons, which are a type of localized excitation characterized by a dip in a 
continuous wave, play an important role in nonlinear systems, particularly in optics, low-
temperature physics and fluid dynamics. Despite the reduction in intensity, grey solitons 
maintain their shape and speed as they propagate, due to a delicate balance between 
nonlinear effects and dispersion. Such a speed is a measure of the grayness of the soliton, 
yielding dark solitons as a special case with zero speed. In this poster, using two examples, 
we show that a thin grey soliton can be used to change or learn about the dynamics of 
nonlinear systems. In the first example, taking the case of an ultracold quantum gas, we show 
that a grey soliton can allow us to track the breakdown of adiabaticity at different scales in a 
system that undergoes a strong ramp of interparticle interaction. The second example is 
devoted to an atomic cloud that is continuously bombarded by a well controlled electron beam. 
We show that the presence of a grey soliton in the system may lead, on one hand, to the 
quantum Zeno effect, a phenomenon where a quantum system's evolution can be slowed or 
even halted by frequent measurements. Such a slowdown occurs, for instance, in the decay 
of the condensate density.  On the other hand, a grey soliton may induce the backflow 
paradox, a phenomenon where the flow of information or particles appears to reverse direction 
in certain physical systems. 
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