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Outline 

1. Perturbative non-adiabatic response for real time and 
imaginary time dynamics.  

2.  Imaginary time quantum annealing using QMC (with C. De-
Grandi, C.-W. Liu, A. Sandvik) 

3. Geometric optimization of fidelity in annealing protocols (with 
T. Souza and M. Tomka).  

4. Counter-diabatic driving: idea, local CD driving - variational 
formulation, application to many-particle systems (with D. Sels). 

5. Machine learning for optimization of quantum annealing (in 
progress, by M. Bukov and P. Mehta). 



What is the moving frame and what is behind these transformations?  

Let us do a unitary transformation to a co-moving frame, 
diagonalizing the instantaneous Hamiltonian 

- gauge potential 

Gauge potentials are Hamiltonians in parameter space: 

Classical Hamiltonian systems: gauge potentials – generators 
of canonical transformations. 



Compute leading correction to the energy due to the Galilean term 
(consider the ground state) 

Recover the mass term as the leading non-adiabatic correction 
to the energy.  

F 

Galilean Transformation 



Dilation operator 

Recover “quantum” dilatation mass: the classical (massive 
spring) result plus an additional quantum correction.  

Leading non-adiabatic correction. 

Moving frame 

Can absorb L2 into time dilatation: 

Dilations 



Geometric structure of the ground state manifold 

Insert a complete basis of states and observe 

Geometric tensor is the covariance matrix of the gauge potential. 
Can be measured as a dynamical response.  



Symmetric part of the geometric tensor 

Metric tensor. Defines the Riemannian metric structure on the manifold of 
ground states, fidelity susceptibility, Fisher information.  

Berry curvature. Defines the effective magnetic field 

Hall response, topological invariants, Coriolis forces, Lorentz forces,… 

Defines leading non-adiabatic corrections to work fluctuations 

g also defines mass renormalization in the classical (high temp.) limit.  



Non-adiabatic response in imaginary time (can do Monte-Carlo) 

Instantaneous moving frame 

Can use similar linear response theory as in real time. 

Generic off-diagonal observables 

Can easily compute the metric tensor without calculating overlaps 

Diagonal observables: same as in real time 
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vL2 � 1 vL2 � 1

Observable Real Imag. Real Imag.

Mx 0 1
16vL

2 0.16
√
vL 0.26

√
vL

Q 7ζ(3)
128π3 v

2L3 0.038 vL 0.0265 vL

F 1
6144v

2L4 0.035
√
vL 0.0276

√
vL

TABLE II: Results from the exact solution of the 1D
transverse-field Ising model: scaling forms for the magneti-
zation, the excess energy, and log-fidelity with the quench
velocity v and the system size L in real and imaginary time
for different regimes.

with the protocol used in QMC simulation presented in
following sections), the observable which gives the fidelity
susceptibility in the linear response is the excess interac-
tion energy Ez [see Eq. (108)]. It is expected to scale in
the same way as Mx.

Overall we find very good agreement and almost iden-
tical behavior between the imaginary and the real time
cases. A more careful analysis is nevertheless necessary.
For the diagonal observables, the excess energy Q and
the log-fidelity F , the scaling behaviors are the same in
real and imaginary time and in agreement with the APT
predictions presented in the previous section. In partic-
ular, in the limit vL2 � 1 even the prefactors coincide—
indeed, in this limit the analytic expression are identical.
In the opposite regime vL2 � 1 the prefactors are slightly
different. In this limit, the real-time dynamics presents
a more oscillating behavior: see for instance the plots of
the excess energy in Fig. 5. A similar behavior was also
observed in Refs. [10, 24].

The case of the excess x-energy or magnetization along
the x-direction [as defined in Eq. (105)] requires more
attention. Indeed this quantity, as mentioned before,
corresponds to the generalized force with respect to the
coupling λ that drives the dynamics. Working out the
asymptotic scaling behavior from the scaling dimension
in the limit of vL2 � 1 we find Mx ∼ √

vL in both
real and imaginary times, according to Eqs. (24) and
(25). Concerning the limit vL2 � 1, in imaginary time,
from the exact solution [see Eq. (107)] we know that
Mx ∼ vL2. In the real-time case, from analyzing the
exact solution we can infer that the behavior for small

vL2 is non analytic, decaying exponentially as ∼ e−
π3

vL2 .
Such behavior is visible in the plot in Fig. 6; for large
values of vL2 (but not too large, as finite-size effects also
are apparent) the slopes of the real- and imaginary-time
functions are the same, the data being shifted by a fac-
tor of 2 according to the predictions. For vL2 � 1 the
imaginary-time function decays analytically with slope 1
as expected, while in the real-time case there is a more
rapid drop reflecting the non-analyticity of the function.
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FIG. 4: (Color online) Comparison of real- and imaginary-
time dynamic scaling of the excess energy QL (left) and the
log-fidelity F (right) for system size L = 16 (top) and L = 64
(bottom).
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FIG. 5: (Color online) Data-collapse plot for the excess en-
ergy Q (top) and the log fidelity F (bottom) based on real-
(left) and imaginary-time (right) dynamics for different sys-
tem sizes. In the regime of large vL2 the splitting of the
curves is due to finite-size effects. The real-time case show
more oscillating behavior than the imaginary-time case.

VII. APPLICATION: DETECTION OF
QUANTUM-CRITICAL POINTS

A useful application of the universal scaling presented
in the previous sections can be found by considering
quenches in either real or imaginary time that sweep
through the QCP and end at different final amplitudes
λf �= λc. In this case, as discussed in Sec. III, the length

scale ξλ(�λ) ∼ |�λ−�λc|−ν is not diverging anymore and par-

Comparison of the excess energy and the log-fidelity for quenching to the critical 
point for RT and IT dynamics. Asymptotically agree in fast and slow limits. 
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We discuss an Ising spin glass where each S = 1/2 spin is coupled antiferromagnetically to three
other spins (3-regular graphs). Inducing quantum fluctuations by a time-dependent transverse
field, we use out-of-equilibrium quantum Monte Carlo simulations to study dynamic scaling at the
quantum glass transition. Comparing the dynamic exponent and other critical exponents with those
of the classical (temperature-driven) transition, we conclude that quantum annealing is less efficient
than classical simulated annealing in bringing the system into the glass phase. Quantum computing
based on the quantum annealing paradigm is therefore inferior to classical simulated annealing for
this class of problems. We also comment on previous simulations where a parameter is changed with
the simulation time, which is very different from the true Hamiltonian dynamics simulated here.

PACS numbers: 03.67.Ac, 05.30.Rt, 75.10.Jm, 75.50.Lk

Simulated annealing (SA), which was first proposed in
the context of spin glasses [1], is one of the most versa-
tile optimization methods [2, 3]. The basic idea of SA is
that a Monte Carlo (MC) simulation with slowly decreas-
ing temperature can explore the energy (cost-function)
landscape of a complex system without getting trapped
in local minimums if the process is sufficiently slow (in
analogy with removal of crystal defects by heating and
annealing). It is natural to ponder the feasibility of sim-
ilar schemes based on slow reduction of quantum fluc-
tuations in quantum annealing (QA) processes. Such
schemes have been explored for some time, theoretically
[4–6] as well as in experiments on frustrated Ising systems
such as LiHoxY1−xF4 [7, 8]. The QA ideas have risen to
particular prominence in the context of quantum com-
putation [9–11], where there are now serious efforts to
implement QA (also called the quantum-adiabatic algo-
rithm) in actual devices [12], currently with ≈ 500 q-bits
in the D-Wave device [13]. It is not yet clear whether true
QA has been realized in these systems, however [14, 15].
Beyond this practical issue, a fundamental question is
whether QA really is more efficient than SA for impor-
tant optimization problems. This question has been ad-
dressed [16, 17] but so far there are few solid conclusions.

We here present a generic way to compare SA and QA,
using scaling theory in combination with a quantum MC
(QMC) algorithm to simulate systems out of equilibrium
with Hamiltonian dynamics in imaginary time [18, 19].
We also show that this is very different from the dynamics
arising when a parameter is changed versus QMC simu-
lation time, as done in recent attempts to model a QA
device [14, 15]. We present results for an essential model
studied in the context of QA; a quantum S = 1/2 spin
model on random 3-regular graphs in which all spins in-
teract antiferromagnetically with three other spins. The
corresponding classical Ising glass has an exactly known
transition temperature and critical exponents [20, 21].
The quantum model includes a transverse field and has

a ground-state glass transition. Recent work has shown
evidence for a continuous transition but the results were
not completely conclusive [22]. Here we demonstrate a
continuous transition by scaling QMC data as a function
of the velocity in the imaginary-time QA scheme. The
exponents governing the critical growth of glass domains
show that the QA is less efficient than the corresponding
SA protocol. Thus, for a large system, a quantum com-
puter based on the QA would not pass through the glass
transition faster than a classical SA process.
Quantum annealing.—Many optimization problems

can be cast in the form of energy minimization of a clas-
sical Ising spin system described by the Hamiltonian

H0 =
N∑

i=1

N∑

j=1

Jijσ
z
i σ

z
j , (σz

i = ±1). (1)

Challenging problems correspond to disordered frus-
trated interactions Jij . In QA, quantum fluctuations of
some form are added, e.g., a uniform transverse field

H1 = h
N∑

i=1

σx
i = h

N∑

i=1

(σ+
i + σ−

i ). (2)

The total Hamiltonian is expressed as

H = sH0 + (1− s)H1, (3)

where s ∈ [0, 1] regulates the quantum fluctuations. The
“driver” H1 can be chosen such that its ground state is
trivial; with Eq. (2) it is the product state |Ψ0(0)〉 =∏

i | ↑i + ↓i〉. By the adiabatic theorem [23, 24], if the
change of s from 0 to 1 is sufficiently slow, the system will
stay in the ground state |Ψ0(s)〉 and in the limit s → 1
one obtains an optimal solution (out of typically a large
number of degenerate ones) of the classical problem.
The critical issue is how slowly s must change for the

solution not to be ruined by excitations. In the 2-level
Landau-Zener problem the time is ∝ ∆−2, where ∆ is

Application to Quantum Annealing 

Introduce an auxiliary quantum term and slowly anneal it to zero  
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dressed [16, 17] but so far there are few solid conclusions.

We here present a generic way to compare SA and QA,
using scaling theory in combination with a quantum MC
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with Hamiltonian dynamics in imaginary time [18, 19].
We also show that this is very different from the dynamics
arising when a parameter is changed versus QMC simu-
lation time, as done in recent attempts to model a QA
device [14, 15]. We present results for an essential model
studied in the context of QA; a quantum S = 1/2 spin
model on random 3-regular graphs in which all spins in-
teract antiferromagnetically with three other spins. The
corresponding classical Ising glass has an exactly known
transition temperature and critical exponents [20, 21].
The quantum model includes a transverse field and has

a ground-state glass transition. Recent work has shown
evidence for a continuous transition but the results were
not completely conclusive [22]. Here we demonstrate a
continuous transition by scaling QMC data as a function
of the velocity in the imaginary-time QA scheme. The
exponents governing the critical growth of glass domains
show that the QA is less efficient than the corresponding
SA protocol. Thus, for a large system, a quantum com-
puter based on the QA would not pass through the glass
transition faster than a classical SA process.
Quantum annealing.—Many optimization problems

can be cast in the form of energy minimization of a clas-
sical Ising spin system described by the Hamiltonian
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Challenging problems correspond to disordered frus-
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some form are added, e.g., a uniform transverse field

H1 = h
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σx
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(σ+
i + σ−

i ). (2)

The total Hamiltonian is expressed as

H = sH0 + (1− s)H1, (3)

where s ∈ [0, 1] regulates the quantum fluctuations. The
“driver” H1 can be chosen such that its ground state is
trivial; with Eq. (2) it is the product state |Ψ0(0)〉 =∏

i | ↑i + ↓i〉. By the adiabatic theorem [23, 24], if the
change of s from 0 to 1 is sufficiently slow, the system will
stay in the ground state |Ψ0(s)〉 and in the limit s → 1
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number of degenerate ones) of the classical problem.
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in the D-Wave device [13]. It is not yet clear whether true
QA has been realized in these systems, however [14, 15].
Beyond this practical issue, a fundamental question is
whether QA really is more efficient than SA for impor-
tant optimization problems. This question has been ad-
dressed [16, 17] but so far there are few solid conclusions.

We here present a generic way to compare SA and QA,
using scaling theory in combination with a quantum MC
(QMC) algorithm to simulate systems out of equilibrium
with Hamiltonian dynamics in imaginary time [18, 19].
We also show that this is very different from the dynamics
arising when a parameter is changed versus QMC simu-
lation time, as done in recent attempts to model a QA
device [14, 15]. We present results for an essential model
studied in the context of QA; a quantum S = 1/2 spin
model on random 3-regular graphs in which all spins in-
teract antiferromagnetically with three other spins. The
corresponding classical Ising glass has an exactly known
transition temperature and critical exponents [20, 21].
The quantum model includes a transverse field and has

a ground-state glass transition. Recent work has shown
evidence for a continuous transition but the results were
not completely conclusive [22]. Here we demonstrate a
continuous transition by scaling QMC data as a function
of the velocity in the imaginary-time QA scheme. The
exponents governing the critical growth of glass domains
show that the QA is less efficient than the corresponding
SA protocol. Thus, for a large system, a quantum com-
puter based on the QA would not pass through the glass
transition faster than a classical SA process.
Quantum annealing.—Many optimization problems

can be cast in the form of energy minimization of a clas-
sical Ising spin system described by the Hamiltonian

H0 =
N∑

i=1

N∑

j=1

Jijσ
z
i σ
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j , (σz

i = ±1). (1)

Challenging problems correspond to disordered frus-
trated interactions Jij . In QA, quantum fluctuations of
some form are added, e.g., a uniform transverse field

H1 = h
N∑

i=1

σx
i = h

N∑

i=1

(σ+
i + σ−

i ). (2)

The total Hamiltonian is expressed as

H = sH0 + (1− s)H1, (3)

where s ∈ [0, 1] regulates the quantum fluctuations. The
“driver” H1 can be chosen such that its ground state is
trivial; with Eq. (2) it is the product state |Ψ0(0)〉 =∏

i | ↑i + ↓i〉. By the adiabatic theorem [23, 24], if the
change of s from 0 to 1 is sufficiently slow, the system will
stay in the ground state |Ψ0(s)〉 and in the limit s → 1
one obtains an optimal solution (out of typically a large
number of degenerate ones) of the classical problem.
The critical issue is how slowly s must change for the

solution not to be ruined by excitations. In the 2-level
Landau-Zener problem the time is ∝ ∆−2, where ∆ is

In the adiabatic limit follow the ground state. 
 
Both thermal (simulated) annealing and quantum annealing 
have problems in glass phases. Hopes are that quantum 
annealing can be more efficient. 



Application to a random graph model 
2

In SA, the goal is to find the ground state configuration of
Hcl by coupling the system to a bath and gradually lowering
temperature and the associated thermal fluctuation. In QA,
the simulation starts with a trivial and easy-to-prepare zero-
temperature ground state corresponding to HD:

|Ψ(0)� =
�

i

| ↑�i + | ↓�i√
2

, (5)

and let the system evolve by tuning the parameter s : 0 → 1
in Hq. This evolution effectively reduces quantum fluctua-
tion and drives the system toward the classical ground state.
As long as the evolution is slow enough to keep the system
adiabatic,19,21 as the parameter s is tuned to 1 the ground state
of HP, |Ψ(1)�, can be obtained. In the framework of QA and
QAA, very often the problems formulated in Hq will undergo
a phase transition.22–24 If the transition is continuous, the cor-
relation length and relaxation time diverge and therefore the
adiabaticity breaks down. Most of the studies of QAA are
focused on the closing of the energy gap, which implies the
complexity of the QAA. However, not so much has been con-
sidered by incorporating the KZ and the associated dynamic
finite-size scaling into account.

In this paper, except for Sec. IV in which we consider
one-dimensional transverse-field Ising model, in the rest of
the sections we will specifically consider either a classical or
quantum Ising spin system on a 3-regular random graph, in
which every spin is interacting with three other spins individ-
ually through an isotropic interaction Jij . A typical example
of 3-regular graph with 64 spins is illustrated in Fig. 1. The
randomness comes into play because for a given number of
spins (vertices), there are many graphs that are not isomor-
phic, namely, one can not simply transform one graph to an-
other by relabeling the vertices. An efficient Steger-Wormald
algorithm25 is used to generate the graphs. When Jij = −1,
the system is ferromagnetic (FM) and is Ising-like. The clas-
sical 3-regular FM random graphs naturally falls into the same
universality class as the fully-connected Ising model.26 When
Jij = +1, the interactions becomes antiferromagnetic (AFM)
and due to loops forming odd numbers of edges, the system
becomes highly-frustrated spin-glass system. In the classi-
cal scenario, the 3-regular AFM random graph can be analyti-
cally solved by cavity method with replica symmetry breaking
(RSB).28–31 The 3-regular AFM random graph also serves as
a benchmark system to evaluate the performances of QAA.32

The rest of the paper is organized in the following: In
Sec. II, we briefly summarized the quench protocols for the
non-equilibrium setup and the associated dynamic-finite-size
scaling established in Refs. 7,10–12. In Sec. III we apply the
non-equilibrium approach to study the thermal phase transi-
tions of FM and AFM 3-regular random graphs, respectively.
In Sec. IV, we make a clear distinction between simulation-
time quantum annealing and imaginary-time quantum an-
nealing, the former does not reproduce the correct Hamilto-
nian dynamics while the latter does and is robust to different
quench protocols. In Sec. V, we apply imaginary-time quan-
tum annealing to study the quantum phase transitions of FM
and AFM 3-regular random graphs, respectively. The numer-

FIG. 1: A typical 3-regular graph with N = 64 spins.

ical results for the classical and quantum 3-regular random
graphs also allow us to quantify the performances of SA and
QA based on the argument of KZ, which we will discuss in
Sec. VI.

II. DYNAMIC FINITE-SIZE SCALING AT THE
TRANSITION

We are interested in approaching a continuous phase transi-
tion point λc through a non-equilibrium (either linear or non-
linear) quench process from an disordered phase, with the
quench process described by the following protocol:7,11,12

λ(t) = λc + v(τ − t)r,

v = (λ(0)− λc)/τ r,
(6)

where v is the generalized velocity, τ is the overall quench
time, r ∈ R is the parameter that controls the quench protocol,
e.g., r = 0 is the sudden quench with quench amplitude v ,
r = 1 corresponds to a linear quench with quench velocity v,
r = 2 stands for the constant acceleration quadratic quench
with acceleration v, etc. Based on the argument of Kibble-
Zurek mechanism,13,14 in Refs. 9,12, it has been derived that
the quasi-adiabatic regime can be defined by a characteristic
velocity:

vKZ (N) ∼ L
−(zr+1/ν) ∼ N

−(z�r+1/ν�)
, (7)

where L is the system’s linear size, which can be related to
the total number of spins N by N = L

d with dimensionality
d. In the above expression, z is the dynamic exponent, ν is
the correlation length exponent, and z

� ≡ z/d and ν
� ≡ νd

are normalized ones. When approached through the protocol
Eq. (6), the order parameter O at the transition λc shows a
dual scaling behavior as a function of v :12

�O2� =






N
−2β/ν�

f1(vNz�r+1/ν�
), v � vKZ (N)

N
−1

�
1
v

�x
, vKZ (N) � v � 1

N
−1

f2(1/v), v � 1,
(8)

Phase transition to a glass phase at finite temperature 

3

and we can extract the important exponent combinations
β/ν′ and z′ + 1/ν′ using a data-collapse technique with
results for different N and v [38]. In all cases discussed
below, the resulting exponents are stable and insensitive
to details of the fitting procedures. We also note that the
scaling form should work only at a continuous transition
and its applicability, thus, supports such a transition.
Hamiltonian versus simulation dynamics.—Before pre-

senting QAQMC results for the 3-regular graphs, let us
comment on the method of changing H as a function of
the simulation time (instead of the imaginary-time evo-
lution that we advocate). This approach is normally con-
sidered with thermal QMC simulations [6, 17, 39] but can
also be implemented for QAQMC. To illustrate this we
use the ferromagnetic d = 1 TFIM. We use a relatively
large number of operators in the operator sequence in
(4), m = 4N2 (sufficient for ground-state convergence at
all s in equilibrium), and keep s the same for all oper-
ators. The simulation starts at s = 0 and s is changed
linearly at velocity v until sc = 1/2 is reached. At this
stage the magnetization is calculated. The procedure is
repeated many times to obtain 〈m2

z〉. The velocity is de-
fined using a time unit of a sweep of either local updates
(a Metropolis procedure where small segments of spins
are flipped) or cluster updates (a generalization of the
Swendsen-Wang, SW, cluster updates [40, 41]) through-
out the system.
Applying the scaling ansatz in Eq. (7) to 〈m2

z〉, we ex-
tract the dynamic exponent characterizing the approach
to the critical point when using local or cluster up-
dates. We compare with the exponent obtained with the
QAQMC simulations, where s evolves within the opera-
tor string in Eq. (4). In the latter case there is no depen-
dence on the type of MC updates (but cluster updates
give results with smaller statistical errors for a given sim-
ulation time) and we should detect Hamiltonian dynam-
ics with z = 1.
The scaling analysis for all the cases is presented in

Fig. 1. The static exponents are those of the d = 2
classical Ising model, β = 1/8 and ν = 1, and we use
these to produce scaling plots according to the form (7).
We suspect that the simulation-time dynamics should be
the same as in the classical d = 2 Ising model with local
and SW updates, and therefore test scaling with z = 2.17
and z = 0.30, respectively (as recently computed using
KZ scaling in Ref. 38). The data collapse is very good in
all cases for sufficiently large systems and low velocities.
The lines in the log-log plots have slopes given by

x =
d− 2β/ν

zr + 1/ν
=

1− 2β/ν′

z′r + 1/ν′
, (8)

for vKZ ! v $ 1 [38]. For v ≈ vKZ there is a cross-over
to equilibrium finite-size scaling, where 〈m2

z〉 ∝ N−2β/ν.
For v of order 1 there is high-velocity cross-over (not
clearly seen in Fig. 1) into a size-independent 〈m2

z〉, gov-
erned by another scaling form [38].
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(b) Cluster dynamics (z=0.3)
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FIG. 1: (Color online) Velocity scaling for linear quenches of
the TFIM: (a) Quantum quench with QAQMC Hamiltonian
dynamics in imaginary time, (b) simulation-time quenches
with Metropolis dynamics, and (c) SW cluster dynamics. The
observed deviations from the common scaling functions are
expected at an N-dependent high velocity [38].

The above results for the dynamic exponents obtained
under different evolution schemes confirm that evolving
a model in simulation time does not access Hamiltonian
dynamics and has little relevance for studying QA. While
we have here explicitly demonstrated this in the case of
dynamic critical scaling, there is also no reason to expect
the stochastic simulation-time dynamics to be relevant to
quantum evolution in the glass phase. Hence the conclu-
sions on the quantum mechanical nature of the dynamics
of the D-Wave device drawn in Ref. 14 on the basis of
such calculations are questionable (see also Ref. [15]).

QA on 3-regular graphs.—For the classical antiferro-
magnetic 3-regular graphs Tc = −2 ln−1[1− 2/(1 +

√
2)]

and the exponents, including z for SA with local updates,
are also known; β = 1, ν′ = 3, z′ = 2/3 (du = 6) [20, 21].
We have tested the scaling approach on this system and
reproduced Tc and the exponents to within a few per-
cent [42]. Adding the transverse field (2), based on the
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FIG. 2: (Color online) Crossing points between Binder cumu-
lants for 3-regular graphs with N and N+64 spins, extracted
using the curves shown in the inset. The results were obtained
in quenches with v ∼ N−α for α = 17/12. The curve in the
main panel is a power-law fit for extrapolating sc.

quantum cavity method a value sc ≈ 0.37 was found in
Ref. 22, and QMC calculations of excitation gaps were in
good agreement with this estimate. The expected errors
in these calculations are of order several percent.

We have located sc using QAQMC with v ∝ N−α,
where α exceeds the KZ exponent z′+1/ν′ (which is un-
known but later computable for a posteriori verification).
Then 〈q2〉 ∼ N−2β/ν′

at sc because f(x) in Eq. (7) ap-
proaches a constant when x → 0. As illustrated in Fig. 2,
quenching past the estimated sc, we use a curve crossing
analysis of the Binder cumulant, U = (3−〈q4〉/〈q2〉2)/2,
and obtain sc = 0.3565(12). This value agrees well with
the previous result [22] but has smaller uncertainty.

Performing additional quenches to the above deter-
mined sc, we next extract critical exponents. A scal-
ing graph with data for several system sizes is shown in
Fig. 3. Here the exponents are treated as adjustable pa-
rameters for obtaining optimal data collapse. After per-
forming an error propagation analysis we obtain β/ν′ =
0.43± 0.02 and the KZ exponent z′+1/ν′ = 1.34± 0.11.

Interestingly, the exponents, in particular the KZ ex-
ponent, differ from those obtained using Landau theory
[43] and other methods [44] for large-d and fully con-
nected (d = ∞ [45]) Ising models in a transverse field;
β = 1, ν′ = 2 and z′ = 1/4 (du = 8), i.e., β/ν′ = 1/2 and
z′ + 1/ν′ = 3/4. In the simplest scenario the 3-regular
graphs should have the same exponents. A QMC calcu-
lation for the fully-connected model in Ref. 46 was not in
complete agreement with the above values. It was argued
that z = 4 (z′ = 1/2 if du = 8), ν = 1/4 (ν′ = 2), and
β ≈ 1, thus β/ν′ ≈ 0.5 and z′ + 1/ν′ = 1. We have also
studied the same fully-connected model, using the meth-
ods discussed above, and obtained z′+1/ν′ = 0.83±0.12
and β/ν′ = 0.47 ± 0.03, in good agreement with the
analytical d = ∞ values [43] (and sc agrees well with
Refs. 44, 46). A potential source of the disagreement
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FIG. 3: (Color online) Optimized scaling collapse of the or-
der parameter in critical quenches of 3-regular graphs, giving
the exponents listed in the text. The line has slope given in
Eq. (8) and the points above it (which are excluded in the fit-
ting procedure) deviate due to high-velocity cross-overs [38].

in the case of the 3-regular graphs is logarithmic scal-
ing corrections [43]. However, we do not see any obvious
signs of log corrections and the discrepancy in z′ + 1/ν′

appears larger than might be expected from logs alone.
Our results therefore suggest other, unknown effects in
the 3-regular graphs.
Implications for quantum computing.—In the classi-

cal 3-regular graphs the KZ exponent is z′ + 1/ν′ = 1,
while in the quantum system z′ + 1/ν′ ≈ 1.3. Thus, by
Eq. (6) the adiabatic annealing time grows faster with
N in QA (while in the fully-connected model it grows
slower). Furthermore, since the order parameter scales
as N−β/ν′

, the critical cluster is less dense with QA, i.e.,
further from the solution at s = 1 (which applies also to
the fully-connected model). Thus, in both these respects
QA on 3-regular graphs performs worse than SA in pass-
ing through the critical boundary into the extended glass
phase in the (h, T ) plane. While our results do not con-
tain any quantitative information on the process contin-
uing from sc to s = 1 (where the annealing time may
grow exponentially in N [22]), it is discouraging that the
important initial stage of QA in reaching the glass phase
is less efficient than SA. It is known that QA can, in prin-
ciple, be made more efficient than SA for a given prob-
lem by changing the quantum term (the driver) [47, 48].
However, to make fair comparisons, one should then al-
low also more complex SA evolution, e.g., going beyond
just changing T .
It would be interesting to study velocity scaling also

with the D-Wave device [12, 13], not only with complex
frustrated couplings but even in simpler cases such as a
critical ferromagnet. This would give valuable insights
into the annealing process, which in the D-Wave device
certainly is influenced by temperature effects [12], in con-
trast to T = 0 coherent quantum dynamics studied here.
Acknowledgments.—We would like to thank Claudio
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the minimum gap between the two states. Generalizing
this to a many-body system with N degrees of freedom,
such as Eq. (3), for large N a quantum phase transition
is expected at some point sc ∈ [0, 1] where the ground
state changes from trivial, in some sense, to complex. If
at sc the gap is ∆N and if s is changed linearly, the re-
quired annealing time grows with N as ∆−p

N [25] (though
the claim p ≥ 2 is inaccurate, as we will discuss below).
Then, if ∆N → 0 as a power of 1/N (in a continuous
quantum phase transition) one can solve the problem us-
ing QA in polynomial time in N . For an exponentially
vanishing gap (first-order transition) the time grows ex-
ponentially.
Arguments such as these have stimulated interest in

numerically investigating quantum phase transitions in
important quantum information problems. Initial re-
sults for one class of problems indicated a continuous
transition [9, 10], but once results for larger systems be-
came available a first-order transition seemed more likely
[26, 27]. Other problems have been investigated recently
[22] and some of them likely have continuous transitions.
An important issue was neglected above: The nature of

the quantum state and excitations once the critical point
has been passed. While in models based on Eqs. (1)
and (2) the lowest excitations are gapped for s < sc,
the glassy state for s > sc should in general have dense
gapless excitations. Therefore, going through the critical
point is only the first stage of difficulties, and advancing
further on the way to s = 1 may be exponentially hard
even for a power-law closing of the gap at sc [6, 22].
Nevertheless, the initial passage through the transition
is clearly an important step to understand and quantify.
Here we obtain insights and quantitative results based
on scaling properties of the quantum and classical glass
transitions in antiferromagnets on 3-regular graphs.
Non-equilibrium QMC.—One reason for the currently

rather poor general understanding of the efficiency of
QA schemes is the difficulties of studying dynamics of
large quantum many-body systems on classical comput-
ers. Recently QMC simulations realizing Schrödinger
evolution in imaginary time were proposed as a way
to obtain limited but valuable information [18, 19, 28].
Here we use the quasi-adiabatic QMC (QAQMC) method
[19], where |Ψ0(s = 0)〉 is acted upon by a product of
m evolving Hamiltonians Pm,1 = H(sm) · · ·H(s2)H(s1),
where in the simplest (linear quench) case sj = jδs with
δs = sm/m. The normalization 〈Ψ0(0)|P1,mPm,1|Ψ0(0)〉
is written as a sum over all possible strings of the opera-
tors in the terms (1) and (2), and “asymmetric expecta-
tion values” of the form

〈A〉τ =
〈Ψ0(0)|P1,mPm,τ+1APτ,1|Ψ0(0)

〈Ψ0(0)|P1,mPm,1|Ψ0(0)
, (4)

are MC evaluated. The quantity 〈A〉τ approaches the
ground state expectation value 〈A(sτ )〉 when m → ∞
and for finite m it contains the same leading finite-

velocity correction as in imaginary-time Schrödinger dy-
namics with an evolving Hamiltonian H [s(t)], with s =
sc − v(tf − t), t ∈ [ti, tf ], and the velocity v = ds(t)/dt =
aNδs. The factor a is known [19] but is irrelevant for
scaling, and we here use a = 1. Since imaginary- and
real-time quenches to critical points share the same dy-
namic exponent z [18], real-time critical scaling behavior
can be extracted using QAQMC. We can also continue
past sc into the glass phase but here our main aim is to
study the dynamic criticality upon approaching sc.
The implementation of the QAQMC method for the

3-regular graphs is a straight-forward generalization of
the method developed for the standard transverse-field
Ising model (TFIM) in Ref. 19. The classical part of the
Hamiltonian is Eq. (1), with any given spin i coupled to
exactly three other spins j, and for these pairs Jij = 1
(antiferromagnetic). The random graphs were generated
using the Steger-Wormald algorithm [29].
The physical quantity of main interest is the Edwards-

Anderson spin-glass order parameter q, which is defined
using two replicas (independent simulations), 1 and 2, of
a given disorder realization of the random couplings;

q =
1

N

N∑

i=1

σz
i (1)σ

z
i (2). (5)

We will analyze 〈q2〉 averaged over thousands of quenches
of systems with different random couplings. As an illus-
tration of dynamic scaling and different types of dynam-
ics we will also study a ferromagnet, Jij = −1 for all
nearest-neighbor pairs (j = i + 1) on a periodic chain.
In this case we calculate the standard magnetization
mz = (1/N)

∑
i σ

z
i and analyze 〈m2

z〉.
Dynamic scaling.—We will analyze data from QAQMC

simulations within the framework of the Kibble-Zurek
(KZ) scaling ansatz [30, 31] and its later generalizations
[32–38]. The key point here is that there is a velocity vKZ

separating adiabatic and non-adiabatic evolution, and for
a system of length L this is given by

vKZ ∝ L−(zr+1/ν) ∝ N−(z′r+1/ν′), (6)

where ν is the equilibrium exponent governing the diver-
gence of the correlation length, z is the dynamic expo-
nent, and we have also introduced exponents normalized
by the dimensionality d; N = Ld, ν′ = νd and z′ = z/d.
The 3-regular graphs have d = ∞ and we will use N for
the size. To convert to unprimed exponents the upper
critical dimension should then be used; d = du.
The existence of a characteristic velocity suggests a

generalized finite-size scaling form for singular quantities
at the critical point. For quantities calculated at the final
time tf when s = sc, and when v ∝ vKZ or lower, the
order parameter takes the form

〈q2〉 ∼ N−2β/ν′

f(vNz′r+1/ν′

), (7)

Extracting dynamical exponent, 
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ds
2 in {dλµ} clearly shows that gµν induces a metric on

M. This metric tensor was first studied in [19], and be-
came an object of great interest in quantum information
theory [24], the study of quantum phase transitions [25]
and the characterization of topological phases [26].

The fact that M is a metric space provides us the
notion of geodesic curves. On a Riemannian manifold, a
geodesic is a path that minimizes the distance functional

L(�λ) =

� �λf

�λi

ds =

� tf

0

�
gµν λ̇

µλ̇ν dt, (3)

between two given points �λi = �λ(0) and �λf = �λ(tf ),
with λ̇

µ ≡ dλ
µ
/dt. The integrand of L, which is ex-

tremized along the path, corresponds to the fidelity F

between infinitesimally separated ground-states. There-
fore a geodesic has the meaning of a path maximizing
the local fidelity. In Ref. [21], it was shown that in the
leading order of non-adiabatic response, (gµν λ̇µ

λ̇
ν)1/2

gives the mean energy variance δE at any particular
point of the protocol. Thus, a geodesic curve also
minimizes the energy fluctuations averaged along the
path. It is interesting to point out that the energy
variance can be interpreted as the time-component of

the metric tensor, δE
2 = gtt ≡ �ψ(t)|

←−
∂t∂t|ψ(t)� −

�ψ(t)|
←−
∂t |ψ(t)��ψ(t)|∂t|ψ(t)�. The equivalence between gtt

and the energy variance follows from i∂t|ψ(t)� = H|ψ(t)�.

Near the adiabatic limit, where |ψ(t)� = |ψ0� + O(�̇λ), a
geodesic can therefore also be thought of as the curve
minimizing the proper time interval along the path.
While we focus on the ground-state manifold in this Let-
ter, these ideas apply to excited-states as well. Moreover,
as the metric tensor has a well defined classical limit [22],
our findings remain valid for classical Hamiltonian sys-
tems, where dissipation is very low.

The distance L along a curve is obviously independent
of the parametrization, therefore we may choose gµν λ̇µ

λ̇
ν

to be constant in time. The differential equations for
geodesics take then the well known form [27]

λ̈
µ + Γµ

νρλ̇
ν
λ̇
ρ = 0, (4)

where the Christoffel symbols are given by Γµ
νρ =

1
2g

µξ (∂ρgξν + ∂νgξρ − ∂ξgνρ) and (gµν) = (gµν)−1 is the
inverse of the metric tensor [28]. Let us highlight that the
conservation of the product gµν λ̇

µ
λ̇
ν along a geodesic,

implies that near points where the metric tensor is large,
e.g., points corresponding to a small energy gap, the

speed |�̇λ| has to be small. We note that in Ref. [29],
geodesics were used to analyze quantum criticalities.
Moreover, it has been shown that they correspond to
paths minimizing the error in adiabatic and holonomic
quantum computation [30]. Below we illustrate how our
ideas apply to two specific examples.

The Landau-Zener model.−Let us first illustrate our
formalism on a simple two-level system given by the

Landau-Zener Hamiltonian [31],

HLZ(t) = x(t)σx + �(t)σz =

�
�(t) x(t)
x(t) −�(t)

�
. (5)

The operators σ
x and σ

z are the usual Pauli matrices
and |↑� = (1, 0)T , |↓� = (0, 1)T denote the eigenstates of
σ
z. The parameter x characterizes the coupling between

the two levels and � the detuning. The instantaneous
eigenstates of this system are given by

|ψ0,1� = ∓
1
√
2

Ω∓ ��
Ω(Ω∓ �)

|↑�+
1
√
2

x�
Ω(Ω∓ �)

|↓�, (6)

where we defined Ω ≡
√
x2 + �2, and the correspond-

ing eigenenergies are E0,1 = ∓Ω. Our goal is to obtain

the optimal control protocol �λopt(t) = (xopt(t), �opt(t))T

maximizing the overlap F(tf ) = |�ψ(tf )|ψ0(tf )�|
2, when

evolving an initial ground-state |ψ0(0)� corresponding to
�λi = (xi, �)T , to the target ground-state |ψ0(tf )� corre-

sponding to �λf = (xf , �)T . We assume that |xi,f | � �.
First, consider the simplest standard protocol, where

� is time-independent and x(t) linearly depends on
time [32]: xlin(t) = xi + (xf − xi)t/tf . This proto-
col corresponds to the paradigmatic Landau-Zener prob-
lem [33], and the initial adiabatic ground-state tunnels
to the excited-state during the evolution with a finite
probability, which yields a final fidelity given by F(tf ) ≈

1−exp
�
−π

�2tf
(xf−xi)

�
. An intuitive way to improve this pro-

tocol would be to simply adjust the speed ẋ(t) during the
evolution, slowing down near the avoided level-crossing,
thereby reducing transitions to the excited-state.
Next, let us fix � and consider x(t) as an arbitrary

time-dependent parameter in the system. The quantum
metric tensor is very easy to compute using the ground-
state (6):

gxx =
�
2

4(x2 + �2)2
, (7)

and thus the geodesic protocol, determined by
gxxẋ

2 =const, reads xgeo(t) = � tan [αi + (αf − αi) t/tf ] ,
where αi,f = arctan(xi,f/�). The geodesic protocol slows
down close to the avoided level-crossing (Fig. 1(a)), and
hence minimizes the tunneling probability to the excited-
state during the evolution (Fig. 1(c)). In the context of
quantum adiabatic search algorithms, a similar protocol
is discussed in Ref. [34], obtained by enforcing adiabatic
evolution on each infinitesimal time interval. In Ref. [35],
such protocol was implemented experimentally, using a
two-level quantum system consisting of Bose-Einstein
condensates in optical lattices, achieving a higher fidelity
than a linear driving protocol.
It is intuitively clear that one can further optimize the

protocol by increasing the number of control parameters.
Mathematically, this is reflected in the fact that by choos-
ing the parameter manifold, we consider a subset of the

Solution: geodesic protocol defined by the Fubini-Study metric. 
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hence minimizes the tunneling probability to the excited-
state during the evolution (Fig. 1(c)). In the context of
quantum adiabatic search algorithms, a similar protocol
is discussed in Ref. [34], obtained by enforcing adiabatic
evolution on each infinitesimal time interval. In Ref. [35],
such protocol was implemented experimentally, using a
two-level quantum system consisting of Bose-Einstein
condensates in optical lattices, achieving a higher fidelity
than a linear driving protocol.
It is intuitively clear that one can further optimize the

protocol by increasing the number of control parameters.
Mathematically, this is reflected in the fact that by choos-
ing the parameter manifold, we consider a subset of the

Avoids small gaps and most relevant perturbations; slows down 
near minimal gaps (constant energy variance along the path). 



Application to LZ problem 

Final fidelity vs. annealing time 

Degenerate geodesic solutions (problem too simple). 
Geodesic solutions strongly outperform the naïve protocol. 
 
Metric tensor can be measured (computed numerically) 
without need to do tomography (diagonalize Hamiltonian). 



4

Figure 2. (Color online) Geodesic passage through a quantum phase transition: (a) The phase diagram of the rotated XY spin
chain in cylindrical coordinates (|γ| cosφ, |γ| sinφ, h) is depicted. The two red planes (|h| = 1) indicate the Ising criticality,
where the system undergoes a continuous transition between a paramagnetic and a ferromagnetic phase. The blue line (γ = 0)
marks the anisotropic transition, separating the two different aligned ferromagnetic phases. The green and orange lines illustrate
the driving protocols for crossing and avoiding the quantum criticality, respectively. (b) − log(F)/N for the three different
driving protocols is shown on a logarithmic scale, with γi = 1, γf = −1, h = 0.5 and N = 900. The inset shows the same on
a linear scale. For comparison we also plotted − log(F)/N for the optimal power-law protocol γop(t) = sgn[γlin(t)] |γlin(t)|rop
(red triangles).

note that such a rotation of the whole system by φ does
not affect its spectrum, but it modifies the eigenstates.
H̃XY can be mapped to non-interacting fermions us-
ing the standard Jordan-Wigner and Fourier transforma-
tions [37], providing a unique ground-state |GS� through-
out the entire parameter space, once a particular fermion
parity is fixed [38]. The phase diagram of the model is
illustrated in Fig. 2(a).

We focus on the |h| ≤ 1 region of the parameter space
and study the fidelity F(tf ) = |�ψ(tf )|GS(tf )�|

2 for the
preparation of a target ground-state |GS(tf )� from an
initial ground-state |GS(0)�, lying in a different phase
region than the target state. Let us analyze the passage
through the anisotropic transition line with fixed h =
0.5, for the initial γi = 1 and final γf = −1 points.
As in the previously studied case, we compare the three
different protocols: a linear γlin(t), a geodesic γgeo(t) and
a geodesic one which avoids the quantum phase transition
�λgeo(t) = |γ(t)| (cosφ(t), sinφ(t))T . The corresponding
quantum metric tensor was calculated in Ref. [20, 21]
and reads

gγγ =
1

16 |γ| (1 + |γ|)2
, gφφ =

|γ|

8(|γ|+ 1)
, gγφ = 0.

(9)
In Fig. 2(b), we plot the resulting final fidelities. For

the linear protocol γlin(t) = γi + (γf − γi)t/tf , the ob-
served result, − 1

N log(F) ∼ 1/
√
tf , is in perfect agree-

ment with the general Kibble-Zurek predictions for lin-
ear quenches [39]. Crossing the quantum phase tran-
sition along a geodesic protocol clearly yields a higher
final fidelity, as can be seen in Fig. 2(b). The energy gap
vanishes at the quantum phase transition γ = 0 and con-
sequently the metric diverges, which imposes γ̇geo → 0

on the velocity when approaching the transition. This is
due to the fact that the product gγγ γ̇2 has to be constant
along a geodesic. The corresponding geodesic takes then
the form γgeo(t) = sgn[X(t)] tan2[X(t)], where X(t) =
χi + (χi − χf )t/tf and χi,f = sgn(γi,f ) arctan(

�
|γi,f |).

In Ref. [40, 41], the optimal adiabatic crossing of a quan-
tum critical point has been analyzed. More specifically,
they found that in order to minimize the number of exci-
tations, the driving protocol should be given by a power-
law, where the exponent serves as a minimization pa-
rameter. However, this optimization of the exponent
yields only an incremental improvement of the final fi-
delity compared to the geodesic protocol (see Fig. 2(b)).
And thus the geodesic still gives a nearly optimal proto-
col despite the breakdown of the adiabatic perturbation
theory.

Finally, let us study the final fidelity when tuning both
γ and φ simultaneously. In this case, the metric ten-
sor can be expressed by gµν = 1

4 diag(1, sin
2
η), where

µ, ν ∈ {η,ϕ}, defined by γ = tan2 η and φ =
√
2ϕ. The

resulting geodesic protocol �λgeo(t) is thus given by a great
circle on the sphere defined by {η,ϕ}. This geodesic pro-
tocol gives significantly better final fidelity than the lin-
ear one as it avoids the critical point (c.f. Fig. 2(b)).

Conclusion.−We used a geometric approach to ob-
tain optimal protocols for the adiabatic preparation of
ground-states in quantum many-body systems close to
the adiabatic limit. Those are geodesics in the space of
control parameters, maximizing the overlap between the
evolved state and the target state, while simultaneously
keeping the quantity gµν λ̇

µ
λ̇
ν , which is equal to the en-

ergy variance, stationary along the path. Further, we
showed that by increasing the number of control param-

Application to XY spin chain 

Final fidelity: (i) naïve protocol, (ii) geodesic protocol, (iii) 
optimal power law protocol (R. Barankov, A.P. 2008), (iv) geodesic 
protocol which avoids QCP in an optimum way. 
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Figure 1. (Color online) Geodesic for the passage through an avoided level crossing: (a) The linear (blue solid) and the
geodesic (green dotted) Landau-Zener protocols are depicted for the initial xi = −10 and final xf = 10 points, with � = 0.1
and a total evolution time of tf = 10. (b) The energy gap, ∆ = E1 −E0 = 2

√
x2 + �2, is plotted in the (x, �) parameter space.

The dashed orange and the straight green lines correspond to the circular and constant � geodesic protocols, respectively (see
text for details). (c) − log(F) as a function of 1/tf , for the three different protocols xlin(t) (blue solid), xgeo(t) (green dotted)

and �λgeo(t) = Ωi(sin θgeo(t), cos θgeo(t))
T (orange dashed), is shown on a logarithmic scale, for the values used in (a). The inset

shows the same on a linear scale.

full Hilbert space. Thus, the geodesics found within this
manifold will generally have non-vanishing geodesic cur-
vature. By introducing extra parameters, i.e., by increas-
ing the dimensionality of the subset, we can find geodesics
with smaller and smaller geodesic curvature, which corre-
spond to shorter geodesics and hence higher final fidelity.
In the example discussed here, the geodesic we found has
zero geodesic curvature, so introducing more parameters
will not affect the length. To illustrate this, let us expand
the parameter manifold and allow both x and � to depend
on time: �λ(t) = (x(t), �(t))T = Ω(t) (sin θ(t), cos θ(t))T .
In coordinates µ, ν ∈ {Ω, θ}, the quantum metric tensor
shortens to (gµν) = diag(0, 1/4). Obviously, the metric
tensor has zero components with respect to Ω, as chang-
ing the overall energy scale does not affect the eigen-
states. In turn, this implies that we are free to choose the
arbitrary protocol Ω(t). Let us choose the circular proto-
col Ωgeo(t) = Ωi. The geodesic equation for θ(t) reduces
then to θ̈ = 0, which yields θgeo(t) = θi + (θf − θi) t/tf ,

with θi,f = arctan(xi,f/�i,f ). This protocol �λgeo(t) is
nothing but a great circle in the full SU(2) manifold of
the two-level system, and thus has zero geodesic curva-
ture. Therefore introducing the only remaining indepen-
dent parameter φ, which defines the magnetic field angle
in the xy-plane, will not affect the geodesic [27]. It is
easy to see that the circular protocol is equivalent to the
one with constant �, discussed earlier, up to an overall
rescaling of Ω.

Despite the formal equivalence between the constant �
and circular geodesic protocols leading to the same dis-
tance, there is an important physical difference between
them. In the limit of small �, the former protocol cor-
responds to crossing a small gap region, while the lat-
ter corresponds to the time-independent gap (Fig. 1(b)).
The slightly counterintuitive equivalence between these

two geodesic protocols is hidden in their very different
velocity profiles. In the former case, one first moves very
fast to the small gap region x ∼ � and then slowly crosses
it. In the latter case, one changes θ with a uniform ve-
locity without changing the gap. It is intuitively clear
that the circular protocol is more robust against intro-
ducing additional degrees of freedom, e.g., introducing
a third excited-state. These extra degrees of freedom
should also break the degeneracy between the geodesics.
Even in the two-level case the circular protocol gener-
ally performs better, since the adiabatic approximation
breaks down at much smaller velocities for the constant
�-protocol. Except for very large tf , where the two proto-
cols are equivalent, they give the same fidelity (c.f. green
and orange lines in Fig. 1(c)).
The anisotropic XY spin chain.−Let us now apply

our analysis to a quantum many-body system. For
this purpose, we consider the illustrative example of
the anisotropic XY spin chain in a transverse magnetic
field [36], given by the Hamiltonian

HXY = −

N�

j=1

�
1 + γ

2
σ
x
j σ

x
j+1 +

1− γ

2
σ
y
j σ

y
j+1 + hσ

z
j

�
,

(8)
where σα

j , with α = x, y, z, are the Pauli matrices describ-
ing the spin on the j−th site of the chain. We assume pe-
riodic boundary conditions, σα

N+1 = σ
α
1 , and fix the over-

all energy scale to unity. The parameters of the model
are the anisotropy γ of the nearest neighbor spin-spin ex-
change interaction along the x and y direction, and the
transverse magnetic field h. We add an additional tun-
ing parameter φ, describing a simultaneous rotation of
all spins around the z axis by an angle φ/2. The cor-
responding Hamiltonian is obtained by H̃XY (h, γ,φ) =

Rz(φ)HXY R
†
z(φ), where Rz(φ) =

�N
l=1 exp(−i

φ
2σ

z
l ). We



Beyond adiabatic response. Shortcuts to adiabaticity. 
(M. Demirplak, S. A. Rice (2003), M. Berry (2009), S. Deffner, A. Del Campo, C. Jarzynski (2014+), 
also Bloch-Siegert shifts in NMR). 
 
Moving frame Hamiltonian 

Idea: introduce counter-adiabatic (CA) term 

Moving frame follow eigenstates of    . Back to the lab frame:  

No CD term CD term 

CD driving intuitively: 
•  Have to introduce extra parameters 
•  Do not follow instantaneous ground 

state 
•  Use only local (physical) counter 

terms, i.e. do not address individual 
water molecules 



Beyond adiabatic response. Shortcuts to adiabaticity. 
(M. Demirplak, S. A. Rice (2003), M. Berry (2009), S. Deffner, A. Del Campo, C. Jarzynski (2014+) 
 

F 
Suppose we want to move a box in 
space without exciting a particle inside 
(without heating). 

Can move the box slowly but it takes time. If move too 
slow will likely decohere due to a bath.  

Recall a moving Hamiltonian 

Can compensate the last term by adding the counter term   

The moving frame the Hamiltonian is diagonal (time-independent). Can 
move arbitrarily fast. This is not what the waiter does! 



F 

CD (counter-diabatic) term is simply a linear potential 
proportional to the acceleration (gravitational field).   

CD term is a harmonic potential (Deffner, Jarzynski, Del Campo 2014).  



Finding adiabatic gauge potentials in complex systems 
(important for CD driving, geodesics, Chern numbers, metric,…) 

1.  Through the unitary: 
Exact but not useful as we do not know the unitary. 

2.  Through the matrix elements of the instantaneous eigenstates: 
 
 
 
Same problem and hard to connect to local physical operators. 
Problem of small denominators in chaotic systems unless have 
special symmetries like Galilean invariance (related issues in 
classical chaotic systems Jarzynski 1997). 

 
3.  Need to find another root for finding approximate local adiabatic 

gauge potentials.  



Recall definition of the moving frame as the one diagonalizing H 

Differentiate with respect to λ (moving derivative) 

By construction                        : gauge potential eliminates 
off-diagonal terms in the conjugate force                         

Go back to the lab frame (remove tildes), insert Planck’s constant  

Classical systems 



Many-particle (non-interacting) systems 

It is clear that   

Gauge potential is imaginary, in general long range, hopping 

Exact solution for a constant electric field 

CD term is the current operator 



Counter-diabatic Hamiltonian (set J=1) 

Can eliminate complex hopping by the gauge (Pierls) transformation 

CD protocol depends on the rate and the acceleration (universal result). 
Renormalization of hopping is absorbed into time dilations.  

Counter-adiabatic vs. naïve protocols 5

example. Conversely in the high velocity limit renormal-
ization of the potential is negligible and the CD Hamil-
tonian contains the renormalized hopping, which scales
linearly with the velocity. This local hopping renormal-
ization plays a role similar to the refractive index by lo-
cally changing the group velocity of electrons in a way,
which essentially traps scattered electrons.

As the CD Hamiltonian depends only on the velocity
and acceleration λ̇ and λ̈ it is convenient (though not
necessary) to deal with λ(t) which has vanishing first
and second derivatives in the beginning and the end of
the protocol such that HCD = H0 at these points. An
example of such a protocol, we will use in this work is

λ(t) = λ0 +(λf −λ0) sin
2

�
π

2
sin2

�
πt

2T

��
, t ∈ (0, T ).

(14)
This protocol ramps λ(t) from the initial value λ0 to the
final value λf during the time T .

Uniform linear potential. In the case of a general time-
dependent force Vj(λ) = λj, with λ playing the role of
an effective electric field, the solution of Eq. (10) is very
simple: αj = −J/λ

2. It is easy to check that this so-
lution is in fact exact up to the boundary terms (see
supplementary material for details), i.e. A∗

λ = Aλ. Re-
markably, because α is constant, the effective potential
Uj remains linear. Additionally, the effective hopping is
constant across the lattice, which allows us to absorb the
hopping renormalization into the timescale, as one can
rescale the Hamiltonian by an arbitrary factor without
exciting the system.

As a result of these transformations the real CD Hamil-
tonian is structurally the same as the naive Hamiltonian.
One simply has to switch on the electric field in a differ-
ent way to avoid ending in an excited state, i.e. for each
protocol λ the CD protcol is

λCD =
λ�

1 + µ̇2

�
1− µµ̈

1 + µ̇2

�
where µ = 1/λ. (15)

This protocol is illustrated in Fig. 2 for λ0 = 0.1J and
λf = J (full blue line) for a particular choice T = 5/J .
In order to allow for enough transport of particles there
is an initial pulse in the field with an amplitude that is
significantly larger than the final one. After this pulse the
field is much flatter and first goes opposite to the target
field before reversing to the right direction to reach the
final desired field λf . The naive and the CD protocols
come closer to each other as one increases the duration
T , though they always significantly differ at small fields.

Fighting Anderson orthogonality: Inserting a potential.
A second, somewhat more involved problem is the adia-
batic insertion of a scattering potential into the Fermi-
gas. This problem is harder than it might seem. The
difficulty can be understood from the the perspective of
Anderson’s orthogonality catastrophe [28], which states
that the ground state of the homogeneous Fermi-gas and
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Figure 2. CD Protocol. Example of a naive adiabatic pro-
tocol (14) to switch on a linear potential from λ0 = 0.1J to
a final value of λf = J without exciting the system (dahsed
red) and a counter diabatic protcol that does exactly that in
a time T = 5/J (full blue).

the gas with a single impurity are orthogonal in the ther-
modynamic limit. In addition the system is gapless, as
a consequence standard arguments exploited in the adia-
batic quantum computing literature [24, 25] suggest that
in order to load the potential adiabatically one has to
scale the ramp velocity to zero with the inverse system
size. We checked that this is indeed the case for the
naive loading protocol. The situation changes dramati-
cally with the CD driving.
To obtain the gauge potential we numerically solve

Eq. (10) in a box of size L with vanishing boundary con-
ditions α1 = α1 = 0. In Fig.(3) we show time dependence
of the squared fidelity of the wave function and the in-
stantaneous ground state: PGS(t) = |�ψ(t)|ψGS(t)�|2 for
different protocols. The total system size is L = 512 at
half filling (256 particles). The system is initially pre-
pared in the ground state at zero potential and then we
are turning on a repulsive Eckart potential of the form:

Vj(λ) =
λ

cosh2 j/ξ
, j ∈ [−L/2, L/2]

We choose ξ = 8 and turn on λ(t) according to the pro-
tocol (14) with λ0 = 0 and λf = 2J . The total du-
ration of the protocol is T = 10/J . From this plot we
see that the naive protocol indeed fails completely giving
the final fidelity PGS(T ) ≈ 2 · 10−19 as expected. This
is only marginally better than the fidelity of the initial
state and final state which is 5 · 10−20. The CD proto-
col on the other hand gives fidelity of the order of 1/2
gaining more than 18 orders of magnitude. This value
implies 50% chance of preparing the system in the exact
many-body ground state. This accuracy seems unimag-
inable from the standard fidelity estimates based on the
minimum gap (the system remains gapless throughout

As time T increases CD and naive 
protocols approach each other. 



Beyond the linear potential 

The exact solution exists in terms of long-range imaginary hopping. 
Hard to implement, can not gauge away. The situation is even worth for 
interacting systems (get many-particle interactions). 

Need to find an approximate local solution 

Treat the gauge potential as a variational function:   

Minimize norm of G. This talk: trace norm. Can use  norm with 
UV cutoff, GS norm, finite temperature norm etc. 



Advantages of the trace norm: easy to find analytically, Wick’s theorem 
applies to any Hamiltonian. Works both for the ground and excited states.   

Result of the minimization 

Smooth potentials, continuum limit 

This gauge potential defines the best local co-moving frame. Does not require 
diagonalization of the Hamiltonian. Maps quantum to classical problem  



Perform a phase (Pierls) transformation:  

Small velocity: potential renormalization (slowing particles in front) 

Large velocity: need to locally renormalize hopping = local time 
rescaling or introducing a local refraction index 

Imaginary CD protocol is only sensitive to velocity. Real CD protocol also 
knows about acceleration   



Example: inserting Eckart’s potential (fighting Anderson 
orthogonality catastrophe). Half filling, 512 sites  

6

the evolution) [24, 25] showing that such estimates can
be completely overcome by the CD driving. Notice that
while the imaginary CD protocol (solid purple line) keeps
instantaneous fidelity high at all times, for the real pro-
tocol, exactly like in the waiter case, he instantaneous
fidelity at intermediate times drops to a very small value.
High fidelity is only recovered at the end of the protocol,
where the velocity λ̇ becomes close to zero.

Fighting dissipation: moving an obstacle. As a final
non interacting example let us discuss moving the Eckart
potential:

Vj(λ) =
V0

cosh2(j − λ)/ξ
,

where the center of the potential λ moves from the ini-
tial value λ0 = −100 to the final value λf = 100 again
according to the protocol (14) with V0 = 2, ξ = 8 at half
filling and the total system size L = 1024. In the case
of the weak potential the second term in Eq. (10) can
be neglected and we find a very simple analytic solution
for the imaginary hopping amplitude αj ≈ −Vj/(3J). In-
terestingly enough this solution gives very good results
even away from the perturbatuve regime, presumably be-
cause the CD drive has the strongest effect in the regions
with small potential Vj where the electron density is not
suppressed. The rest of the analysis is identical to the
previous example. In Fig. 4 we show electron density as
a function of time. The right panel shows the instan-
taneous ground state density, which simply tracks the
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Figure 3. Inserting local potential. The probability to
be in the adiabatic ground state when inserting a scattering
potential quickly decays to a small value for the naive protocol
(dashed red line). By counter diabatic driving with a local
complex gauge, the state stays much closer to the ground
state and a final fidelity of about 1/2 is reached (full purple
line). A gauge equivalent real Hamiltonian, with renormalized
hopping and potential, results in the same final fidelty but is
almost orthogonal to the ground state at intermediate times
(full blue line).

position of the potential. The second panel shows the
density of the naive protocol. We can clearly see the ex-
cess density in front of the potential and the depleted
density region behind the potential as expected. For the
parameters shown the final fidelity of the naive protocol
is PGS(T ) ≈ 5·10−128. The right panel shows the fermion
density for the CD protocol given by (11). This protocol
visibly shows much fewer excitations and consequently
much smaller energy dissipation and much higher fidelity
PGS(T ) ≈ 4·10−5 (gaining over 120 orders in magnitude).
As in the previous example achieving so high fidelity is
simply unthinkable for such large system sizes and such
fast rates. In the supplementary information we simi-
larly analyze excess energy (heating) generated during
naive and CD protocols and show that CD protocols also
strongly suppress dissipation in the system.

One-dimensional spin chain

In the previous examples we focused on free-particle
systems. We argued that because we break translational
symmetry the problems of adiabatic manipulations in
those systems are far from trivial. Let us briefly demon-
strate here that the ideas developed in this work apply
equally well to the interacting systems. Specifically we
will consider a transverse field Ising spin chain in the
presence of the longitudinal field, which is one of the
simplest non-integrable models with very rich phase di-
agram (see e.g. Refs. [26, 27]). The Hamiltonian of this
system reads

H0 = −J

�

j

σ
z
jσ

z
j+1 − hz

�

j

σ
z
j − hx

�

j

σ
x
j , (16)

where σ
z
j and σ

x
j are the Pauli matrices. We allow all

couplings to depend on some tuning parameter λ, which
in turn depends on time. It is easy to show (see the
supplementary information) that the simplest gauge po-
tential, which has to be pure imaginary, is the magnetic
field along the y-direction:

A∗
λ = α

�

j

σ
y
j , (17)

with α satisfying

α =
1

2

hxh
�
z − hzh

�
x

h2
z + h2

x + 2J2
,

where prime stands for derivative with respect to λ. For
J = 0 this gauge potential is exact as it is simply a gen-
erator of spin-rotations in x−z plane. However for finite
J this potential is only approximate. Analogous to the
free fermion problem, one can always remove the mag-
netic field in the y-direction by doing a virtual rotation
around the z-axis, resulting in a Hamiltonian that’s of

Like throwing a stone into quantum water (gas) without 
generating ripples. 



Inserting the Eckart potential 

CD driving outperforms naïve protocol by many orders of 
magnitude.  
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Figure 2. Scaling inserting potential. An Eckart potential with ξ = 8 and final strength λf = 2J is inserted into a fermionic
chain of L = 512, which is half filled. Final (squared) fidelity (left panel) and excess energy (right) panel is shown for the naive
and counter-diabatic protocol. NEED TO IMPROVE LABELS: INCREASE FONT, USE LATEX FONT.

Moving a scattering potential

The same Eckart potential can also be moved through the sample:

V (λ, j) =
V0

cosh2(j − λ)/ξ
,

where λ now stands for for the position of the potential maximum. We fix V0 = 2, ξ = 8 and the system size L = 1024.
In Fig. 3 we show the fidelity (left) and the excess energy (right) as a function of the duration of the protocol. While
extending the duration, the average speed at which the potential is moved is kept fixed. We see a linear increase both
in excess energy and logaritmic fidelity, consisted with standard friction force. Note that at zero temperature there
is no linear friction proportional to the velocity but there is always a nonlinear friction force scaling as λ̇

2, which
physically comes from the moving potential scattering fermions. As expected, both the naive and CD protocols show
increasing fidelity and heating as a function of time T . However, again the CD driving gives grammatic improvements
over the naive protocol.
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Figure 3. Scaling moving potential. An Eckart potential with ξ = 8 and with a strength of V0 = 2 is dragged through a
fermionic chain of L = 1024, which is half filled. Average speed v = ∆L/T is kept fixed. Final (squared) fidelity (left panel)
and excess energy (right) panel is shown for the naive and counter-diabatic protocol. Labels, font.
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Moving local potential. Fighting friction. 

Log Fidelity Dissipation (heating) 
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Figure 2. Scaling inserting potential. An Eckart potential with ξ = 8 and final strength λf = 2J is inserted into a fermionic
chain of L = 512, which is half filled. Final (squared) fidelity (left panel) and excess energy (right) panel is shown for the naive
and counter-diabatic protocol. NEED TO IMPROVE LABELS: INCREASE FONT, USE LATEX FONT.

Moving a scattering potential

The same Eckart potential can also be moved through the sample:

V (λ, j) =
V0

cosh2(j − λ)/ξ
,

where λ now stands for for the position of the potential maximum. We fix V0 = 2, ξ = 8 and the system size L = 1024.
In Fig. 3 we show the fidelity (left) and the excess energy (right) as a function of the duration of the protocol. While
extending the duration, the average speed at which the potential is moved is kept fixed. We see a linear increase both
in excess energy and logaritmic fidelity, consisted with standard friction force. Note that at zero temperature there
is no linear friction proportional to the velocity but there is always a nonlinear friction force scaling as λ̇

2, which
physically comes from the moving potential scattering fermions. As expected, both the naive and CD protocols show
increasing fidelity and heating as a function of time T . However, again the CD driving gives grammatic improvements
over the naive protocol.
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Figure 3. Scaling moving potential. An Eckart potential with ξ = 8 and with a strength of V0 = 2 is dragged through a
fermionic chain of L = 1024, which is half filled. Average speed v = ∆L/T is kept fixed. Final (squared) fidelity (left panel)
and excess energy (right) panel is shown for the naive and counter-diabatic protocol. Labels, font.

Naive 

CD 

Suppress dissipation, increase fidelity. 
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Emit much fewer particles with CD driving. 
Large gain in energy and fidelity for loading to a quasi-periodic smooth potential 
 
Large gain in energy (but not fidelity) for loading into a random potential. 



Ergodic spin system (going around QCP) 

Variational solution: 
(exact for J=0).   

Gauge equivalent real solution:   8
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Figure 5. Spin chain characteristics. A chain of 15 spins
driven from a product state of all up spins to the ground state
of Hamiltonian (16). In particular, we start from J = hx = 0
and hz = 0.02 and ramp J to 1 and hx to 2, using protocol
(14), while keeping hz fixed. The squared fidelity (full lines)
and excess energy density (dashed lines) are shown for the
naive and CD protocols, in red an blue respectively.

where

H̃0(λ(t)) = U
†
H0(λ(t))U =

�

n

�n(λ)|ñ(λ)��ñ(λ)|,

Ãλ = iU
†
∂λU (21)

Differentiating the relation H̃0 = U
†
H0U with respect to

λ and using the fact that ∂λH̃0 commutes with H̃0 one
can check that the adiabatic gauge potential satisfies the
following equation [21]:

i� (∂λH0 + Fad) = [Aλ, H0] , (22)

where Fad is the adiabatic or generalized force operator:

Fad = −
�

n

∂λ�n(λ) |n(λ)� �n(λ)| . (23)

and Aλ = UÃλU
† = i(∂λU)U† is the adiabatic gauge

potential in the lab frame. While we used the moving
frame to derive Eq. (22), it is an operator equation, which
is valid in any frame including the lab frame. Note that
Eq. (2) trivially follows from Eq. (22) because Fad by
construction commutes with the Hamiltonian.

Now let us discuss in more detail how Eq. (22) can be
reformulated as the minimization problem leading to the
variational ansatz. For this purpose let us choose some
trial gauge potential A∗

λ and define an operator Gλ:

Gλ = ∂λH0 +
i

� [A
∗
λ, H0].

This operator also has a well-defined classical limit. It
is clear from Eq. (22) that for A∗

λ = Aλ we have Gλ =

−Fad. The diagonal elements of Gλ in the basis of the
Hamiltonian do not depend on A∗

λ: �n|Gλ|n� = ∂λ�n(λ).
Thus different choices of A∗

λ only affect the off-diagonal
elements of Gλ. The true gauge potential has no off-
diagonal elements and thus corresponds to the operator
Gλ with the minimum Hilbert-Schmidt norm. Formally
this can be seen from the distance between Gλ and −Fad:

D (A∗
λ) = Tr

�
(Gλ + Fad)

2
�

= Tr

��
∂λH0 + Fad +

i

� [A∗
λ, H0]

�2
�
, (24)

Using cyclic properties of the trace this distance becomes

D (A∗
λ) = Tr

�
F

2
ad

�
+ S (A∗

λ) , (25)

with the action S(A∗
λ) given by Eq. (7). Minimizing the

distance with respect to A∗
λ results in Eq. (2). We’d

like to stress that an enormous gain has been made by
moving from the original equation (22) to (2) because the
adiabatic force has been eliminated. In fact neither the
action (7) nor the Euler-Lagrange equation (2) make any
reference to the adiabatic force, which is generally hard
to compute.

DISCUSSION AND CONCLUSION

Building on the concept of transitionless driving we
have developed a variational principle that allows one
to construct approximate variational CD protocols. Us-
ing this variational ansatz we obtained best local CD
protocols and demonstrated that they can strongly de-
crease dissipation and increase fidelity of the ground state
preparation by many orders of magnitude. Efficient CD
protocols can find many different applications from con-
structing fast and efficient annealing protocols both for
quantum computers and quantum simulators to engineer-
ing thermodynamic engines operating close to the max-
imum efficiency at fast speeds. A key advantage of the
variational method is that it allows one to find such pro-
tocols without need of knowing any details about the
spectrum of the Hamiltonian or the structure of its eigen-
states, which are usually very hard to obtain.
We illustrated the ideas using three different exam-

ples: (i) inserting a local potential barrier into a Fermi
sea effectively fighting the Anderson orthogonality catas-
trophy, (ii) moving a local potential in a Fermi sea effec-
tively fighting dissipation caused by particle scattering
and (iii) loading an interacting spin chain into a ground
state across a quantum critical point. In all these cases
we showed that CD gives drammatic improvements in the
final fidelity even in the gapless regimes where standard
arguments based on the gap indicate that the high fidelity
state preparation is not possible at these fast rates.

Loading across critical point. 

CD protocol strongly outperforms 
naïve protocol if driving across QCP.  
 
No information about GS, location of 
QCP etc. is needed!  

L=15 
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Figure 1. Ising critical point Figure shows the number of excitations created by liinearly driving an Ising chain from h = 10

to h = 0 over at time T . Black line is the result without any CD driving. Circles indicate the variational CD driving and

the full lines are the exact truncated result. Results are shown for different string lengths from 1 to 4. The inset shows the

distribution of the excitations in momentum space for a string of length m = 3.

CD driving through QCP in the TFI model 

Dots: variational solutions with string lengths 1-4; lines: exact 
truncated solutions. Variational solution can be generalized to 
a nonintegrable chain. 



Machine learning optimization (final fidelity as a reinforcer) 
(in progress, lead by M. Bukov and P. Mehta) 

Landau-Zener problem: 



14 cite chain, no QCP, 1000 runs 



14 cite chain, crossing QCP, 1000 runs 



Summary	  

•  Deep	  connec4ons	  between	  non-‐adiaba4c	  response	  and	  
geometry.	  	  

•  Imaginary	  4me	  dynamics	  can	  be	  used	  to	  simulate	  real	  4me	  
quantum	  annealing	  in	  nontrivial	  regimes	  

•  Geometric	  approach	  to	  op4mum	  annealing	  protocols	  

•  Local	  counter-‐adiaba4c	  driving:	  robust,	  easy	  to	  implement	  

•  Reinforcement	  learning	  can	  be	  used	  to	  solve	  non-‐trivial	  
op4miza4on	  problems	  (crushed	  my	  intui4on	  and	  cost	  me	  a	  
boGle	  of	  a	  good	  cognac).	  



Imagine motion in momentum space (equivalently gauge 
potential space) 

Quantization of the Chern number (when we integrate F 
over a closed manifold) implies the quantum Hall effect 

Recover the standard Hall effect 

QHE can be interpreted as 
measurement of the quantized 
Coriolis force. 



How can we understand the mass in a simple setup? 

F 
Take container and start slowly 
accelerating it to velocity v. 
 
Compute the force (or work). 

Assume particle is fast compared to the container 

a a 

a a 

Only valid near the adiabatic 
limit, where  



Two ways of measuring generalized force 

1.  Measure force as a pressure using some calibrated 
device like a spring and third Newton’s law. 

2.  Measure as the generalized force 

is the wall potential 

F 

Y. Kafri, M. Kardar, … non-existence of pressure as a 
function of state in active (non-equilibrium) matter  (2014) 


