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LDA+U: static mean-filed approximation 
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“Band theory and Mott insulators: Hubbard U instead of Stoner I “ 
V. I. Anisimov, J. Zaanen, and O. K. Andersen, PRB, 44, 943 (1991) 
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Charge transfer TMO insulators 

Zaanen-Sawatzky-Allen  
(ZSA) phase diagram 



 Rotationally invariant LDA+U 
LDA+U functional 
 

Local screend Coulomb interaction 

LDA-double counting term (nσ =Tr(nmm0 
σ ) and n=n +n ): 

Occupation matrix for correlated electrons: 

 A. L., J. Zaanen, and V. I. Anisimov, PRB 52, R5467 (1995)  



General LDA+U formulation  
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FLL is the right “DFT” mean field for localized systems, nmσ= 1 or 0  
 
AMF is the right “DFT” mean field for for uniform occupancy, nmσ= <nσ> 
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A. Petukhov, L. Chioncel, I. Mazin, A.L., PRB 67, 153106 (2003). 



Slater parametrization of  U 
Multipole expansion – atomic-like symmetry:  

Coulomb matrix elements in Ylm basis: 

Slater integrals: 

Angular part – 3j symbols 

V. Anisimov, F. Aryasetiawan and A. L., JPCM 9, 767 (1997)  



Average interaction: U and J 
Average Coulomb parameter: 

Average Exchange parameter: 

For d-electrons: 

Coulomb and exchange interactions: 



Density-Density U-matrix 
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ters U and J . These constitute the orbital averages of the full tensor

U = F 0 =
1

(2l + 1)2

∑

mm′

Umm′mm′

(1.5.6)

U − J =
1

2l(2l + 1)

∑

mm′

(Umm′mm′ − Umm′m′m) .

From that, one explicitly obtains J = 1
14(F

2 + F 4). Additionally, it was shown in
Hartree-Fock calculations for 3d ions [439, 440, 89], as well as for spherical harmonics
[408] that the ratio between F 2 and F 4 (or equivalently the ratio between the Racah pa-
rameters C and B in Ref. [408]) is almost a constant. Hartree-Fock calculations gave
a slight variation of the ratio depending on the filling of the shell and an average of
about F 4 = 0.625F 2, while for Slater type orbitals the ratio is independent of filling
and F 4 ≈ 0.651F 2 [89]. Newer Hartree-Fock calculations for 3d series crystals employ-
ing an ab initio Wannier basis show a ratio of F 4 ≈ 0.615F 2 [379]. In f electron systems
the F 6 integral contributes as well, leading to J = (286F 2 + 195F 4 + 250F 6)/6435. It
is thus possible to parametrize the full rotationally invariant Coulomb tensor in a spher-
ically symmetric situation by using only few parameters. A different, but equivalent,
set are the Racah parameters, that are for a d system related to the Slater integrals by
A = F 0 − 49

441F
4, B = 1

49F
2 − 5

441F
4, C = 35

441F
4 [351].

The dominant parts of the tensor are the direct and exchange density-density matrices
Umm′ and Jmm′ , that can be written as

Umm′ =
2l
∑

k=0

ak(mm;m′m′)F k

Jmm′ =
2l
∑

k=0

ak(mm′;m′m)F k.

In some methods, especially in some flavors of QMC, one has to resort to an approxima-
tion, where the interaction contains only density-density terms ∝ n̂mσ = d̂†mσd̂mσ. In this
approximation the Hamiltonian can be written as

Ĥdens−dens
ee =

1

2

∑

m,m′,σ

Umm′n̂m,σn̂m′,−σ +
1

2

∑

m ̸=m′,σ

(Umm′ − Jmm′)n̂m,σn̂m′,σ

The interaction matrices Umm′ and Jmm′ can be analytically expressed for a five band
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3dxy 3dyz 3dz2 3dxz 3dx2−y2

Figure 1.5.8: The angular parts of the five 3d orbitals represented by the real spherical harmonics
with m = −2, . . . , 2. Color indicates the sign of the lobe: red (+), blue (−). Source:
Public domain image.

following form

1

|r− r′| =
∞
∑

k=0

rk<
rk+1
>

4π

2k + 1

k
∑

q=−k

Yqk(θ
′,φ′)Y ∗

qk(θ,φ), (1.5.5)

where as usual r< (r>) is the smaller (larger) of r and r′. In what follows we limit the
general consideration of the matrix elements of the Coulomb interaction, found, e.g., in
Refs. [392, 396], to the case of one electronic shell, i.e. one specific n and l with the only
remaining variable m. An example is the 3d shell (n = 3; l = 2;m = −2,−1, 0, 1, 2),
so important for the properties of the transition metals of the iron series. Inserting the
expansion from Eq. (1.5.5) into Eq. (1.5.4), we write the expectation value in bra-ket
notation for brevity, one obtains the angular integrals

4π

2k + 1

k
∑

q=−k

⟨m|Yqk(θ
′,φ′)|m′⟩ ⟨m′′|Y ∗

qk(θ,φ)|m′′′⟩ =: ak(mm′;m′′m′′′),

that we call, following Slater, ak(mm′;m′′m′′′) [392, 396]. These contain integrals over
products of three spherical harmonics, that can be expressed via Wigner 3 − j symbols
[427]. The radial integrals [392, 396] also simplify for the case of fixed n and l to

F k := F k(nl;nl) =

∫

dr r2
∫

dr′(r′)2R2
nl(r)

rk<
rk+1
>

R2
nl(r

′).

Thus, combining the angular and radial parts, the Coulomb interaction matrix for the case
of a spherically symmetric atom can be written in short as

Umm′m′′m′′′ =
2l
∑

k=0

ak(mm′,m′′m′′′)F k.

In practice one usually parametrizes the Coulomb interaction by using only two parame-
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system as follows: We introduce the shorthands [328]

U0 = F 0 +
8

7

F 2 + F 4

14

J1 =
3

49
F 2 +

20

9

1

49
F 4

J2 = −2
5

7

F 2 + F 4

14
+ 3J1

J3 = 6
5

7

F 2 + F 4

14
− 5J1

J4 = 4
5

7

F 2 + F 4

14
− 3J1.

Furthermore, we utilize the basis of cubic harmonics Klm defined in terms of the complex
spherical harmonics Ylm (for m > 0) by [427]

Kl,+m =
1√
2

[

(−1)mYlm + Yl,−m

]

Kl0 = Yl0

Kl,−m =
1

i
√
2

[

(−1)mYlm − Yl,−m

]

.

The orbitals for the 3d shell are shown in Fig. 1.5.8 with the orbitals ordered correspond-
ing to their respective value of m as

(

dxy, dyz, d3z2−r2 , dxz, dx2−y2
)

. The interaction in this
basis can be written as

Umm′ =

⎛

⎜
⎜
⎜
⎜
⎝

U0 U0 − 2J1 U0 − 2J2 U0 − 2J1 U0 − 2J3
U0 − 2J1 U0 U0 − 2J4 U0 − 2J1 U0 − 2J1
U0 − 2J2 U0 − 2J4 U0 U0 − 2J4 U0 − 2J2
U0 − 2J1 U0 − 2J1 U0 − 2J4 U0 U0 − 2J1
U0 − 2J3 U0 − 2J1 U0 − 2J2 U0 − 2J1 U0

⎞

⎟
⎟
⎟
⎟
⎠

(1.5.7)

and

Jmm′ =

⎛

⎜
⎜
⎜
⎜
⎝

U0 J1 J2 J1 J3
J1 U0 J4 J1 J1
J2 J4 U0 J4 J2
J1 J1 J4 U0 J1
J3 J1 J2 J1 U0

⎞

⎟
⎟
⎟
⎟
⎠

. (1.5.8)

This is exactly the density-density part of the full rotationally invariant Coulomb interac-
tion written above in Eq. (1.5.3), transformed into cubic harmonics. We want to point
out, that the diagonal elements of the Jmm′ matrix, albeit formally correct, are never used
in calculations, because they violate the Pauli principle. Jmm′ will only be evaluated
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Maurits Haverkort, PhD (2005) 

NB: different notation for U and J 



Full-potential LDA+U: a problem 

ELDA+U= LDA +  U  -  DC 

= 

No 

Yes 

S. Dudarev et. al. PRB 57, 1505 (1998) 

Spherical RI-LDA+U Interchange is possible! 

= + - 

+ - 



Orbital order:  KCuF3 

hole density of the same symmetry 

In KCuF3 Cu+2 ion has  
d9 configuration 

with a single hole in eg doubly degenerate subshell. 

Experimental crystal structure 

antiferro-orbital order 

LDA+U calculations for undistorted  
perovskite structure 

 A. L., J. Zaanen, and V. I. Anisimov, PRB 52, R5467 (1995)  

 J(K)        Jc    Jab 
Theory   -240   +6 
Exp.       -202   +3 



Spin and Orbital moments in CoO 

�  LDA+U+SO+non-collinear 

�  Useful tools for topological insulators 

L 

L 

S 

h 
h 

I. Solovyev, A. L, and K. Terakura,   PRL 80, 5758 (1998)  



The Best of Both Worlds: LDA+DMFT 

LDA+U 
Static mean-field 
approximation 

Energy-independent potential 

|minlVinlm|V̂
mm

mm σʹ′<>σ= ∑
σʹ′

σ
ʹ′

LDA+DMFT 
Dynamic mean-field approximation 

Energy-dependent self-energy operator 

|minl)(inlm|)(ˆ
mm

mm σʹ′<εΣ>σ=εΣ ∑
σʹ′

σ
ʹ′

Applications: 
Insulators with long-range  

spin-,orbital- and charge order 

Applications: 
Paramagnetic, paraorbital 
strongly correlated metals 

short range spin and orbital order 

Cluster LDA+DMFT approximation 

V. Anisimov, et al. J. Phys. CM 9, 7359 (1997) 
A. L and M. Katsnelson PRB, 57, 6884 (1998) 

A.  Poteryaev, A. L, and G. Kotliar,  PRL 93, 086401 (2004) 
S. Biermann, A. Poteryaev, A. L, and A. Georges PRL 94, 026404 (2005) 



   Baym-Kadanoff  Functional 

Exact representation of Φ: Vα
ee=α Vee 

Different Functionals and “source” field J 

DFT:   G=ρ    J=Vh+Vxc 
DMFT:  G=G(iω)   J=Σloc(iω) 
BKF:   G=G(k,iω)   J=Σ(k,iω) 

G. Kotliar, et al. Rev. Mod. Phys. 78, 865 (2006), A. Georges (2004) arXiv/0403123 



General Projection formalism for LDA+DMFT 
Del oca l iz ed	
  s ,p-­‐s t a t es

Cor r el a t ed	
  d,f -­‐s t a t es

G. Trimarchi, I. Leonov, N. Binggeli, D. Korotin, V. Anisimov. JPCM  20,135227 (2008) 
B. Amadon, F. Lechermann, A. Georges, F. Jollet, T. Wehling, and A. L., PRB 77, 205112 (2008)  

|L> 

|G> 

P. Blöchl, PRB 50, 17953 (1994) 



Self-Consistent LDA+DMFT 

F. Lechermann, et al, PRB (2007) 



LDA+DMFT: Charge+Spin+Orbital Fluctuations 

DMFT  
self-consistensy 

DMFT  
Impurity solver 



Continuous Time Quantum Monte Carlo 

 Interaction expansion CT-INT:  A. Rubtsov et al, JETP Lett (2004) 

Hybridization expansion CT-HYB: P. Werner et al, PRL (2006)  

E. Gull, A. Millis, A.L., A. Rubtsov, M. Troyer, Ph. Werner, Rev. Mod. Phys. 83, 349 (2011) 



Constrained c-RPA calculations of  U 

c-RPA 
GW 

3d 

Frequency-dependent local interactions and low-energy effective models from electronic
structure calculations

F. Aryasetiawan,1 M. Imada,2,3 A. Georges,4,5 G. Kotliar,6 S. Biermann,4 and A. I. Lichtenstein7
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We propose a systematic procedure for constructing effective models of strongly correlated materials. The
parameters, in particular the on-site screened Coulomb interaction U, are calculated from first principles, using
the random-phase approximation. We derive an expression for the frequency-dependent U!!" and show, for the
case of nickel, that its high-frequency part has significant influence on the spectral functions. We propose a
scheme for taking into account the energy dependence of U!!", so that a model with an energy-independent
local interaction can still be used for low-energy properties.

DOI: 10.1103/PhysRevB.70.195104 PACS number(s): 71.10.Fd, 71.27."a, 71.28."d

I. INTRODUCTION

Lattice fermion models such as the Hubbard model or the
Anderson impurity model and their extensions have played a
major role in studying electron correlations in systems with
strong on-site correlations. Despite the widespread use of
these models, little justification has been given in using
them. The models are postulated on the basis of physical
intuition. In particular, the models employ parameters, such
as the famous Hubbard interaction U, which are normally
adjusted to serve the given problem. Without judicious
choice of parameters, the model may yield misleading re-
sults, or in the worst case, the model itself is not sufficient to
describe the real system. One can define rigorously these
concepts in the path-integral formulation of the many-body
problem by performing a partial trace over the degrees of
freedom that one wants to eliminate, and ignoring the retar-
dation in the interactions generated by this procedure. How-
ever, this elimination of the degrees of freedom is very hard
to perform for real materials. It is therefore very desirable to
figure out a systematic way of constructing low-energy ef-
fective models with well-defined parameters calculated from
first principles such that the model can quantitatively repro-
duce and predict physical properties of interest of the corre-
sponding real system, especially when the correlation effects
are crucial.
Another important issue that has not received sufficient

attention is the role of energy dependence of the screened
local Coulomb interaction U. Model studies investigating the
importance of high-energy states in the Hubbard model can
be found in Refs. 1–3. A dynamic Hubbard model has also
been considered.4 In most cases, however, U is assumed to
be static, but on the other hand we know that at high energy
the screening becomes weaker and eventually the interaction
approaches the large bare Coulomb value, which is an order
of magnitude larger than the static screened value. Of course,

the high-energy part of the Coulomb interaction has in some
way been downfolded into the Hubbard U but it is not clear
how this downfolding is actually accomplished.
A number of authors have addressed the problem of de-

termining the Hubbard U from first principles. One of the
earliest works is the constrained local-density approximation
(LDA) approach,1,5 where the Hubbard U is calculated from
the total-energy variation with respect to the occupation
number of the localized orbitals. An approach based on the
random-phase approximation (RPA) was later introduced,6
which allows for the calculations of the matrix elements of
the Hubbard U and its energy dependence. This was fol-
lowed by a more refined approach for calculating U.7 A yet
different approach computes the matrix elements of the Cou-
lomb interactions screened in real space and assumes a
Yukawa form to extract the Hubbard U and the other inter-
actions which determine the multiplet splittings.8
The purpose of the present work is to develop a precise

formulation for a systematic construction of effective models
where the parameters are obtained from realistic first-
principles electronic structure calculations. In particular, we
concentrate on the calculation of the Hubbard U and demon-
strate the importance of its energy dependence. We show that
a static Hubbard Hamiltonian, obtained from a construction
in which this energy dependence is simply neglected, fails
even at low energy. This static model can be appropriately
modified, however, by taking into account the feedback of
the high-energy part of U into the one-particle propagator.
We illustrate our scheme in transition metals, concentrating
on Ni as an example, since it is a prototype system consisting
of a narrow 3d band embedded in a wide band. Furthermore,
Ni is one of the most problematic case from the viewpoint of
the LDA.
In summary, in Sec. II we propose a method for calculat-

ing a frequency-dependent Hubbard U!!" and derive an ef-
fective model for electrons in a narrow band using U!!" as
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an effective interaction between the electrons. In Sec. III we
investigate the influence of the frequency-dependent U!!" on
the self-energy and the spectral function within the GW ap-
proximation (GWA).9,10 We then suggest a way of modifying
the static Hubbard model so that it can still give reliable
description of low-energy physics. We also propose a scheme
of taking into account the frequency-dependent U!!" in an
approximate way.

II. THEORY

Let us suppose that the band structure of a given solid can
be separated into a narrow band near the Fermi level and the
rest, like, for example, in transition metals or 4f metals. Our
aim is to construct an effective model which only includes
the narrow 3d or 4f band. The effective interaction between
the 3d electrons in the Hubbard model can be formally con-
structed as follows. We first divide the complete Hilbert
space into the Hubbard space #"d$, consisting of the 3d states
or the localized states, and the rest. The bare Green’s func-
tion Gd, spanning the d subspace, is given by

Gd!r,r!;!" =%
d

occ
"d!r""d

*!r!"
! − #d − i0+

+ %
d

unocc
"d!r""d

*!r!"
! − #d + i0+

. !1"

Let P be the total (bare) polarization, including the transi-
tions between all bands,

P!r,r!;!" =%
i

occ

%
j

unocc

"i!r""i
*!r!"" j

*!r"" j!r!"

$ & 1
! − # j + #i + i0+

−
1

! + # j − #i − i0+
' .

!2"

P can be divided into P=Pd+Pr, in which Pd includes only
3d to 3d transitions (i.e, limiting the summations in Eq. (2)
to i, j! #"d$), and Pr be the rest of the polarization. The
screened interaction W on the RPA level is given by

W = (1 − vP)−1v = (1 − vPr − vPd)−1v

= (!1 − vPr"#1 − !1 − vPr"−1vPd$)−1v

= #1 − !1 − vPr"−1vPd$−1!1 − vPr"−1v

= (1 −WrPd)−1Wr !3"

where we have defined a screened interaction Wr that does
not include the polarization from the 3d-3d transitions:

Wr!!" = (1 − vPr!!")−1v !4"

(we have not explicitly indicated spatial coordinates in this
equation). The identity in Eq. (3) explicitly shows that the
interaction between the 3d electrons is given by a frequency-
dependent interaction Wr. It fits well with the usual physical
argument that the remaining screening channels in the Hub-
bard model associated with the 3d electrons, represented by
the 3d-3d polarization Pd, further screen Wr to give the fully
screened interaction W.
We now choose a basis of Wannier functions #%Rn$, cen-

tered about atomic positions R, corresponding to the 3d

Bloch functions #"kn$, and consider the matrix elements of
the (partially screened) frequency-dependent Coulomb inter-
action Wr:

UR1nR2n!,R3mR4m!!& − &!"

!* d3rd3r!%R1n
* !r"%R2n!!r"

$Wr!r,r!;& − &!"%R3m
* !r!"%R4m!!r!" . !5"

We would like to obtain an effective model for the 3d de-
grees of freedom. Because of the frequency dependence of
the U’s (corresponding to a retarded interaction), this effec-
tive theory will not take a Hamiltonian form. We can how-
ever, write such a representation in the functional-integral
formalism11 by considering the effective action for the 3d
degrees of freedom given by

S =* d&d&!+−% dRn
† !&"GRn,R!n!

−1 !& − &!"dRn!!&!"

+
1
2 % :dR1n

† !&"dR2n!!&":

$UR1nR2n!,R3mR4m!!& − &!":dR3m
† !&!"dR4m!!&!":, , !6"

where: d†d: denotes normal ordering, which accounts for the
Hartree term, and the summation is over repeated indices.
When using a Wannier transformation which does not mix
the d subspace with other bands, the Green’s function can be
taken, to first approximation, to be the bare Green’s function
Gdd
0 constructed from the Bloch eigenvalues and eigenfunc-

tions. If, instead, an LMTO formalism12 is used, one should
in principle perform a downfolding procedure onto the d
subspace, i.e, perform a partial trace over s, p degrees of
freedom.
In the following, we retain only the local components of

the effective interaction on the same atomic site. This is ex-
pected to be a reasonable approximation because the 3d
states are rather localized. The formalism may be easily ex-
tended to include intersite Coulomb interactions if necessary.
Hence, we consider the frequency-dependent Hubbard inter-
actions:

Unn!,mm!!& − &!" !* d3rd3r!%n
*!r"%n!!r"Wr!r,r!;& − &!"

$%m
* !r!"%m!!r!" , !7"

with %n being the Wannier orbital for R=0. In order to illus-
trate the procedure within the linear muffin-tin orbital
(LMTO) basis set, we use instead of the Wannier orbital the
normalized function head of the LMTO %H which is a solu-
tion to the radial Shrödinger equation matching to a Hankel
function at zero energy at the atomic sphere boundary. The
Wannier function of the d band is a substantial mixture of the
original LMTO atomic d orbital with other s and p orbitals.
In this paper, we investigate the importance of the energy

dependence of U. Therefore, we shall compare the results
obtained from Eq. (6) with those of a Hamiltonian approach
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an effective interaction between the electrons. In Sec. III we
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After a full QMC simulation, the interacting impurity
Green’s function is given as

G↵(i!) = [i! � "↵ + µDC
↵ ��↵(i!)� ⌃↵(i!)]

�1. (6)

The electronic self-energy ⌃(i!) containing the Coulomb
correlation e↵ects is computed using the TRIQS CT-
HYB solver.

B. Methods: TRIQS and SOM

C. G(⌧) complicated nature for CoC

[MV: assymetric hybridization - computational e↵orts]

III. DFT SETUP

[RM: VASP citation also in Intro]
DFT simulations have been performed to find an equi-

librium geometry of Co impurity on top of the single-
layered graphene sheet. We explored top and hollow po-
sitions of Co adatom over 3x3x1 graphene surface during
relaxation. This part was done in the framework of VASP
package with PAW basis sets. The cut-o↵ energy for
basis vectors was chosen as 500 eV. LDA (LSDA) func-
tionals with GGA type of approximation for exchange-
correlation part were used to calculate ground state of
the relaxed systems. The relaxation was performed on
12x12x1 gamma-centered k-point mesh until forces were
less than 0.01 eV/A.

[Comparison of atomic heights with TOW]

A. Hybridization extraction

[Discussion on impurity levels, comparison to the pre-
vious works.]

�mm0(!) = G�1
mm0(!)� ✏d � ! + i�mm0 (7)

�mm0(!) =
X

k

|vk|2

i! � ✏k
(8)

B. cRPA calculation of the screened Coulomb
matrix

The e↵ective (screened) Coulomb interaction matrix
has been obtained for the given lattice impurity geom-
etry using the constrained random phase approxima-
tion (cRPA). We have employed Spex-Fleur program,
a part of the Julich FLAPW code family. It is based
on the full-potential linearized augmented-plane-wave
(FLAPW) method, and uses maximally localized Wan-
nier functions (MLWFs)
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FIG. 1. Hybridization function for 5 d-orbitals of Co impurity
obtained with PLO method

More on discussion of the cRPA applicability soon: Hi-
roshi Shinaoka 10.1103/PhysRevB.91.245156
Discussion on di↵erence between basis sets FLAPW

and GGA PAW
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TABLE I. Occupations from LDA after projec-
tion by the PLO method. The energy window
was taken such that the occupation agrees with
the one of Co supplied in the VASP pseudopten-
tial package.

E2 E1 A1 E1 E2

� ntot n
xy

n
yz

n
z

2 n
xz

n
x

2�y

2

10 8.2016 0.8093 0.7487 0.9859 0.7485 0.8084
20 8.2216 0.8056 0.7569 0.9876 0.7568 0.8048

[Artifacts of temperature dependence during extrac-
tion]

TABLE II. Crystal field splittings from
LDA after projection by PLO method.

E2 E1 A1 E1 E2

� "
xy

"
yz

"
z

2 "
xz

"
x

2�y

2

10 -0.720 -0.546 -0.711 -0.541 -0.714
20 -0.668 -0.494 -0.659 -0.489 -0.662

[Di↵erences between orbitals within one representation
coincide within 10�2.]
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171 no contributions from IS (d6S¼1) and small (∼3%) ones from
172 d5S¼1=2 and d7S¼3=2.
173 In a second step, the constraint of equivalent Co atoms
174 was removed. In this way, we can take the first step beyond
175 single-site DMFT and explore how susceptible the system
176 is to charge fluctuations between neighboring Co atoms.
177 The calculations show that within this assumption, strong
178 charge fluctuations between the two ions develop. This can
179 happen spontaneously via noise introduced by the QMC
180 procedure without introducing a double-counting correc-
181 tion (or with identical double countings on both atoms), but
182 we have also introduced a small difference in the levels
183 (μDC1 -μDC2 ¼ 0.02 eV) in the first DMFT iteration to render
184 the two atoms explicitly inequivalent [43]. This is akin to a
185 “kick” often used to explicitly break a symmetry of the
186 system, e.g., in magnetic calculations. At small J, the two
187 atoms both converge to the LS configuration as before, but
188 with increasing J charge fluctuations between the two
189 atoms occurring, see the LS-HS region in Fig. 1(b).
190 Regarding the spin configuration, in the LS-HS phase,
191 one atom will be in a predominantly LS and the other in a
192 predominantly HS state. Additionally, the occupancies of
193 the Co 3d shells deviate from N3d ¼ 6, see Table I.
194 Consequently, the QMC partition function shows sizeable
195 contributions of d7S¼1=2 on atom 1 and d5S¼3=2 on atom 2,
196 respectively. Other theoretical results and the interpretation
197 of experiments [2,44] indicate that such a state exists in
198 LCO at room temperature. The charge disproportionation
199 observed here is expected to improve the quantitative
200 agreement with experimental data as already realized in
201 Ref. [13]. Moreover, the presence of d5 and d7 states will
202 produce new terms in the soft x-ray absorption spectra that
203 are expected to contribute significantly at the low energy
204 side of the Co-L3 edge, where d6 cluster calculations result
205 in too low intensity [44].
206 To clarify, since the Co atoms are equivalent by lattice
207 symmetry, in an exact solution of the correlated model for
208 LCO, a static charge disproportionation would not be
209 present. Charge ordering has been seen in thin films of
210 LCO, but there is no evidence of it in the bulk [45].
211 Nevertheless, nonlocal dynamical charge fluctuations should

212bevery strong inbulkLCOdue to theproximity to the surface
213(thin film) charge-density-wave instability. In a hypothetical
214exact calculation, these effects would be encoded in the
215frequency dependence of the nonlocal electronic self-energy
216Σðk;ωÞ. Since Σðk;ωÞ cannot be calculated for such a
217complex multiorbital system, we model charge fluctuations
218in the local DMFT theory using the possibility of a broken
219symmetry solution between the Co atoms. The tendency of
220the DMFT to establish charge order in the parameter range
221relevant for the spin state transition gives an indication of
222possible charge fluctuations in bulk LCO. However, DMFT
223is known to overestimate ordering tendencies and, in certain
224cases, even predict order, where there should be none, like in
225the two dimensional Hubbard model [46].
226From Fig. 1, one can see that the spin transition can be
227studied as a function of the Hunds coupling J and of the
228temperature. This implies, that the transition can be driven
229only by electronic means, as shown by model calculations
230[17]. In the following, electronic structure will be inves-
231tigated as a function of J assuming the 300 K crystal
232structure, which exhibits all relevant features. The evolu-
233tion of the Co 3d spectra as a function of J is given in
234Fig. 2. The orbitally resolved spectral function (obtained
235via maximum entropy [47] from the QMC Green’s func-
236tion) is shown for the homogeneous LS and HS states of
237the 300 K crystal structure in Fig. 2(a). Changes occur
238especially in the unoccupied part of the spectra, suggesting

TABLE I. Most probable many-body configurations for the
300 K structure with two inequivalent Co atoms as a function of
the Hunds coupling J obtained from the analysis of the CT-QMC
imaginary time evolution (in %). Numbers missing to 100% are
due to minor contributions of other atomic states.

J (eV) Co (N3d) d6S¼0 d51=2 d71=2 d53=2 d73=2 d62
0.60 1 (6.0) 93 4 3 $ $ $ $ $ $ $ $ $

2 (6.0) 93 4 3 $ $ $ $ $ $ $ $ $
0.75 1 (6.1) 81 3 15 $ $ $ $ $ $ $ $ $

2 (5.9) $ $ $ $ $ $ $ $ $ 12 3 82
0.90 1 (6.0) $ $ $ $ $ $ $ $ $ 3 7 87

2 (6.0) $ $ $ $ $ $ $ $ $ 3 7 87

F2:1FIG. 2 (color online). Orbitally resolved spectral functions for
F2:2the 300 K crystal structure at solver temperature of 290 K. (a) The
F2:3homogeneous HS (J ¼ 0.9 eV, left) and LS spectra (J ¼ 0.6 eV,
F2:4right) with atomic states given as an inset. (b) Results for the
F2:5asymmetric Co configuration for the values of J indicated along
F2:6with the largest and second largest many-body contributions in
F2:7the LS-HS phase.
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Activities in 2015

In 2015, the Theory group continued to work on existing projects  
and established new collaborations. 

Group member Evgeny Gorelov carried on his extensive collaboration 
with the Spectroscopy and Coherent Scattering (SCS) group. Motivated 
by SCS experimental results, Gorelov and group member Igor Krivenko 
are developing a new method to interpret the spectroscopic data  
of strongly correlated systems; together with group member Viktor 
Valmispild, Gorelov is working on computational methods to describe 
strongly correlated materials in strong electromagnetic fields.  

THEORY

The task of the Theory group is to generate ideas for novel time-dependent FEL 
applications and develop efficient tools to extract and analyse information from data 
acquired at the European XFEL. The group’s research involves program developments 
and simulations ranging from the electronic spectrum of correlated materials to the 
nanoscale structure of complex objects. Close cooperation with the instrument groups 
ensures that the cutting-edge experiments at the European XFEL will be supported  
by a solid theoretical basis. Part of the Theory group is based at the University of 
Hamburg in Germany.
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Figure 1 Phase diagram of LaCoO3 as a function of lattice temperature T and Hund’s rule coupling J.  
The coloured parts illustrate different regions, with white indicating low spin (LS) and blue high spin (HS), with mixed spin (MS) in between. 
Left Homogeneous phase exhibiting the LS, MS, and HS states as indicated by the data points. 
Right Data points and possible phase regions for the calculation with inequivalent Co atoms. The checkerboard pattern marks the LS–HS phase  
where strong charge fluctuations are present.
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239 that experiments addressing those states will be relevant to
240 understanding the system in more detail [48]. The LS state
241 in Fig. 2(a) is closest to the DFT solution, the strongest
242 modification is the rigid upward shift of the eg bands and,
243 as a consequence, the gap opening between the t2g and eg
244 states. This is in accordancewith combined DFTand cluster
245 calculations [49] as well as recent DFTþ DMFT [13]. The
246 formation of local moments in the higher temperature
247 HS states leads to the appearance of additional features
248 in the spectrum. As a result, the gap changes its character
249 from t2g-eg to t2g-t2g with incoherent t2g excitations on both
250 gap edges. The occupied parts of the spectra exhibit a
251 transfer of spectral weight away from the strong t2g
252 excitation peak towards higher binding energies as the LS
253 to HS crossover commences [13]. The spectral function for
254 the asymmetric Co configuration is displayed in Fig. 2(b) for
255 the LS-LS (J ¼ 0.6 eV), the LS-HS (J ¼ 0.75 eV), and the
256 HS-HS (J ¼ 0.9 eV) arrangements. Again, as the transition
257 fromLS-LS toHS-HS commences via LS-HS, theweight of
258 the t2g excitation peak is increasingly redistributed.Also, the
259 progressive reduction of the gap expected from experiments
260 is observed [44,49,50]. The tendency of the system to
261 introduce charge fluctuations can be understood by analyz-
262 ing the total energies for all relevant situations. Considering
263 the one-electron, kinetic and potential energies, one finds a
264 region where the LS-HS state is energetically favored [32].
265 For the 300 K structure, we have also performed
266 ED calculations using five sites to parametrize the bath
267 (5þ 5 model) and the full Coulomb interaction. The
268 spectra obtained using this methodology are shown in
269 Figs. 3(a) and 3(b) and are qualitatively close to the QMC
270 spectra; differences are understood as inherent methodo-
271 logical ones. Since ED gives us immediate access to real
272 frequency quantities, we were able to calculate the optical
273 conductivity, as shown in Fig. 3(c) using the approach of
274 Ref. [51]. Details concerning this calculation are given in
275 the Supplemental Material [32]. Since only the Co d bands
276 were included, only d-d transitions are captured and d-p or
277 other transitions are neglected. Comparing to the DFT
278 result, which has a Drude contribution at the Fermi level
279 and a secondary peak at ∼0.5 eV, we see that all solutions
280 show semiconducting behavior with a “foot” followed by
281 the onset of interband transitions. The data show a clear
282 trend: the LS has the largest gap with a gradual increase of
283 the response beyond 2 eV, while the HS phase has a smaller
284 gap followed by a peak. The LS-HS state is at low energy
285 following the HS, but with a weaker feature around 1.5 eV
286 and a more distinct feature around 2.5 eV. Experiments also
287 find two main features, one at 1.5 eV that increases when
288 the temperature is increased, marking the population of the
289 HS state, as well as a second feature at 2.5 to 3.0 eV
290 [52,53]. Thus, our data reproduce this general trend.
291 However, it can only give a first hint at what to expect in
292 an experiment. Especially, the onset of d-p transitions can
293 become important at energies higher than a few eV [51].

294In summary, DFTþ DMFT calculations for the two
295atomic unit cell of LaCoO3 show that, upon treating the
296Co atoms independently, strong charge fluctuations develop
297in the system. As a consequence, the spin transition can be
298understood as a transition from a homogeneous LS to a LS-
299HS state with strong charge fluctuations and, subsequently,
300into a homogeneous HS state. This provides a novel under-
301standing of the system in which the charge fluctuations are
302present in the system from first principles. Angle resolved
303photoemission experiments as a function of the temperature
304and time-resolved x-ray absorption studieswith femtosecond
305resolution should allow us to verify the proposed model.
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Fig. 3: Representation of the full two-particle Green function in terms single-particle Green

functions and the full vertex function Γ .

The main problems of strongly interacting electronic systems are related to the fact that the

higher order correlation functions do not separate into a product of lower order correlation

functions. For example the two-particle Green function or generalized susceptibilities, χ, are

defined in the following form [11]

χ1234 = ⟨c1c2c
∗
3c

∗
4⟩S =

1

Z

∫

D[c∗, c] c1c2c
∗
3c

∗
4 e

−S , (8)

and can be expressed graphically through Green functions and the full vertex function Γ1234 [12]

as shown in Fig. 3

X1234 = G14G23 −G13G24 +
∑

1′2′3′4′

G11′G22′Γ1′2′3′4′G3′3G4′4 (9)

In the case of non-interacting electron systems, the high-order correlations χ are reduced to

the antisymmetrized products of lower-order correlations G, which would correspond to the

first two terms (Hartree and Fock like) with the vertex function Γ in Eq. (9) equal to zero. In

strongly correlated electron systems the last part with the vertex is dominant and even diverges

close to an electronic phase transition.

The Baym-Kadanoff functional [13] gives the one-particle Green function and the total free

energy at its stationary point. In order to construct the exact functional of the Green function

(Baym-Kadanoff), we modify the action by introducing the source term J

S[J ] = S +
∑

ij

c∗iJijcj . (10)

The partition function Z, or equivalently the free energy of the system F , becomes a functional

of the auxiliary source field

Z[J ] = e−F [J ] =

∫

D[c∗, c] e−S[J ] . (11)

Variation of this source function gives all correlation functions, for example the Green function

G12 =
1

Z[J ]

δZ[J ]

δJ12

∣

∣

∣

∣

J=0

=
δF [J ]

δJ12

∣

∣

∣

∣

J=0

. (12)

Likewise, the generalized susceptibility χ is obtained as a second variation of the partition

function Z[J ]. The second variation of the free energy functiontional F [J ] gives the connected

part of the χ-function, which is the last term of Eq. (9).
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by adjusting the hybridization function iteratively. This corresponds to eliminating an infinite

partial series of all local diagrams, starting from the first term in Fig. 5. These contributions are

effectively absorbed into the impurity problem. Note that such an expansion is not one around

DMFT, but rather around an optimized impurity problem.

The only difference between a DMFT and a DF calculation are the diagrammatic corrections

which are included into the dual Green function. To this end, the local impurity vertex γ has to

be calculated in addition to the Green function in the impurity solver step.

It is an important consequence of the exact transformation (19) that for a theory, which is con-

serving in terms of dual fermions, the result is also conserving in terms of lattice fermions [25].

This allows to construct general conserving approximations within the dual fermion approach.

Numerically, the self-energy is obtained in terms of skeleton diagrams by performing a self-

consistent renormalization as described below. Once an approximate dual self-energy is found,

the result may be transformed back to a physical result in terms of lattice fermions using exact

relations.

The action (29) allows for a Feynman-type diagrammatic expansion in powers of the dual po-

tential V . The rules are similar to those of the antisymmetrized diagrammatic technique [26].

Extension of these rules to include generic n-particle interaction vertices is straightforward.

Due to the use of an antisymmetrized interaction, the diagrams acquire a combinatorial prefac-

tor. For a tuple of n equivalent lines, the expression has to be multiplied by a factor 1/n!. As

simplest example we can write schematically the first self-energy correction of the diagram in

Fig. 5, which contains a single closed loop

Σ̃(1)
12 = −T

∑

34

γ1324 G̃
loc
43 (34)

where G̃loc = (1/Nk)
∑

k
G̃(k) denotes the local part of the dual Green function. The second-

order contribution represented in Fig. 5 contains two equivalent lines and one closed loop, and

1.12 Alexander Lichtenstein

hence is k-dependent

Σ̃(2)
12 (k) = −

1

2

(

T

Nk

)2
∑

k1k2

∑

345678

γ1345 G̃57(k1) G̃83(k2) G̃46(k+ k2 − k1) γ6728 . (35)

In practice, it is more efficient to evaluate the lowest-order diagrams in real space and transform

back to reciprocal space using the fast Fourier transform. After calculating the best possible

series for the self-energy Σ̃ in the dual space one can calculate the renormalized Green function

matrix for the original fermions using the following simple transformations [19]

Gω(k) =

[

(

gω + gωΣ̃ω(k)gω
)−1

+∆ω − tk

]−1

(36)

which is a useful generalization of the DMFT Green’s function (see Eq. (32)) to include non-

local correlation effects.

The progress of the DMFT approach strongly depends on the development of efficient numerical

solvers for an effective quantum impurity model.

4 Solving multiorbital quantum impurity problems

Even though DMFT reduces the extended lattice problem to a single-site problem, the solution

of the underlying Anderson impurity model remains a formidable quantum many-body problem,

which requires accurate solvers. Recently a new class of solvers has emerged, the continuous-

time quantum impurity solvers. These are based on stochastic Monte-Carlo methods and mainly

come in two different flavors: The weak and strong-coupling approach.

The weak-coupling or interaction expansion continuous-time (CT-INT) quantum Monte Carlo

algorithm for fermions was originally introduced by Aleksei Rubtsov [27]. There are two main

previous attempts: the first work by Nikolay Prokof’ev et. al [29], who devised a continuous-

time scheme to sample the infinite series of Feynman diagrams for bosons, and a second work

by Natalie Jachowicz and co-workers [30], who developed a continous-time lattice Monte Carlo

algorithm using the Hubbard-Stratonovich decomposition. The power of new CT-QMC scheme

is that it represents just the integration of the complex path integral without any transformation

to effective non-interacting models and can be used for any compacted electron-electron vertex.

We introduce the algorithm in the path integral formulation for the single-orbital Anderson im-

purity problem with a Hubbard-type interaction Un↑n↓. The generalization to the multiorbital

case can be found in Ref. [20]. First, the action of the Anderson impurity model is divided into

a Gaussian part S0 and an interaction part SU as follows:

S0 =
∑

σ

∫ β

0

dτ

∫ β

0

dτ ′c∗σ(τ) [∂τ − µ+∆(τ − τ ′) + Uα−σ(τ)δ(τ − τ ′)] cσ(τ
′) , (37)

SU = U

∫ β

0

dτ [c∗↑(τ)c↑(τ)− α↑(τ)] [c
∗
↓(τ)c↓(τ)− α↓(τ)] . (38)



Condition for Δ and relation to DMFT 
To determine Δ, we require  
that Hartree correction in dual variables vanishes. 
If no higher diagrams are taken into account, one obtains DMFT: 

Higher-order diagrams give corrections to the DMFT self-energy,  
and already the leading-order correction is nonlocal. 
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11.2 Derivation of the LDFA Equations 223
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Figure 11.7: Diagrammatic representation of the dual self-energy in the ladder approximation.
The diagrams are shown with their corresponding signs and prefactors. All higher-order terms
in the expansion of Σd have the same prefactor.

attaching a line either to the vertex in the electron-hole or vertical channel (without
adding the Hartree-Fock contribution). The two possibilities are related through
(11.28). However, this leads to overcounting of the second-order contribution (6.21).
Unlike all other diagrams which are associated with a prefactor of −1, the second-order
contribution appears with a prefactor of −1/2. It is therefore explicitly subtracted in
(11.34). This overcounting is also encountered in the case of Hugenholtz diagrams
[178, 53]. Although the horizontal and vertical channels are equivalent in the an-
tisymmetrized technique, they have to be added here in order to obtain the correct
prefactor of the diagrams (1 instead of 1/2). Note further that the LDFA equations
are related to FLEX. In particular, the FLEX equations for the Hubbard model
can be recovered by a suitable replacement of the interaction and Green functions.
Replacing the bare dual Green functions by G−1

ω (k) = iω + µ − hk and the vertex such
that − 1

4γ1234 = +
1
4U(δ12δ34−δ14δ32) (a factor 1/2 comes from the antisymmetrization) or

γ1234 = −U(δ12δ34 − δ14δ32) , (11.35) γ = −
1

2 3

4

generates the FLEX equations for the Hubbard model [175, 176], which here are formu-
lated in terms of an antisymmetrized interaction2 As is obvious from the construction,
the ladder dual fermion approach is actually the fluctuation-exchange approximation
to dual fermions. This terminology is misleading however, as the LDFA goes far
beyond the conventional FLEX. Most notably, as will be shown below, the LDFA is
also applicable for strong coupling.

The ladder diagrams describe multiple scattering of particle-hole pairs. In the mag-
netic channel, the collective excitations are magnons. The approximation to the full
vertex includes both longitudinal and transverse modes. Note that Γσσ′ contributes to
the longitudinal spin susceptibility χzz (z is the quantization axis), while Γσσ̄ contributes
to χ± := ⟨S ±S ∓⟩ (recall that S ± = S x+ iS y) and hence to the transverse response. Due to
the equivalence between two-particle excitations of dual and lattice fermions, one may

2The negative sign on U in (11.35) is due to the fact that the lowest order term in the dual potential
corresponds to a formally attractive interaction

5

The non-interacting (α = 0) part of the Γ-functional
is readily evaluated as

Γα=0 = Tr ln(−G)− Tr(G−1
0 −G−1)G

−
1

2
Tr lnW +

1

2
Tr(v−1 −W−1)W. (14)

Indeed, when α = 0, the action becomes Gaus-
sian and thus explicitly integrable, namely: Ωα=0 =
− lnDet[−G−1

0 + Jf ] − ln(Det[v−1 − Jb])1/2. The above
definition G = δΩ/δJf imposes (G−1

0 − Jf)G = 1 and
similarly (v−1 − Jb)W = 1 yielding Eq. (14). Finally,
stationarity of the full Γ reads δΓ

δG = 0 = δΓα=0
δG + δΨ

δG =
G−1 − G−1

0 + δΨ
δG for G and 0 = − 1

2 (W
−1 − v−1) + δΨ

δW
for W . Defining the self energies as

Σ =
δΨ

δG
, Π = −2

δΨ

δW
, (15)

yields Dyson’s equations for G and W :

G−1 = G−1
0 − Σ, W−1 = v−1 −Π. (16)

Being “Ψ-derivable”, these self-energies will obey conser-
vation rules.47

The above formulation shows that, formally, solving
the lattice problem defined by Eq. (17) amounts to eval-
uating the correspondingΨ-functional, from which Σ and
Π, and in turn G and W can be derived. In section III,
we will describe two complementary ways of approximat-
ing this functional, EDMFT and GW, before showing
how to merge the two approaches, thus arriving at the
GW+DMFT free energy functional.

2. “V-Decoupling”: The ΨV Functional

In the HS-V scheme, proposed in Ref. 14, only the
non-local interaction term is decoupled via an auxiliary
bosonic field φi. Choosing bi ≡ ini, Aij ≡ vnlij and xi ≡
φi, the transformation (7) applied to the action (2) leads
to

S[c∗, c,φ] =

∫ β

0
dτ

{

−
∑

ijσ

c∗iσ(τ)
[

G−1
0

]

ij
cjσ(τ)

+ αU
∑

i

ni↑(τ)ni↓(τ)

}

+

∫ β

0
dτ

{

1

2

∑

ij

φi(τ)[(v
nl)−1]ijφj(τ) + iα

∑

i

φi(τ)ni(τ)

}

,

(17)

where we introduced the non-interacting fermionic lattice
Green function G0 defined by

[

G−1
0

]

ij
≡ ((−∂τ +µ)δij −

tij). Again, a coupling constant α was introduced, and
the physical case corresponds to α=1. Now, however, the
coupling constant is not only a switch for turning on or

off the fermion-boson coupling but at the same time also
the local Hubbard interaction.
In principle, the interaction should be a positive def-

inite matrix in order for the Gaussian integrals invoked
in the HS transformation to converge. Unlike the situa-
tion in the HS-UV decoupling where U and V are matrix
elements of the screened Coulomb interaction, which is
positive definite, this is not the case for the interaction
of HS-V, vnlij . This issue can be dealt with by adding
an auxiliary identity matrix multiplied by a large enough
constant.14 In practice, however, the simulation results
are not affected by the value of this constant.
As before, the generating functional of correlation

functions is obtained by introducing source terms. The
fermionic Green’s functions for this action is unchanged
compared to the UV-decoupling case: Gij(τ − τ ′) =

−⟨Tci(τ)c†j(τ ′)⟩ = δΩ/δJf,ij(τ, τ ′). The bosonic propa-
gator formally still reads Dij(τ − τ ′) = ⟨Tφi(τ)φj(τ ′)⟩ =
−2δΩ/δJb,ij(τ, τ ′). It does not, however, correspond to
the screened interaction, as in the HS-UV scheme: in
the case of vanishing fermion-boson coupling, the bosonic
propagator reduces by construction to only the non-local
part of the bare interaction.
The construction of the free energy functional Γ pro-

ceeds as before by Legendre transformation with respect
to the sources Jf and Jb,

ΓV [G,D] = Ω[Jf [G], Jb[D]]− TrJfG+
1

2
TrJbD, (18)

with the reciprocity relations Jf = − δΓV

δG and Jb = 2 δΓV

δD .
The physical Green’s functions will be obtained by set-
ting Jf = 0 and Jb = 0, or equivalently, by requir-
ing the stationarity of ΓV with respect to G and D.
Thanks to the choice of the coupling constant α in front
of the interaction and boson-fermion coupling terms,
α (U

∑

ni↑ni↓ + i
∑

i φini), ΓV acquires the same form

as before, ΓV,α=1 = ΓV,α=0 +ΨV , with ΨV ≡
∫ 1
0 dαdΓV

dα ,
but it is now a functional of G and D.
The non-interacting (α = 0) part of the Γ-functional

reads

ΓV,α=0 = Tr ln(−G)− Tr(G−1
0 −G−1)G

−
1

2
Tr lnW +

1

2
Tr((vnl)−1 −D−1)D. (19)

Finally, stationarity of the full ΓV reproduces the
fermionic Dyson equation for the Green’s function and
self-energy. For the bosonic part, however, we obtain
0 = − 1

2 (D
−1 − (vnl)−1) + δΨV

δD for D. The bosonic self-
energy

ΠV = −2
δΨV

δD
, (20)

is thus not equal to the physical polarization of the sys-
tem.
Again, solving the lattice problem defined by Eq. (17)

amounts to evaluating the corresponding ΨV -functional,

à la impurity T-matrix 
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Figure 6.3: Diagrams contributing to the dual self-energy Σd. Diagrams a), a’), a”) and c) give
local, the other ones nonlocal contributions. The three diagrams labeled by a) do not contribute
in case the condition (6.44) is fulfilled.

which involves the local single-particle Green function gω of the impurity problem.
Up to now (6.16) is merely a reformulation of the original problem. In practice,

approximate solutions are constructed by treating the dual problem perturbatively. To
this end, the perturbation series expansion and the series for the dual potential need to
be terminated at some point.

Several diagrams that contribute to the dual self-energy are shown in Fig. 6.3. The
diagrams are constructed from the impurity vertices and dual Green functions as lines.
The first diagram (a) is purely local, while higher orders contain nonlocal contributions,
e.g. diagram b). Using self-energy diagrams instead of those for the Green function
allows to sum an infinite partial series for Green’s function by application of the Dyson
equation, in the usual way. Inserting the renormalized Green function into diagram a)
includes contributions such as the one in a’). Approximations to the self-energy are
constructed in terms of skeleton diagrams. The lines shown in Fig. 6.3 are therefore
understood to be interacting (renormalized) dual Green functions. The use of skeleton
diagrams is necessary to ensure the resulting theory to be conserving in the Baym-
Kadanoff sense [61], i. e. it fulfills the basic conservation laws for energy, momentum,
spin and particle number. In general, an approximation for the single-particle Green
function, obtained from Dyson’s equation, is conserving if the self-energy can be writ-
ten as a functional derivative of a generating functional [143]. The Hartree-Fock and
the fluctuation-exchange approximation (FLEX, see chapter 11) are such conserving
approximations. For dual fermions

Σd =
δΦd

δGd . (6.18)

The first two lowest-order contributions to the dual Luttinger-Ward functionalΦd[Gd; V]
are shown in Fig. 6.4, together with the corresponding self-energy diagrams. Dia-
grammatically, the functional derivative with respect to Green’s function corresponds to
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The non-interacting (α = 0) part of the Γ-functional
is readily evaluated as

Γα=0 = Tr ln(−G)− Tr(G−1
0 −G−1)G

−
1

2
Tr lnW +

1

2
Tr(v−1 −W−1)W. (14)

Indeed, when α = 0, the action becomes Gaus-
sian and thus explicitly integrable, namely: Ωα=0 =
− lnDet[−G−1

0 + Jf ] − ln(Det[v−1 − Jb])1/2. The above
definition G = δΩ/δJf imposes (G−1

0 − Jf)G = 1 and
similarly (v−1 − Jb)W = 1 yielding Eq. (14). Finally,
stationarity of the full Γ reads δΓ

δG = 0 = δΓα=0
δG + δΨ

δG =
G−1 − G−1

0 + δΨ
δG for G and 0 = − 1

2 (W
−1 − v−1) + δΨ

δW
for W . Defining the self energies as

Σ =
δΨ

δG
, Π = −2

δΨ

δW
, (15)

yields Dyson’s equations for G and W :

G−1 = G−1
0 − Σ, W−1 = v−1 −Π. (16)

Being “Ψ-derivable”, these self-energies will obey conser-
vation rules.47

The above formulation shows that, formally, solving
the lattice problem defined by Eq. (17) amounts to eval-
uating the correspondingΨ-functional, from which Σ and
Π, and in turn G and W can be derived. In section III,
we will describe two complementary ways of approximat-
ing this functional, EDMFT and GW, before showing
how to merge the two approaches, thus arriving at the
GW+DMFT free energy functional.

2. “V-Decoupling”: The ΨV Functional

In the HS-V scheme, proposed in Ref. 14, only the
non-local interaction term is decoupled via an auxiliary
bosonic field φi. Choosing bi ≡ ini, Aij ≡ vnlij and xi ≡
φi, the transformation (7) applied to the action (2) leads
to

S[c∗, c,φ] =

∫ β

0
dτ

{

−
∑

ijσ

c∗iσ(τ)
[

G−1
0

]

ij
cjσ(τ)

+ αU
∑

i

ni↑(τ)ni↓(τ)

}

+

∫ β

0
dτ

{

1

2

∑

ij

φi(τ)[(v
nl)−1]ijφj(τ) + iα

∑

i

φi(τ)ni(τ)

}

,

(17)

where we introduced the non-interacting fermionic lattice
Green function G0 defined by

[

G−1
0

]

ij
≡ ((−∂τ +µ)δij −

tij). Again, a coupling constant α was introduced, and
the physical case corresponds to α=1. Now, however, the
coupling constant is not only a switch for turning on or

off the fermion-boson coupling but at the same time also
the local Hubbard interaction.
In principle, the interaction should be a positive def-

inite matrix in order for the Gaussian integrals invoked
in the HS transformation to converge. Unlike the situa-
tion in the HS-UV decoupling where U and V are matrix
elements of the screened Coulomb interaction, which is
positive definite, this is not the case for the interaction
of HS-V, vnlij . This issue can be dealt with by adding
an auxiliary identity matrix multiplied by a large enough
constant.14 In practice, however, the simulation results
are not affected by the value of this constant.
As before, the generating functional of correlation

functions is obtained by introducing source terms. The
fermionic Green’s functions for this action is unchanged
compared to the UV-decoupling case: Gij(τ − τ ′) =

−⟨Tci(τ)c†j(τ ′)⟩ = δΩ/δJf,ij(τ, τ ′). The bosonic propa-
gator formally still reads Dij(τ − τ ′) = ⟨Tφi(τ)φj(τ ′)⟩ =
−2δΩ/δJb,ij(τ, τ ′). It does not, however, correspond to
the screened interaction, as in the HS-UV scheme: in
the case of vanishing fermion-boson coupling, the bosonic
propagator reduces by construction to only the non-local
part of the bare interaction.
The construction of the free energy functional Γ pro-

ceeds as before by Legendre transformation with respect
to the sources Jf and Jb,

ΓV [G,D] = Ω[Jf [G], Jb[D]]− TrJfG+
1

2
TrJbD, (18)

with the reciprocity relations Jf = − δΓV

δG and Jb = 2 δΓV

δD .
The physical Green’s functions will be obtained by set-
ting Jf = 0 and Jb = 0, or equivalently, by requir-
ing the stationarity of ΓV with respect to G and D.
Thanks to the choice of the coupling constant α in front
of the interaction and boson-fermion coupling terms,
α (U

∑

ni↑ni↓ + i
∑

i φini), ΓV acquires the same form

as before, ΓV,α=1 = ΓV,α=0 +ΨV , with ΨV ≡
∫ 1
0 dαdΓV

dα ,
but it is now a functional of G and D.
The non-interacting (α = 0) part of the Γ-functional

reads

ΓV,α=0 = Tr ln(−G)− Tr(G−1
0 −G−1)G

−
1

2
Tr lnW +

1

2
Tr((vnl)−1 −D−1)D. (19)

Finally, stationarity of the full ΓV reproduces the
fermionic Dyson equation for the Green’s function and
self-energy. For the bosonic part, however, we obtain
0 = − 1

2 (D
−1 − (vnl)−1) + δΨV

δD for D. The bosonic self-
energy

ΠV = −2
δΨV

δD
, (20)

is thus not equal to the physical polarization of the sys-
tem.
Again, solving the lattice problem defined by Eq. (17)

amounts to evaluating the corresponding ΨV -functional,

Σ(k,ω)= ΣDMFT(ω)+Σ(k,ω)/[1+gΣ(k,ω)] ~ ~ 

~ 
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Non-local screened interactions 
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Figure 7.2.4: Left: Density of states of oxygen 2p (red), calcium 3d (green) and ruthenium 4d (blue)
orbitals. Right: band structure of Ca1.85Sr0.15RuO4 in the metallic phase. The eigen-
values of the Wannier Hamiltonian in the crystal field basis are exemplarily shown
for this composition in red color.

mesh of this size gives a very accurate description of the electronic structure. The high
symmetry points R,X and M are located at (0.5, 0.5, 0.5), (0.0, 0.5, 0.0) and (0.5, 0.5, 0.0)

(in units of the reciprocal lattice vectors) in the Brillouin zone respectively. The band
structure shows a set of 12 mainly flat bands extending from 2eV below the Fermi level
(which is set to zero) to 0.5eV above same, which can be identified as Ru t2g bands [165].
The unoccupied eg bands disperse down only slightly below 2eV above the Fermi energy.
This situation is also reflected in the density of states, which is large in the region between
�1eV and 0.5eV, due to the flat bands. Below �2eV bands stemming from oxygen 2p and
from bonding states of ruthenium 4d and oxygen 2p are located.
Rotation and tilt of the octahedra has visible effects on the electronic structure. The rota-
tion of the octahedron allows for hybridization between the xy and the x2 � y2 orbitals,
which leads to the enlarged gap between the t2g and eg bands as compared to Sr2RuO4 [65].
Symmetry lowering leads to an enlarged unit cell and consequently a reduction of the Bril-
louin zone as compared to Sr2RuO4. This leads to anti-crossings of folded bands, which
manifests in the pseudogap at �0.35eV [120]. The width of the Ru d bands is mainly con-
trolled by the Ru-O hybridization, as usual in transition metal oxides [28]. The bandwidth
is to a good approximation proportional to cos

2 ↵, where ↵ is the bond angle of Ru-O-Ru.
Starting from Sr2RuO4, where the bond angle is 180

� and the bandwidth is maximal at
3.55eV, one can estimate the bandwidth in the distorted structures. This is an approxi-
mation, since it neglects other phenomena, like the bond length, that can have influence
on the bandwidth. The rotational and tilt distortions in Ca1.85Sr0.15RuO4 reduce the bond
angle to ↵ = 153.4�, which reduces the bandwidth to 2.84eV. The directly measured band-
width at the � point amounts to 2.92eV, which is a little higher, still the estimate is quite
good, which shows that the rotational distortions account for most of the changes in the
electronic structure.
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-Equations to derive UDMFT. Here, we derive the basic
equations to evaluate UDMFT from first principles calcula-
tions [17]. In the RPA, the screened Coulomb interaction
W can be written as (1− vχ0)−1v with the independent-
particle polarization χ0 and the bare Coulomb interac-
tion v. The polarization χ0 is divided into χt

0 and χr
0,

where χt
0 is a polarization formed in the target subspace

and χr
0 is the rest. Note that this decomposition is not

necessarily restricted to bands (cRPA); it is also applica-
ble to the real space using localized basis sets. For exam-
ple, the “dimensional downfolding” has been formulated
to derive effective models in reduced dimensions such
as 2D or 1D models by excluding polarizations within
the target layer/chain [8]. With this decomposition and
within the RPA, the fully screened W can be obtained in
a two-step procedure as [4]

W̄ = (1 − vχr
0)

−1v (1)

and

W = (1− W̄χt
0)

−1W̄ , (2)

where W̄ describes a screened Coulomb interaction ex-
cluding a specified subset of excitations χt

0. These exci-
tations are taken into account when the effective model
with the interaction W̄ is solved. Alternatively, W̄
is obtained from the fully screened W , by rewriting
Eq. (2) [17] as

W̄ = W
(

1 + χt
0W

)−1
. (3)

In the present scheme, W̄ corresponds to UDMFT and χt
0

is a one-center or local target polarization formed at the
impurity site.
In practice, the static independent-particle polariza-

tion formed in the target bands (tb) is calculated using

χtb
0 (r,r

′)=2
∈tb
∑

αβ

∑

qk

fβk+q−fαk
ϵβk+q−ϵαk

ψ∗αk(r)ψβk+q(r)ψ
∗
βk+q(r

′)ψαk(r
′),(4)

where {ψαk, ϵαk} are one-body wavefunctions and their
energies with the wave vector k and the band index α.
The factor of 2 comes from the spin sum. The band sum-
mation is performed only over the target bands in the ef-
fective model. Since the Bloch wavefunctions are related
to the Wannier functions via the unitary transform as

ψαk(r)=
1√
N

∑

miR

eik·RU †(k)
mi,αφmiR(r), (5)

the polarization can be recast as

χtb
0 (r,r

′)=
2

N2

∑

mnop

∑

ijkl

∑

R1-R4

[

∈tb
∑

αβ

∑

qk

fβk+q−fαk
ϵβk+q−ϵαk

e−ik·(R1−R4)

×ei(k+q)·(R2−R3)
(

U †(k)
mi,α

)∗
U †(k+q)
nj,β

(

U †(k+q)
ok,β

)∗
U †(k)
pl,α

]

×φ∗miR1
(r)φnjR2

(r)φ∗okR3
(r′)φplR4

(r′), (6)

where m-p, i-l, R1-R4 are the orbital, primitive site, su-
perlattice site indices respectively and N indicates the
total number of superlattice sites. With this expression,
we specify the target-band polarization formed at the im-
purity site (the 0th site in R=0) as

χimp
0 (r,r′)=

∑

mnop

Cmnopφ
∗
m00(r)φn00(r)φ

∗
o00(r

′)φp00(r
′) (7)

with

Cmnop=
2

N2

∈tb
∑

αβ

∑

qk

fβk+q−fαk
ϵβk+q−ϵαk

(

U †(k)
m0,α

)∗
U †(k+q)
n0,β

(

U †(k+q)
o0,β

)∗
U †(k)
p0,α

(8)

corresponding to the local one-center components of a
polarization matrix in the Wannier orbital basis. Now,
by identifying χt

0 in Eq. (3) as χimp
0 and W̄ as UDMFT, we

write the Dyson equation for the effective interaction as

W (r,r′)=UDMFT(r,r′)+

∫

dr′′
∫

dr′′′UDMFT(r,r′′)χimp
0 (r′′, r′′′)

×W (r′′′, r′). (9)

Multiplying this equation by φ∗m00(r)φn00(r)φ
∗
o00(r

′)
×φp00(r′) and integrating over r and r′, we have

Wµν = UDMFT
µν +

∑

µ′ν′

UDMFT
µµ′ Cµ′ν′Wν′ν , (10)

where we introduce a composite index (µ, ν)=
{

(mn), (op)
}

and the matrix element of O={W,UDMFT} is given by

Omnop=

∫

dr

∫

dr′φ∗m00(r)φn00(r)O(r, r′)φ∗o00(r
′)φp00(r

′).

Thus, Eq. (10) is rewritten in a matrix form as

UDMFT = W(1+CW)−1. (11)

The equation resembles the unscreening equation (3), but
it is formulated entirely in terms of “local” one-center
quantities, that can be evaluated straightforwardly, al-
lowing for a computationally efficient treatment.
-Application to the Hubbard model. We first apply this

scheme to the derivation of UDMFT for the 2D single-band
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-Equations to derive UDMFT. Here, we derive the basic
equations to evaluate UDMFT from first principles calcula-
tions [17]. In the RPA, the screened Coulomb interaction
W can be written as (1− vχ0)−1v with the independent-
particle polarization χ0 and the bare Coulomb interac-
tion v. The polarization χ0 is divided into χt

0 and χr
0,

where χt
0 is a polarization formed in the target subspace

and χr
0 is the rest. Note that this decomposition is not

necessarily restricted to bands (cRPA); it is also applica-
ble to the real space using localized basis sets. For exam-
ple, the “dimensional downfolding” has been formulated
to derive effective models in reduced dimensions such
as 2D or 1D models by excluding polarizations within
the target layer/chain [8]. With this decomposition and
within the RPA, the fully screened W can be obtained in
a two-step procedure as [4]

W̄ = (1 − vχr
0)

−1v (1)

and

W = (1− W̄χt
0)

−1W̄ , (2)

where W̄ describes a screened Coulomb interaction ex-
cluding a specified subset of excitations χt

0. These exci-
tations are taken into account when the effective model
with the interaction W̄ is solved. Alternatively, W̄
is obtained from the fully screened W , by rewriting
Eq. (2) [17] as

W̄ = W
(

1 + χt
0W

)−1
. (3)

In the present scheme, W̄ corresponds to UDMFT and χt
0

is a one-center or local target polarization formed at the
impurity site.
In practice, the static independent-particle polariza-

tion formed in the target bands (tb) is calculated using

χtb
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′)=2
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′),(4)

where {ψαk, ϵαk} are one-body wavefunctions and their
energies with the wave vector k and the band index α.
The factor of 2 comes from the spin sum. The band sum-
mation is performed only over the target bands in the ef-
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to the Wannier functions via the unitary transform as
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χtb
0 (r,r

′)=
2
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(
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involving the impurity site, i.e., the interaction parame-
ters calculated without the local one-center and “wing”
components of the polarization matrix in the Wannier
basis (“no-wing” method) [21]. The result is denoted as
Uno-wing. We see that the filling dependence of U ′ is
similar to that of U , except for a constant shift.
As the filling n increases from 1, UDMFT increases

more rapidly than U cRPA. This suggests that the non-
local anti-screening effect increases more rapidly than the
screening. Around n=2, UDMFT turns to decrease, cross-
ing U cRPA at n∼3.5. Finally around the filling end n∼5,
UDMFT again increases, as seen in the Hubbard model.
We see Uno-wing<UDMFT at all fillings. This is consis-
tent with the model analysis: The non-local contribu-
tions to the screening induce an anti-screening and lead
to the increase of the onsite interaction. Uno-wing is also
smaller than U cRPA and only weakly depends on the fill-
ing, consistently with the model analysis where the off-
site Coulomb interaction induces a screening weakly de-
pendent on filling. These comparisons clearly show that
the non-local polarization is the main source of the exotic
filling dependence of UDMFT.
It becomes now clear that the similar values of UDMFT

and U cRPA for SrVO3 is just a consequence of an approx-
imate cancellation of the anti-screening by the non-local
polarizations with the screening by the long-range inter-
action. In addition, U cRPA∼UDMFT∼Uno-wing for SrVO3

is partly ascribed to the small filling of the d1 system
where the polarization and screening are not large.
In the previous DMFT studies for the ab initio model,

rather large values of U compared to U cRPA have been
needed to reproduce the experimental results (e.g., the
insulating behavior of LaTiO3 [24]). Similarly, for the
2D Hubbard model, the Mott transition takes place at a
substantially larger U in the single-site DMFT than in
its cluster extension [25]. These aspects are ascribed to
the intersite correlation effects ignored in the single-site
DMFT with original U cRPA or U . The present scheme
with UDMFT at least partially takes account of the off-site
effects and will improve the results of the DMFT. The
vertex corrections ignored in the RPA form have been
estimated to be small for the conventional cRPA [1]. For
the present case, this estimate is left for future studies.
-Conclusion. We have examined a scheme to evalu-

ate the effective onsite interaction UDMFT for the DMFT.
Through the analysis based on the Hubbard model,
we have found unexpectedly an anti-screening effect in-
duced by non-local polarizations, which competes with
the screening effects caused by the off-site Coulomb in-
teraction in real materials. The anti-screening causes a
non-trivial filling dependence of UDMFT and increases the
effective interaction. Combining the present method with
DFT, we have indeed shown that UDMFT for SrVO3 ex-
hibits non-trivial filling dependence if the chemical po-
tential is varied.
-Acknowledgments. We would like to thank Takashi

TABLE I: Onsite bare (v), cRPA (UcRPA), present-scheme
(UDMFT), and full-RPA (W) interaction parameters calcu-
lated for SrVO3. The unit of energy is eV. The method was
implemented in two codes, Tokyo Ab initio Program Pack-
age [22] (left values) and the Vienna Ab initio Simulation
Package [23] (right ones), which yield almost identical values
for UcRPA. Otherwise, the latter values are generally 5-10 %
larger than those of the former, since the exact shape of the
orbitals is used in VASP.
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U

′ 13.7, 14.8 2.34, 2.35 2.27, 2.47 0.25, 0.30
J 0.59, 0.55 0.47, 0.49 0.47, 0.47 0.33, 0.39
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FIG. 2: (color online) Filling dependence of intra-orbital
(left) and inter-orbital (right) screened Coulomb repulsion
of SrVO3 evaluated within full RPA, cRPA, present scheme
(UDMFT), and “no-wing” methods, which are calculated with
TAPP [22].
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Table I: Spinor representation of hopping integrals (in meV) calculated for C
2

F and C
2

H on the basis of the
Wannier parametrization of the LDA+SO Hamiltonian.

C2F C2H

t01

✓
�232.84� 0.82i 1.35� 2.35i
�1.35� 2.35i �232.84 + 0.82i

◆ ✓
38.98 + 0.02 �0.14 + 0.25i
0.14 + 0.25i 38.98� 0.02i

◆

t02

✓
5.95 + 0i 0.65� 0.37i

�0.65� 0.37i 5.95 + 0i

◆ ✓
�114 + 0i 0.04� 0.02i

�0.04� 0.02i �114 + 0i

◆

t03

✓
�21.29� 0.1i 0.37� 0.64i
�0.37� 0.64i �21.29 + 0.1i

◆ ✓
�98.05 + 0.03i 0.01� 0.01i
�0.01� 0.01i �98.05� 0.03i

◆

t04

✓
�10.70 + 0i 0.39� 0.31i
�0.39� 0.31i �10.70 + 0i

◆ ✓
27.92 + 0i 0 + 0i
0 + 0i 27.92 + 0i

◆

t05

✓
�10.40 + 0.04i 0.37 + 0i
�0.37 + 0i �10.40� 0.04i

◆ ✓
11.86 + 0i �0.01 + 0i
0.01 + 0i 11.86 + 0i

◆

Table II: The calculated local and non-local partially
screened Coulomb interactions (in eV) for C

2

F and
C

2

H. The two values of JF
01

correspond to the fully
screened and bare interactions.

Interaction C2F C2H
U00 5.16 4.69
U01 2.46 2.19
U02 1.66 1.11
U03 1.46 0.85

JF
01 (screened) 0.018 0.034
JF
01 (bare) 0.044 0.099

Importantly, there are strong long-range Coulomb inter-
actions, which indicates significant spatial charge fluc-
tuations in these graphene-based systems. The direct
exchange interaction between the nearest Wannier func-
tions is much smaller than other Coulomb matrix ele-
ments. Nevertheless, as will be shown below, JF

ij plays a
principal role in the formation of the magnetic states of
C

2

H and C
2

F.

IV. MAGNETIC INTERACTIONS

Values of the calculated hopping integrals and
Coulomb interactions correspond to the strong local-
ization regime, tij ⌧ U

00

, that allows us to construct
a Heisenberg-type Hamiltonian for the localized spins
S = 1/2 within the superexchange theory developed by
Anderson.35 The corresponding spin model is given by

Ĥspin =
X

ij

JijŜiŜj +
X

ij

Dij [Ŝi ⇥ Ŝj ], (4)

Figure 3: Schematic representation of the hopping
paths in the triangular model for C

2

F and C
2

H. The
gray spheres denote the Wannier functions centered at

non-bonded carbon atoms.

where Ŝ is the spin operator, Jij andDij are the isotropic
and anisotropic (Dzyaloshinskii-Moriya) exchange inter-
actions. The summation over all pairs in Eq. (4) runs
twice.
Isotropic exchange interaction. In terms of the Hamil-

tonian parameters given by Eq. (1) the isotropic exchange
interaction can be expressed in the following form35,39

Jij =
1
eU
Tr�{t̂jit̂ij}� JF

ij , (5)
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I. DUAL BOSON THEORY

Many important e↵ects in physics of correlated sys-
tems are based on non-local interactions in solids and re-
lated with consistent description of collective excitations
(plasmons, magnons, orbitons etc.) which can strongly
a↵ect the original electronic degrees of freedom. Us-
ing first-principle constrain-RPA scheme? one can ob-
tain frequency dependent non-local interaction for cor-
related subspace screened by broad-bands of conducting
electrons. The simplest e↵ective action for such an ex-
tended Hubbard model reads

S = �
X

k⌫�

G�1
0k⌫c

+
k⌫�ck⌫� +

1

2

X

q!

Uq!n
⇤
q!nq!. (1)

where G0k⌫ = [i⌫ + µ � "k ]
�1 is a bare lattice Green’s

function and the interaction Uq! = U! + Vq! con-
sists of the on-site term U and non-local long-range
Coulomb interactions V , respectively. For simplicity we
include only charge fluctuations which are given by the
complex bosonic variable nq! =

P
k⌫�(c

+
k⌫ck+q,⌫+! �⌦

c+k⌫ck⌫
↵
�q!). We do not consider the exchange interac-

tions and local spin degrees of freedom that can be done
with some caution for vector spin boson case? . Moreover
we will investigate here only the single-band model but
preserve the matrix form of all equations keeping in mind
a simple generalization to the case of several orbitals or
bands.

The dual boson scheme? aims to treat the action (1)
in a way, similar to the dual-fermion approach. Addition-
ally the dual fermionic degrees of freedom, the bosonic
fields are treated in a similar manner. This allows for
a consideration of the strongly correlated systems be-
yond the Hubbard model. Also, it can be employed for
an explicit treatment of the collective excitations in the
Hubbard model. Here we present the basic idea of this
approach.

First, we split the lattice action (1) into a sum of the
e↵ective single-site local impurity reference actions Sref

i
defined by hybridization function �⌫ with screened local
interaction U! and a non-local remaining part S̃

S =
X

i

S(i)
ref +�S, (2)

which are given by the following relations

Sref =�
X

⌫�

G0k⌫c
+
⌫�c⌫� +

1

2

X

!

U! n⇤
!n! (3)

�S =
X

k⌫�

"̃k⌫ c
+
k⌫�ck⌫� +

1

2

X

q!

Ũq! n⇤
q!nq!. (4)

where G0k⌫ = [i⌫ + µ � �⌫ ]
�1 is a bath Green’s func-

tion, "̃k⌫ = "k � �⌫ and Ũq! = Uq! � U! and one can

see that we can incorporate arbitrary frequency depen-
dence of bare Coulomb interactions as well as electron
spectrum. The local bare interaction of the impurity
model is then equal to U! = U! + ⇤! and it is easy
to see that Uq! � U! = Vq! � ⇤! which makes the
method independent of the U -V separation. The impu-
rity problem with frequency dependent interactions (as
well as spin-dependent exchange) can be solved using,
e.g., continuous-time quantum Monte Carlo solvers? ? ,
and one can obtain the local impurity Green’s function
g⌫ , susceptibility �! and the renormalized interaction
W!. The lattice and the reference impurity Green’s func-
tions and susceptibilities are defined as follows:

Gk⌫/G
ref
⌫ = �

⌦
c c+

↵
k⌫/⌫ ref

, (5)

Xq!/�! = �hn n⇤iq!/! ref , (6)

W! = U! + U!�!U!, (7)

where the averages are taken with respect to the lattice
or impurity actions (??).

The strategy here is similar to the dual fermion scheme
and consists of e�cient perturbation scheme for �S in
the action formalism. To shorten the expressions, here
we do not write the formulas with the explicit source
fields, as they can be straightforwardly introduced in an
analogue to Sec. .... In addition to fermionic Hubbard-
Stratonovich transformation Eq. (??) on the first term
"̃k⌫c

+
⌫k�c⌫k� which give the dual fermion variables c̃+k⌫�,

c̃k⌫�, we will perform a bosonic transformation:

e
1
2

P
q!

n⇤
q!Ũq!nq!

=
q

det[Ũ�1
q! ]

Z
D[ñ] e

1
2

P
q!
{�ñ⇤

q!Ũ�1
q! ñq!+n⇤

!ñ!+ñ⇤
!n!}

. (8)

Note that the caution should be taken for convergence
problem of integral over new dual variable ñ due to the
signum of Ũq! which not a↵ect the final equations? . We
point out that the first transformation as in dual fermion
approach made exact relation to the reference impurity
system. Rescaling the bosonic fields ñq! with some fre-
quency dependent factor as ñq!↵�1

! , and integrating out
the original degrees of freedom c+ and c we arrive at the
dual boson action

S̃ = �
X

k⌫

G̃�1
0k⌫ c̃

+
k⌫� c̃k⌫� � 1

2

X

q!

W̃�1
0q!ñ

⇤
q!ñq! + Ṽ . (9)

with the bare dual fermion-boson propagators

G̃0 = [G�1
ref,⌫ +�⌫ � "k]

�1 �Gref
⌫ = GE �Gref

⌫ , (10)

W̃0 = ↵�1
!

⇥
[Uq � U!]

�1 � �!

⇤�1
↵�1
! = WE �Wref

! ,
(11)

Starting „low-energy“ Hamiltonian with screened interactions (also Jq S*S)  

Only „d-bands“ bare Green‘s function 

Screened Coulomb interaction for „d-bands“ 
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I. DUAL BOSON THEORY
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tems are based on non-local interactions in solids and re-
lated with consistent description of collective excitations
(plasmons, magnons, orbitons etc.) which can strongly
a↵ect the original electronic degrees of freedom. Us-
ing first-principle constrain-RPA scheme? one can ob-
tain frequency dependent non-local interaction for cor-
related subspace screened by broad-bands of conducting
electrons. The simplest e↵ective action for such an ex-
tended Hubbard model reads
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where G0k⌫ = [i⌫ + µ � "k ]
�1 is a bare lattice Green’s

function and the interaction Uq! = U! + Vq! con-
sists of the on-site term U and non-local long-range
Coulomb interactions V , respectively. For simplicity we
include only charge fluctuations which are given by the
complex bosonic variable nq! =

P
k⌫�(c

+
k⌫ck+q,⌫+! �⌦

c+k⌫ck⌫
↵
�q!). We do not consider the exchange interac-

tions and local spin degrees of freedom that can be done
with some caution for vector spin boson case? . Moreover
we will investigate here only the single-band model but
preserve the matrix form of all equations keeping in mind
a simple generalization to the case of several orbitals or
bands.

The dual boson scheme? aims to treat the action (1)
in a way, similar to the dual-fermion approach. Addition-
ally the dual fermionic degrees of freedom, the bosonic
fields are treated in a similar manner. This allows for
a consideration of the strongly correlated systems be-
yond the Hubbard model. Also, it can be employed for
an explicit treatment of the collective excitations in the
Hubbard model. Here we present the basic idea of this
approach.

First, we split the lattice action (1) into a sum of the
e↵ective single-site local impurity reference actions Sref
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defined by hybridization function �⌫ with screened local
interaction U! and a non-local remaining part S̃
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where G0k⌫ = [i⌫ + µ � �⌫ ]
�1 is a bath Green’s func-

tion, "̃k⌫ = "k � �⌫ and Ũq! = Uq! � U! and one can

see that we can incorporate arbitrary frequency depen-
dence of bare Coulomb interactions as well as electron
spectrum. The local bare interaction of the impurity
model is then equal to U! = U! + ⇤! and it is easy
to see that Uq! � U! = Vq! � ⇤! which makes the
method independent of the U -V separation. The impu-
rity problem with frequency dependent interactions (as
well as spin-dependent exchange) can be solved using,
e.g., continuous-time quantum Monte Carlo solvers? ? ,
and one can obtain the local impurity Green’s function
g⌫ , susceptibility �! and the renormalized interaction
W!. The lattice and the reference impurity Green’s func-
tions and susceptibilities are defined as follows:
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, (5)
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where the averages are taken with respect to the lattice
or impurity actions (??).

The strategy here is similar to the dual fermion scheme
and consists of e�cient perturbation scheme for �S in
the action formalism. To shorten the expressions, here
we do not write the formulas with the explicit source
fields, as they can be straightforwardly introduced in an
analogue to Sec. .... In addition to fermionic Hubbard-
Stratonovich transformation Eq. (??) on the first term
"̃k⌫c

+
⌫k�c⌫k� which give the dual fermion variables c̃+k⌫�,

c̃k⌫�, we will perform a bosonic transformation:

e
1
2

P
q!

n⇤
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Note that the caution should be taken for convergence
problem of integral over new dual variable ñ due to the
signum of Ũq! which not a↵ect the final equations? . We
point out that the first transformation as in dual fermion
approach made exact relation to the reference impurity
system. Rescaling the bosonic fields ñq! with some fre-
quency dependent factor as ñq!↵�1

! , and integrating out
the original degrees of freedom c+ and c we arrive at the
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tain frequency dependent non-local interaction for cor-
related subspace screened by broad-bands of conducting
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where G0k⌫ = [i⌫ + µ � "k ]
�1 is a bare lattice Green’s

function and the interaction Uq! = U! + Vq! con-
sists of the on-site term U and non-local long-range
Coulomb interactions V , respectively. For simplicity we
include only charge fluctuations which are given by the
complex bosonic variable nq! =

P
k⌫�(c

+
k⌫ck+q,⌫+! �⌦

c+k⌫ck⌫
↵
�q!). We do not consider the exchange interac-

tions and local spin degrees of freedom that can be done
with some caution for vector spin boson case? . Moreover
we will investigate here only the single-band model but
preserve the matrix form of all equations keeping in mind
a simple generalization to the case of several orbitals or
bands.

The dual boson scheme? aims to treat the action (1)
in a way, similar to the dual-fermion approach. Addition-
ally the dual fermionic degrees of freedom, the bosonic
fields are treated in a similar manner. This allows for
a consideration of the strongly correlated systems be-
yond the Hubbard model. Also, it can be employed for
an explicit treatment of the collective excitations in the
Hubbard model. Here we present the basic idea of this
approach.

First, we split the lattice action (1) into a sum of the
e↵ective single-site local impurity reference actions Sref
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defined by hybridization function �⌫ with screened local
interaction U! and a non-local remaining part S̃

S =
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which are given by the following relations
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�1 is a bath Green’s func-
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see that we can incorporate arbitrary frequency depen-
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spectrum. The local bare interaction of the impurity
model is then equal to U! = U! + ⇤! and it is easy
to see that Uq! � U! = Vq! � ⇤! which makes the
method independent of the U -V separation. The impu-
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well as spin-dependent exchange) can be solved using,
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(plasmons, magnons, orbitons etc.) which can strongly
a↵ect the original electronic degrees of freedom. Us-
ing first-principle constrain-RPA scheme? one can ob-
tain frequency dependent non-local interaction for cor-
related subspace screened by broad-bands of conducting
electrons. The simplest e↵ective action for such an ex-
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function and the interaction Uq! = U! + Vq! con-
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tions and local spin degrees of freedom that can be done
with some caution for vector spin boson case? . Moreover
we will investigate here only the single-band model but
preserve the matrix form of all equations keeping in mind
a simple generalization to the case of several orbitals or
bands.

The dual boson scheme? aims to treat the action (1)
in a way, similar to the dual-fermion approach. Addition-
ally the dual fermionic degrees of freedom, the bosonic
fields are treated in a similar manner. This allows for
a consideration of the strongly correlated systems be-
yond the Hubbard model. Also, it can be employed for
an explicit treatment of the collective excitations in the
Hubbard model. Here we present the basic idea of this
approach.

First, we split the lattice action (1) into a sum of the
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! , and integrating out
the original degrees of freedom c+ and c we arrive at the
dual boson action

S̃ = �
X

k⌫

G̃�1
0k⌫ c̃

+
k⌫� c̃k⌫� � 1

2

X

q!

W̃�1
0q!ñ
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signum of Ũq! which not a↵ect the final equations? . We
point out that the first transformation as in dual fermion
approach made exact relation to the reference impurity
system. Rescaling the bosonic fields ñq! with some fre-
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! , and integrating out
the original degrees of freedom c+ and c we arrive at the
dual boson action

S̃ = �
X

k⌫

G̃�1
0k⌫ c̃

+
k⌫� c̃k⌫� � 1

2

X

q!

W̃�1
0q!ñ
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method independent of the U -V separation. The impu-
rity problem with frequency dependent interactions (as
well as spin-dependent exchange) can be solved using,
e.g., continuous-time quantum Monte Carlo solvers? ? ,
and one can obtain the local impurity Green’s function
g⌫ , susceptibility �! and the renormalized interaction
W!. The lattice and the reference impurity Green’s func-
tions and susceptibilities are defined as follows:

Gk⌫/G
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, (5)

Xq!/�! = �hn n⇤iq!/! ref , (6)

W! = U! + U!�!U!, (7)

where the averages are taken with respect to the lattice
or impurity actions (??).

The strategy here is similar to the dual fermion scheme
and consists of e�cient perturbation scheme for �S in
the action formalism. To shorten the expressions, here
we do not write the formulas with the explicit source
fields, as they can be straightforwardly introduced in an
analogue to Sec. .... In addition to fermionic Hubbard-
Stratonovich transformation Eq. (??) on the first term
"̃k⌫c

+
⌫k�c⌫k� which give the dual fermion variables c̃+k⌫�,
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Note that the caution should be taken for convergence
problem of integral over new dual variable ñ due to the
signum of Ũq! which not a↵ect the final equations? . We
point out that the first transformation as in dual fermion
approach made exact relation to the reference impurity
system. Rescaling the bosonic fields ñq! with some fre-
quency dependent factor as ñq!↵�1

! , and integrating out
the original degrees of freedom c+ and c we arrive at the
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I. DUAL BOSON THEORY

Many important e↵ects in physics of correlated sys-
tems are based on non-local interactions in solids and re-
lated with consistent description of collective excitations
(plasmons, magnons, orbitons etc.) which can strongly
a↵ect the original electronic degrees of freedom. Us-
ing first-principle constrain-RPA scheme? one can ob-
tain frequency dependent non-local interaction for cor-
related subspace screened by broad-bands of conducting
electrons. The simplest e↵ective action for such an ex-
tended Hubbard model reads
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where G0k⌫ = [i⌫ + µ � "k ]
�1 is a bare lattice Green’s

function and the interaction Uq! = U! + Vq! con-
sists of the on-site term U and non-local long-range
Coulomb interactions V , respectively. For simplicity we
include only charge fluctuations which are given by the
complex bosonic variable nq! =
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c+k⌫ck⌫
↵
�q!). We do not consider the exchange interac-

tions and local spin degrees of freedom that can be done
with some caution for vector spin boson case? . Moreover
we will investigate here only the single-band model but
preserve the matrix form of all equations keeping in mind
a simple generalization to the case of several orbitals or
bands.

The dual boson scheme? aims to treat the action (1)
in a way, similar to the dual-fermion approach. Addition-
ally the dual fermionic degrees of freedom, the bosonic
fields are treated in a similar manner. This allows for
a consideration of the strongly correlated systems be-
yond the Hubbard model. Also, it can be employed for
an explicit treatment of the collective excitations in the
Hubbard model. Here we present the basic idea of this
approach.

First, we split the lattice action (1) into a sum of the
e↵ective single-site local impurity reference actions Sref

i
defined by hybridization function �⌫ with screened local
interaction U! and a non-local remaining part S̃
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�1 is a bath Green’s func-

tion, "̃k⌫ = "k � �⌫ and Ũq! = Uq! � U! and one can

see that we can incorporate arbitrary frequency depen-
dence of bare Coulomb interactions as well as electron
spectrum. The local bare interaction of the impurity
model is then equal to U! = U! + ⇤! and it is easy
to see that Uq! � U! = Vq! � ⇤! which makes the
method independent of the U -V separation. The impu-
rity problem with frequency dependent interactions (as
well as spin-dependent exchange) can be solved using,
e.g., continuous-time quantum Monte Carlo solvers? ? ,
and one can obtain the local impurity Green’s function
g⌫ , susceptibility �! and the renormalized interaction
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W! = U! + U!�!U!, (7)

where the averages are taken with respect to the lattice
or impurity actions (??).

The strategy here is similar to the dual fermion scheme
and consists of e�cient perturbation scheme for �S in
the action formalism. To shorten the expressions, here
we do not write the formulas with the explicit source
fields, as they can be straightforwardly introduced in an
analogue to Sec. .... In addition to fermionic Hubbard-
Stratonovich transformation Eq. (??) on the first term
"̃k⌫c

+
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q!Ũ�1
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Note that the caution should be taken for convergence
problem of integral over new dual variable ñ due to the
signum of Ũq! which not a↵ect the final equations? . We
point out that the first transformation as in dual fermion
approach made exact relation to the reference impurity
system. Rescaling the bosonic fields ñq! with some fre-
quency dependent factor as ñq!↵�1

! , and integrating out
the original degrees of freedom c+ and c we arrive at the
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+
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⇤
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I. DUAL BOSON THEORY

Many important e↵ects in physics of correlated sys-
tems are based on non-local interactions in solids and re-
lated with consistent description of collective excitations
(plasmons, magnons, orbitons etc.) which can strongly
a↵ect the original electronic degrees of freedom. Us-
ing first-principle constrain-RPA scheme? one can ob-
tain frequency dependent non-local interaction for cor-
related subspace screened by broad-bands of conducting
electrons. The simplest e↵ective action for such an ex-
tended Hubbard model reads
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where G0k⌫ = [i⌫ + µ � "k ]
�1 is a bare lattice Green’s

function and the interaction Uq! = U! + Vq! con-
sists of the on-site term U and non-local long-range
Coulomb interactions V , respectively. For simplicity we
include only charge fluctuations which are given by the
complex bosonic variable nq! =

P
k⌫�(c

+
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c+k⌫ck⌫
↵
�q!). We do not consider the exchange interac-

tions and local spin degrees of freedom that can be done
with some caution for vector spin boson case? . Moreover
we will investigate here only the single-band model but
preserve the matrix form of all equations keeping in mind
a simple generalization to the case of several orbitals or
bands.

The dual boson scheme? aims to treat the action (1)
in a way, similar to the dual-fermion approach. Addition-
ally the dual fermionic degrees of freedom, the bosonic
fields are treated in a similar manner. This allows for
a consideration of the strongly correlated systems be-
yond the Hubbard model. Also, it can be employed for
an explicit treatment of the collective excitations in the
Hubbard model. Here we present the basic idea of this
approach.

First, we split the lattice action (1) into a sum of the
e↵ective single-site local impurity reference actions Sref

i
defined by hybridization function �⌫ with screened local
interaction U! and a non-local remaining part S̃

S =
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where G0k⌫ = [i⌫ + µ � �⌫ ]
�1 is a bath Green’s func-

tion, "̃k⌫ = "k � �⌫ and Ũq! = Uq! � U! and one can

see that we can incorporate arbitrary frequency depen-
dence of bare Coulomb interactions as well as electron
spectrum. The local bare interaction of the impurity
model is then equal to U! = U! + ⇤! and it is easy
to see that Uq! � U! = Vq! � ⇤! which makes the
method independent of the U -V separation. The impu-
rity problem with frequency dependent interactions (as
well as spin-dependent exchange) can be solved using,
e.g., continuous-time quantum Monte Carlo solvers? ? ,
and one can obtain the local impurity Green’s function
g⌫ , susceptibility �! and the renormalized interaction
W!. The lattice and the reference impurity Green’s func-
tions and susceptibilities are defined as follows:

Gk⌫/G
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↵
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, (5)

Xq!/�! = �hn n⇤iq!/! ref , (6)

W! = U! + U!�!U!, (7)

where the averages are taken with respect to the lattice
or impurity actions (??).

The strategy here is similar to the dual fermion scheme
and consists of e�cient perturbation scheme for �S in
the action formalism. To shorten the expressions, here
we do not write the formulas with the explicit source
fields, as they can be straightforwardly introduced in an
analogue to Sec. .... In addition to fermionic Hubbard-
Stratonovich transformation Eq. (??) on the first term
"̃k⌫c

+
⌫k�c⌫k� which give the dual fermion variables c̃+k⌫�,
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Note that the caution should be taken for convergence
problem of integral over new dual variable ñ due to the
signum of Ũq! which not a↵ect the final equations? . We
point out that the first transformation as in dual fermion
approach made exact relation to the reference impurity
system. Rescaling the bosonic fields ñq! with some fre-
quency dependent factor as ñq!↵�1

! , and integrating out
the original degrees of freedom c+ and c we arrive at the
dual boson action
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+
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I. DUAL BOSON THEORY

Many important e↵ects in physics of correlated sys-
tems are based on non-local interactions in solids and re-
lated with consistent description of collective excitations
(plasmons, magnons, orbitons etc.) which can strongly
a↵ect the original electronic degrees of freedom. Us-
ing first-principle constrain-RPA scheme? one can ob-
tain frequency dependent non-local interaction for cor-
related subspace screened by broad-bands of conducting
electrons. The simplest e↵ective action for such an ex-
tended Hubbard model reads
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where G0k⌫ = [i⌫ + µ � "k ]
�1 is a bare lattice Green’s

function and the interaction Uq! = U! + Vq! con-
sists of the on-site term U and non-local long-range
Coulomb interactions V , respectively. For simplicity we
include only charge fluctuations which are given by the
complex bosonic variable nq! =

P
k⌫�(c

+
k⌫ck+q,⌫+! �⌦

c+k⌫ck⌫
↵
�q!). We do not consider the exchange interac-

tions and local spin degrees of freedom that can be done
with some caution for vector spin boson case? . Moreover
we will investigate here only the single-band model but
preserve the matrix form of all equations keeping in mind
a simple generalization to the case of several orbitals or
bands.

The dual boson scheme? aims to treat the action (1)
in a way, similar to the dual-fermion approach. Addition-
ally the dual fermionic degrees of freedom, the bosonic
fields are treated in a similar manner. This allows for
a consideration of the strongly correlated systems be-
yond the Hubbard model. Also, it can be employed for
an explicit treatment of the collective excitations in the
Hubbard model. Here we present the basic idea of this
approach.

First, we split the lattice action (1) into a sum of the
e↵ective single-site local impurity reference actions Sref

i
defined by hybridization function �⌫ with screened local
interaction U! and a non-local remaining part S̃

S =
X

i

S(i)
ref +�S, (2)

which are given by the following relations
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where G0k⌫ = [i⌫ + µ � �⌫ ]
�1 is a bath Green’s func-

tion, "̃k⌫ = "k � �⌫ and Ũq! = Uq! � U! and one can

see that we can incorporate arbitrary frequency depen-
dence of bare Coulomb interactions as well as electron
spectrum. The local bare interaction of the impurity
model is then equal to U! = U! + ⇤! and it is easy
to see that Uq! � U! = Vq! � ⇤! which makes the
method independent of the U -V separation. The impu-
rity problem with frequency dependent interactions (as
well as spin-dependent exchange) can be solved using,
e.g., continuous-time quantum Monte Carlo solvers? ? ,
and one can obtain the local impurity Green’s function
g⌫ , susceptibility �! and the renormalized interaction
W!. The lattice and the reference impurity Green’s func-
tions and susceptibilities are defined as follows:
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, (5)

Xq!/�! = �hn n⇤iq!/! ref , (6)

W! = U! + U!�!U!, (7)

where the averages are taken with respect to the lattice
or impurity actions (??).

The strategy here is similar to the dual fermion scheme
and consists of e�cient perturbation scheme for �S in
the action formalism. To shorten the expressions, here
we do not write the formulas with the explicit source
fields, as they can be straightforwardly introduced in an
analogue to Sec. .... In addition to fermionic Hubbard-
Stratonovich transformation Eq. (??) on the first term
"̃k⌫c

+
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{�ñ⇤

q!Ũ�1
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Note that the caution should be taken for convergence
problem of integral over new dual variable ñ due to the
signum of Ũq! which not a↵ect the final equations? . We
point out that the first transformation as in dual fermion
approach made exact relation to the reference impurity
system. Rescaling the bosonic fields ñq! with some fre-
quency dependent factor as ñq!↵�1

! , and integrating out
the original degrees of freedom c+ and c we arrive at the
dual boson action
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+
k⌫� c̃k⌫� � 1

2

X

q!

W̃�1
0q!ñ
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I. DUAL BOSON THEORY

Many important e↵ects in physics of correlated sys-
tems are based on non-local interactions in solids and re-
lated with consistent description of collective excitations
(plasmons, magnons, orbitons etc.) which can strongly
a↵ect the original electronic degrees of freedom. Us-
ing first-principle constrain-RPA scheme? one can ob-
tain frequency dependent non-local interaction for cor-
related subspace screened by broad-bands of conducting
electrons. The simplest e↵ective action for such an ex-
tended Hubbard model reads
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where G0k⌫ = [i⌫ + µ � "k ]
�1 is a bare lattice Green’s

function and the interaction Uq! = U! + Vq! con-
sists of the on-site term U and non-local long-range
Coulomb interactions V , respectively. For simplicity we
include only charge fluctuations which are given by the
complex bosonic variable nq! =
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tions and local spin degrees of freedom that can be done
with some caution for vector spin boson case? . Moreover
we will investigate here only the single-band model but
preserve the matrix form of all equations keeping in mind
a simple generalization to the case of several orbitals or
bands.

The dual boson scheme? aims to treat the action (1)
in a way, similar to the dual-fermion approach. Addition-
ally the dual fermionic degrees of freedom, the bosonic
fields are treated in a similar manner. This allows for
a consideration of the strongly correlated systems be-
yond the Hubbard model. Also, it can be employed for
an explicit treatment of the collective excitations in the
Hubbard model. Here we present the basic idea of this
approach.

First, we split the lattice action (1) into a sum of the
e↵ective single-site local impurity reference actions Sref
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defined by hybridization function �⌫ with screened local
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where G0k⌫ = [i⌫ + µ � �⌫ ]
�1 is a bath Green’s func-
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spectrum. The local bare interaction of the impurity
model is then equal to U! = U! + ⇤! and it is easy
to see that Uq! � U! = Vq! � ⇤! which makes the
method independent of the U -V separation. The impu-
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e.g., continuous-time quantum Monte Carlo solvers? ? ,
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where the averages are taken with respect to the lattice
or impurity actions (??).

The strategy here is similar to the dual fermion scheme
and consists of e�cient perturbation scheme for �S in
the action formalism. To shorten the expressions, here
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Note that the caution should be taken for convergence
problem of integral over new dual variable ñ due to the
signum of Ũq! which not a↵ect the final equations? . We
point out that the first transformation as in dual fermion
approach made exact relation to the reference impurity
system. Rescaling the bosonic fields ñq! with some fre-
quency dependent factor as ñq!↵�1

! , and integrating out
the original degrees of freedom c+ and c we arrive at the
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lated with consistent description of collective excitations
(plasmons, magnons, orbitons etc.) which can strongly
a↵ect the original electronic degrees of freedom. Us-
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tions and local spin degrees of freedom that can be done
with some caution for vector spin boson case? . Moreover
we will investigate here only the single-band model but
preserve the matrix form of all equations keeping in mind
a simple generalization to the case of several orbitals or
bands.

The dual boson scheme? aims to treat the action (1)
in a way, similar to the dual-fermion approach. Addition-
ally the dual fermionic degrees of freedom, the bosonic
fields are treated in a similar manner. This allows for
a consideration of the strongly correlated systems be-
yond the Hubbard model. Also, it can be employed for
an explicit treatment of the collective excitations in the
Hubbard model. Here we present the basic idea of this
approach.

First, we split the lattice action (1) into a sum of the
e↵ective single-site local impurity reference actions Sref

i
defined by hybridization function �⌫ with screened local
interaction U! and a non-local remaining part S̃

S =
X

i

S(i)
ref +�S, (2)

which are given by the following relations

Sref =�
X

⌫�

G0k⌫c
+
⌫�c⌫� +

1

2

X

!

U! n⇤
!n! (3)

�S =
X

k⌫�

"̃k⌫ c
+
k⌫�ck⌫� +

1

2

X

q!
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{�ñ⇤

q!Ũ�1
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! , and integrating out
the original degrees of freedom c+ and c we arrive at the
dual boson action

S̃ = �
X

k⌫

G̃�1
0k⌫ c̃

+
k⌫� c̃k⌫� � 1

2

X

q!

W̃�1
0q!ñ
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Ũq! n⇤
q!nq!. (4)

where G0k⌫ = [i⌫ + µ � �⌫ ]
�1 is a bath Green’s func-

tion, "̃k⌫ = "k � �⌫ and Ũq! = Uq! � U! and one can
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signum of Ũq! which not a↵ect the final equations? . We
point out that the first transformation as in dual fermion
approach made exact relation to the reference impurity
system. Rescaling the bosonic fields ñq! with some fre-
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q!ñq! + Ṽ . (9)

with the bare dual fermion-boson propagators

G̃0 = [G�1
ref,⌫ +�⌫ � "k]

�1 �Gref
⌫ = GE �Gref

⌫ , (10)

W̃0 = ↵�1
!

⇥
[Uq � U!]

�1 � �!

⇤�1
↵�1
! = WE �Wref

! ,
(11)

Dual Boson theory: non-local correlations and collective excitations

(Dated: September 11, 2016)

I. DUAL BOSON THEORY

Many important e↵ects in physics of correlated sys-
tems are based on non-local interactions in solids and re-
lated with consistent description of collective excitations
(plasmons, magnons, orbitons etc.) which can strongly
a↵ect the original electronic degrees of freedom. Us-
ing first-principle constrain-RPA scheme? one can ob-
tain frequency dependent non-local interaction for cor-
related subspace screened by broad-bands of conducting
electrons. The simplest e↵ective action for such an ex-
tended Hubbard model reads

S = �
X

k⌫�

G�1
0k⌫c

+
k⌫�ck⌫� +

1

2

X

q!

Uq!n
⇤
q!nq!. (1)

where G0k⌫ = [i⌫ + µ � "k ]
�1 is a bare lattice Green’s

function and the interaction Uq! = U! + Vq! con-
sists of the on-site term U and non-local long-range
Coulomb interactions V , respectively. For simplicity we
include only charge fluctuations which are given by the
complex bosonic variable nq! =

P
k⌫�(c

+
k⌫ck+q,⌫+! �⌦

c+k⌫ck⌫
↵
�q!). We do not consider the exchange interac-

tions and local spin degrees of freedom that can be done
with some caution for vector spin boson case? . Moreover
we will investigate here only the single-band model but
preserve the matrix form of all equations keeping in mind
a simple generalization to the case of several orbitals or
bands.

The dual boson scheme? aims to treat the action (1)
in a way, similar to the dual-fermion approach. Addition-
ally the dual fermionic degrees of freedom, the bosonic
fields are treated in a similar manner. This allows for
a consideration of the strongly correlated systems be-
yond the Hubbard model. Also, it can be employed for
an explicit treatment of the collective excitations in the
Hubbard model. Here we present the basic idea of this
approach.

First, we split the lattice action (1) into a sum of the
e↵ective single-site local impurity reference actions Sref

i
defined by hybridization function �⌫ with screened local
interaction U! and a non-local remaining part S̃

S =
X

i

S(i)
ref +�S, (2)

which are given by the following relations

Sref =�
X

⌫�

G0k⌫c
+
⌫�c⌫� +

1

2

X

!

U! n⇤
!n! (3)

�S =
X

k⌫�

"̃k⌫ c
+
k⌫�ck⌫� +

1

2

X

q!
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spectrum. The local bare interaction of the impurity
model is then equal to U! = U! + ⇤! and it is easy
to see that Uq! � U! = Vq! � ⇤! which makes the
method independent of the U -V separation. The impu-
rity problem with frequency dependent interactions (as
well as spin-dependent exchange) can be solved using,
e.g., continuous-time quantum Monte Carlo solvers? ? ,
and one can obtain the local impurity Green’s function
g⌫ , susceptibility �! and the renormalized interaction
W!. The lattice and the reference impurity Green’s func-
tions and susceptibilities are defined as follows:
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, (5)
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where the averages are taken with respect to the lattice
or impurity actions (??).

The strategy here is similar to the dual fermion scheme
and consists of e�cient perturbation scheme for �S in
the action formalism. To shorten the expressions, here
we do not write the formulas with the explicit source
fields, as they can be straightforwardly introduced in an
analogue to Sec. .... In addition to fermionic Hubbard-
Stratonovich transformation Eq. (??) on the first term
"̃k⌫c

+
⌫k�c⌫k� which give the dual fermion variables c̃+k⌫�,

c̃k⌫�, we will perform a bosonic transformation:

e
1
2

P
q!

n⇤
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Note that the caution should be taken for convergence
problem of integral over new dual variable ñ due to the
signum of Ũq! which not a↵ect the final equations? . We
point out that the first transformation as in dual fermion
approach made exact relation to the reference impurity
system. Rescaling the bosonic fields ñq! with some fre-
quency dependent factor as ñq!↵�1

! , and integrating out
the original degrees of freedom c+ and c we arrive at the
dual boson action
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I. DUAL BOSON THEORY

Many important e↵ects in physics of correlated sys-
tems are based on non-local interactions in solids and re-
lated with consistent description of collective excitations
(plasmons, magnons, orbitons etc.) which can strongly
a↵ect the original electronic degrees of freedom. Us-
ing first-principle constrain-RPA scheme? one can ob-
tain frequency dependent non-local interaction for cor-
related subspace screened by broad-bands of conducting
electrons. The simplest e↵ective action for such an ex-
tended Hubbard model reads
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function and the interaction Uq! = U! + Vq! con-
sists of the on-site term U and non-local long-range
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include only charge fluctuations which are given by the
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tions and local spin degrees of freedom that can be done
with some caution for vector spin boson case? . Moreover
we will investigate here only the single-band model but
preserve the matrix form of all equations keeping in mind
a simple generalization to the case of several orbitals or
bands.

The dual boson scheme? aims to treat the action (1)
in a way, similar to the dual-fermion approach. Addition-
ally the dual fermionic degrees of freedom, the bosonic
fields are treated in a similar manner. This allows for
a consideration of the strongly correlated systems be-
yond the Hubbard model. Also, it can be employed for
an explicit treatment of the collective excitations in the
Hubbard model. Here we present the basic idea of this
approach.

First, we split the lattice action (1) into a sum of the
e↵ective single-site local impurity reference actions Sref
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!ñ!+ñ⇤
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! , and integrating out
the original degrees of freedom c+ and c we arrive at the
dual boson action

S̃ = �
X

k⌫

G̃�1
0k⌫ c̃

+
k⌫� c̃k⌫� � 1

2

X

q!

W̃�1
0q!ñ

⇤
q!ñq! + Ṽ . (9)
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tion, "̃k⌫ = "k � �⌫ and Ũq! = Uq! � U! and one can

see that we can incorporate arbitrary frequency depen-
dence of bare Coulomb interactions as well as electron
spectrum. The local bare interaction of the impurity
model is then equal to U! = U! + ⇤! and it is easy
to see that Uq! � U! = Vq! � ⇤! which makes the
method independent of the U -V separation. The impu-
rity problem with frequency dependent interactions (as
well as spin-dependent exchange) can be solved using,
e.g., continuous-time quantum Monte Carlo solvers? ? ,
and one can obtain the local impurity Green’s function
g⌫ , susceptibility �! and the renormalized interaction
W!. The lattice and the reference impurity Green’s func-
tions and susceptibilities are defined as follows:

Gk⌫/G
ref
⌫ = �

⌦
c c+

↵
k⌫/⌫ ref

, (5)

Xq!/�! = �hn n⇤iq!/! ref , (6)

W! = U! + U!�!U!, (7)

where the averages are taken with respect to the lattice
or impurity actions (??).

The strategy here is similar to the dual fermion scheme
and consists of e�cient perturbation scheme for �S in
the action formalism. To shorten the expressions, here
we do not write the formulas with the explicit source
fields, as they can be straightforwardly introduced in an
analogue to Sec. .... In addition to fermionic Hubbard-
Stratonovich transformation Eq. (??) on the first term
"̃k⌫c

+
⌫k�c⌫k� which give the dual fermion variables c̃+k⌫�,

c̃k⌫�, we will perform a bosonic transformation:

e
1
2

P
q!

n⇤
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and the dual interaction term Ṽ . We introduce also the
fermion (GE) and boson (WE) propagators for the ex-
tended DMFT theory and we chose ↵! = W!/U! =
(1 + U!�!) as the local renormalization factor.

The explicit form of the dual interaction can be ob-
tained expanding the c+, c-dependent part of the par-
tition function in an infinite series and integrating out
these degrees of freedom. The two first terms in Ṽ are
given by

Ṽ = �⌫! c̃+⌫ c̃⌫+!ñ
⇤
! +

1

4
F⌫⌫0! c̃+⌫ c̃

+
⌫0 c̃⌫+! c̃⌫0�!; (12)

hereafter in this section the spin indices are omitted for
simplicity. We define the three-point vertex �⌫! via the
original variables of the impurity reference system in the
following way?

�⌫! = G�1
⌫ G�1

⌫+!↵
�1
!

⌦
c⌫c

+
⌫+!n!

↵
, (13)

The four-point vertex function F⌫⌫0! is defined similar to
the same quantity of the dual fermion scheme. Further,
the dual Green’s function G̃k⌫ = �

⌦
c̃k⌫ c̃

+
k⌫

↵
and renor-

malized dual interaction W̃q! = �
⌦
ñq!ñ

⇤
q!

↵
, as well

as dual self-energy ⌃̃k⌫ and polarization operator ⇧̃q!,
can be obtained diagrammatically (Fig....)? ? ? . This
defines the renormalized dual propagators in a standard
way. An important property of the theory is that the
free dual boson propagators correspond to the EDMFT
approximation. Finally, the Green’s function Gk⌫ and
the renormalized interaction Wq! of the original model
can be exactly expressed in terms of the dual quantities
via the similar Dyson Eqs. (??)-(??) as follows

G�1
k⌫ = G�1

E � ⌃̃k⌫(1 +Gref
⌫ ⌃̃k⌫)

�1 (14)

W�1
q! = W�1

E � ⇧̃q!(1 +Wref
! ⇧̃q!)

�1, (15)

Finally, the self-consistency conditions should be in-
troduced to determine the values of the fermionic and
bosonic hybridizations. The most physical relevant self-
consistency conditions for the dual boson scheme were
found to be the requirements that the impurity problem
Green’s functions mimic the local lattice properties:

X

k

Gk⌫ = Gref
⌫ , (16)

X

q

Wq! = Wref
! . (17)

It is important to point out that whereas the requirement
of the DF method is closely related to the absence of lo-
cal part of the dual Green’s function, it is not the case

for the dual bosons, because of the more complicated
structure of the diagram series. Instead, the condition
(17) is related? to the vanishing of the local part of the
diagram sequence including both bosonic and fermionic
propagators (so-called superline). In this case the fully
renormalized dual theory is free from the double-counting
problem by construction, and the local impurity contri-
bution is excluded from the diagrams on the level of the
bare propagators?

Finally, we mention the useful relation between the
renormalized dual interaction W̃q! and lattice suscepti-
bility from HS-transformation (Eq. ???):

Xq! = Ũ�1
q! ↵

�1
! W̃q!↵

�1
! Ũ�1

q! � Ũ�1
q! . (18)

END: The rest is for the applications sections

This method has been applied to various problems
related to charge ordering and charge excitations in
strongly correlated systems? ? ? ? ? ? ? ? . The problem
of plasmon spectrum in strongly correlated systems?

seems to provide the best example of its opportuni-
ties. The point is to take into account properly charge
conservation law which is a highly nontrivial problem
when working with exact Green’s functions? ? . In-
deed, the charge (particle number) conservation results
in the equation !2 hnn⇤iq! = q2 hjj⇤iq!and therefore it
should be hnn⇤iq=0 = 0 at any finite frequency (pro-
vided that the current-current correlator < jj⇤ >!,q=0

is finite). For 3D systems with Coulomb interaction the
long-wavelength asymptotic behaviour for the density-

density correlator should be < nn⇤ >!,q!0/ q2

!2+!2
p
,

where !p is the plasma frequency. The RPA for free
electrons is proven to obey this property, since X0

!,q!0

vanishes with G = (i⌫ � "q)�1, but if we just replace
the bare Green’s functions by the renormalized ones, the
conservation law will be broken? . Indeed, following the
expression X0

!q = �
P

k⌫ G⌫kG⌫+!k+q can be rewritten
as

X0
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q! ↵

�1
! W̃q!↵

�1
! Ũ�1
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way. An important property of the theory is that the
free dual boson propagators correspond to the EDMFT
approximation. Finally, the Green’s function Gk⌫ and
the renormalized interaction Wq! of the original model
can be exactly expressed in terms of the dual quantities
via the similar Dyson Eqs. (??)-(??) as follows
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⌫ ⌃̃k⌫)
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Finally, the self-consistency conditions should be in-
troduced to determine the values of the fermionic and
bosonic hybridizations. The most physical relevant self-
consistency conditions for the dual boson scheme were
found to be the requirements that the impurity problem
Green’s functions mimic the local lattice properties:

X

k

Gk⌫ = Gref
⌫ , (16)

X

q

Wq! = Wref
! . (17)

It is important to point out that whereas the requirement
of the DF method is closely related to the absence of lo-
cal part of the dual Green’s function, it is not the case

for the dual bosons, because of the more complicated
structure of the diagram series. Instead, the condition
(17) is related? to the vanishing of the local part of the
diagram sequence including both bosonic and fermionic
propagators (so-called superline). In this case the fully
renormalized dual theory is free from the double-counting
problem by construction, and the local impurity contri-
bution is excluded from the diagrams on the level of the
bare propagators?

Finally, we mention the useful relation between the
renormalized dual interaction W̃q! and lattice suscepti-
bility from HS-transformation (Eq. ???):
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END: The rest is for the applications sections

This method has been applied to various problems
related to charge ordering and charge excitations in
strongly correlated systems? ? ? ? ? ? ? ? . The problem
of plasmon spectrum in strongly correlated systems?

seems to provide the best example of its opportuni-
ties. The point is to take into account properly charge
conservation law which is a highly nontrivial problem
when working with exact Green’s functions? ? . In-
deed, the charge (particle number) conservation results
in the equation !2 hnn⇤iq! = q2 hjj⇤iq!and therefore it
should be hnn⇤iq=0 = 0 at any finite frequency (pro-
vided that the current-current correlator < jj⇤ >!,q=0

is finite). For 3D systems with Coulomb interaction the
long-wavelength asymptotic behaviour for the density-

density correlator should be < nn⇤ >!,q!0/ q2

!2+!2
p
,

where !p is the plasma frequency. The RPA for free
electrons is proven to obey this property, since X0

!,q!0

vanishes with G = (i⌫ � "q)�1, but if we just replace
the bare Green’s functions by the renormalized ones, the
conservation law will be broken? . Indeed, following the
expression X0
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k⌫ G⌫kG⌫+!k+q can be rewritten
as
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and the dual interaction term Ṽ . We introduce also the
fermion (GE) and boson (WE) propagators for the ex-
tended DMFT theory and we chose ↵! = W!/U! =
(1 + U!�!) as the local renormalization factor.

The explicit form of the dual interaction can be ob-
tained expanding the c+, c-dependent part of the par-
tition function in an infinite series and integrating out
these degrees of freedom. The two first terms in Ṽ are
given by
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The four-point vertex function F⌫⌫0! is defined similar to
the same quantity of the dual fermion scheme. Further,
the dual Green’s function G̃k⌫ = �
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as dual self-energy ⌃̃k⌫ and polarization operator ⇧̃q!,
can be obtained diagrammatically (Fig....)? ? ? . This
defines the renormalized dual propagators in a standard
way. An important property of the theory is that the
free dual boson propagators correspond to the EDMFT
approximation. Finally, the Green’s function Gk⌫ and
the renormalized interaction Wq! of the original model
can be exactly expressed in terms of the dual quantities
via the similar Dyson Eqs. (??)-(??) as follows
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Finally, the self-consistency conditions should be in-
troduced to determine the values of the fermionic and
bosonic hybridizations. The most physical relevant self-
consistency conditions for the dual boson scheme were
found to be the requirements that the impurity problem
Green’s functions mimic the local lattice properties:

X

k

Gk⌫ = Gref
⌫ , (16)
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It is important to point out that whereas the requirement
of the DF method is closely related to the absence of lo-
cal part of the dual Green’s function, it is not the case

for the dual bosons, because of the more complicated
structure of the diagram series. Instead, the condition
(17) is related? to the vanishing of the local part of the
diagram sequence including both bosonic and fermionic
propagators (so-called superline). In this case the fully
renormalized dual theory is free from the double-counting
problem by construction, and the local impurity contri-
bution is excluded from the diagrams on the level of the
bare propagators?

Finally, we mention the useful relation between the
renormalized dual interaction W̃q! and lattice suscepti-
bility from HS-transformation (Eq. ???):
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END: The rest is for the applications sections

This method has been applied to various problems
related to charge ordering and charge excitations in
strongly correlated systems? ? ? ? ? ? ? ? . The problem
of plasmon spectrum in strongly correlated systems?

seems to provide the best example of its opportuni-
ties. The point is to take into account properly charge
conservation law which is a highly nontrivial problem
when working with exact Green’s functions? ? . In-
deed, the charge (particle number) conservation results
in the equation !2 hnn⇤iq! = q2 hjj⇤iq!and therefore it
should be hnn⇤iq=0 = 0 at any finite frequency (pro-
vided that the current-current correlator < jj⇤ >!,q=0

is finite). For 3D systems with Coulomb interaction the
long-wavelength asymptotic behaviour for the density-

density correlator should be < nn⇤ >!,q!0/ q2
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where !p is the plasma frequency. The RPA for free
electrons is proven to obey this property, since X0

!,q!0

vanishes with G = (i⌫ � "q)�1, but if we just replace
the bare Green’s functions by the renormalized ones, the
conservation law will be broken? . Indeed, following the
expression X0
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k⌫ G⌫kG⌫+!k+q can be rewritten
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and the dual interaction term Ṽ . We introduce also the
fermion (GE) and boson (WE) propagators for the ex-
tended DMFT theory and we chose ↵! = W!/U! =
(1 + U!�!) as the local renormalization factor.

The explicit form of the dual interaction can be ob-
tained expanding the c+, c-dependent part of the par-
tition function in an infinite series and integrating out
these degrees of freedom. The two first terms in Ṽ are
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hereafter in this section the spin indices are omitted for
simplicity. We define the three-point vertex �⌫! via the
original variables of the impurity reference system in the
following way?
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The four-point vertex function F⌫⌫0! is defined similar to
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, as well

as dual self-energy ⌃̃k⌫ and polarization operator ⇧̃q!,
can be obtained diagrammatically (Fig....)? ? ? . This
defines the renormalized dual propagators in a standard
way. An important property of the theory is that the
free dual boson propagators correspond to the EDMFT
approximation. Finally, the Green’s function Gk⌫ and
the renormalized interaction Wq! of the original model
can be exactly expressed in terms of the dual quantities
via the similar Dyson Eqs. (??)-(??) as follows
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Finally, the self-consistency conditions should be in-
troduced to determine the values of the fermionic and
bosonic hybridizations. The most physical relevant self-
consistency conditions for the dual boson scheme were
found to be the requirements that the impurity problem
Green’s functions mimic the local lattice properties:
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Gk⌫ = Gref
⌫ , (16)

X

q

Wq! = Wref
! . (17)

It is important to point out that whereas the requirement
of the DF method is closely related to the absence of lo-
cal part of the dual Green’s function, it is not the case

for the dual bosons, because of the more complicated
structure of the diagram series. Instead, the condition
(17) is related? to the vanishing of the local part of the
diagram sequence including both bosonic and fermionic
propagators (so-called superline). In this case the fully
renormalized dual theory is free from the double-counting
problem by construction, and the local impurity contri-
bution is excluded from the diagrams on the level of the
bare propagators?

Finally, we mention the useful relation between the
renormalized dual interaction W̃q! and lattice suscepti-
bility from HS-transformation (Eq. ???):

Xq! = Ũ�1
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END: The rest is for the applications sections

This method has been applied to various problems
related to charge ordering and charge excitations in
strongly correlated systems? ? ? ? ? ? ? ? . The problem
of plasmon spectrum in strongly correlated systems?

seems to provide the best example of its opportuni-
ties. The point is to take into account properly charge
conservation law which is a highly nontrivial problem
when working with exact Green’s functions? ? . In-
deed, the charge (particle number) conservation results
in the equation !2 hnn⇤iq! = q2 hjj⇤iq!and therefore it
should be hnn⇤iq=0 = 0 at any finite frequency (pro-
vided that the current-current correlator < jj⇤ >!,q=0

is finite). For 3D systems with Coulomb interaction the
long-wavelength asymptotic behaviour for the density-

density correlator should be < nn⇤ >!,q!0/ q2
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,

where !p is the plasma frequency. The RPA for free
electrons is proven to obey this property, since X0

!,q!0

vanishes with G = (i⌫ � "q)�1, but if we just replace
the bare Green’s functions by the renormalized ones, the
conservation law will be broken? . Indeed, following the
expression X0
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DMFT theory and we chose ↵! = W!/U! = (1 + U!�!)
as the local renormalization factor. The explicit form of
the dual interaction can be obtained expanding the c+, c-
dependent part of the partition function in an infinite row
and integrating out these degrees of freedom. The two
first terms in Ṽ are given by

Ṽ = �3
⌫! c̃+⌫ c̃⌫+!ñ

⇤
! +

1

4
�4
⌫⌫0! c̃+⌫ c̃

+
⌫0 c̃⌫+! c̃⌫0�! + ... (12)

hereafter in this section the spin indices are omited for
simplicity.

We define the three-point vertex �⌫! via original vari-
able of impurity reference system in the following way?

�⌫! = g�1
⌫ g�1

⌫+!

⌦
c⌫c

+
⌫+!n!

↵
↵�1
! (13)

The four-point vertex function F⌫⌫0! defined in similarly
to the dual fermion scheme. Then, the dual Green’s func-
tion G̃k⌫ = �

⌦
c̃k⌫ c̃

+
k⌫

↵
and renormalized dual interac-

tion W̃q! = �
⌦
ñq!ñ

⇤
q!

↵
, as well as dual self-energy

⌃̃k⌫ and polarization operator ⇧̃q!, can be obtained di-
agrammatically (Fig.???)? ? ? which defined the renor-
malized dual propagators in the standard way. Finally,
the Green’s function Gk⌫ and renormalized interaction
Wq! of the original model can be exactly expressed in
terms of dual quantities via the similar Dyson Eqs. (??)-
(??) as follows

G�1
k⌫ = G�1

E � ⌃̃k⌫(1 +Gref
⌫ ⌃̃k⌫)

�1 (14)

W�1
q! = W�1

E � ⇧̃q!(1 +Wref
! ⇧̃q!)

�1, (15)

It is important to stress that the free dual boson propa-
gators correspond to the EDMFT approximation. The
most physical relevant self-consistency conditions for
dual boson scheme read

X

k

Gk⌫ = Gref
⌫ , (16)

X

q

Wq! = Wref
! . (17)

While in dual fermion theory the both conditions are
equivalent (?) in dual boson scheme quite di↵erent di-
agrams involved in Eq. (16) and (17). In this case the
fully renlormalized dual theory is free from the double-
counting problem by construction, and the local impurity
contribution is excluded from the diagrams on the level
of the bare propagators?

AR: do we have a reference and/or justification?.
AL: NO, we need to write special paper with E.

Stepanov - within a month !.
Finally, we mention the useful relation between the

renormalized dual interaction W̃q! and lattice suscepti-
bility from HS-transformation (Eq. ???):

Xq! = Ũ�1
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! Ũ�1

q! � Ũ�1
q! . (18)

AR: END !!! Here we should probably stop: the appli-
cations belong to the other sections...

This method has been applied to various problems
related to charge ordering and charge excitations in
strongly correlated systems? ? ? ? ? ? ? ? . Probably the
problem of plasmon spectrum in strongly correlated
systems? provides the best example of its opportuni-
ties. The point is to take into account properly charge
conservation law which is a highly nontrivial problem
when working with exact Green’s functions? ? . Indeed,
the charge (particle number) conservation results in the
equation ⌦2 < ⇢⇢ >⌦K= K2 < jj >⌦K and therefore it
should be < ⇢⇢ >K=0= 0 at any finite frequency (pro-
vided that the current-current correlator < jj >⌦,K=0

is finite). For 3D systems with Coulomb interaction the
long-wavelength asymptotic behaviour for the density-
density correlator should be < ⇢⇢ >!,K!0/ K2

⌦2+⌦2
p
,

where ⌦p is the plasma frequency. The RPA for free
electrons is proven to obey this property, since X0

⌦,K!0

vanishes with G = (i! � "k)�1, but if we just replace
the bare Green’s functions by the renormalized ones, the
conservation law will be broken? . Indeed, following the
expression X 0
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k! G!kG!+⌦k+K can be rewritten
as
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For free electrons of dispersionless ⌃ (that is, in static
mean-field) the summation over ! produces a di↵erence
of occupation numbers, nk � nk+K , in the nominator,
that vanishes at K = 0. However this reasoning clearly
breaks down for the frequency-dependent ⌃! in DMFT
approximation. To fix the point one needs to take into
account explicitly vertex corrections, the Ward identity
should be fulfilled? . This is technically very demand-
ing and, without further approximations for the ver-
tex, practically impossible. On the opposite side, when
working with the bare Green’s function it is extremely
di�cult to take into account Hubbard band formation,
a crucial phenomenon for the strongly correlated sys-
tems. In DF/DB, our zeroth-order approximation is
DMFT/EDMFT which takes into account properly this
feature. In a sense, in this way we can work with bare
Green’s functions which correct limits both for weak and
for strong interaction. This allows us to solve the charge
conservation problem. As was guessed from euristic con-
siderations in Ref.? and proven explicitly in Ref.? the
ladder DB summation is a conserving approximation in
Baym’s sense satisfying the charge conservation require-
ment.
I THINK HERE WE HAVE TO SHOW A COUPLE
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DMFT theory and we chose ↵! = W!/U! = (1 + U!�!)
as the local renormalization factor. The explicit form of
the dual interaction can be obtained expanding the c+, c-
dependent part of the partition function in an infinite row
and integrating out these degrees of freedom. The two
first terms in Ṽ are given by
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hereafter in this section the spin indices are omited for
simplicity.

We define the three-point vertex �⌫! via original vari-
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The four-point vertex function F⌫⌫0! defined in similarly
to the dual fermion scheme. Then, the dual Green’s func-
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⌦
c̃k⌫ c̃

+
k⌫

↵
and renormalized dual interac-

tion W̃q! = �
⌦
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, as well as dual self-energy

⌃̃k⌫ and polarization operator ⇧̃q!, can be obtained di-
agrammatically (Fig.???)? ? ? which defined the renor-
malized dual propagators in the standard way. Finally,
the Green’s function Gk⌫ and renormalized interaction
Wq! of the original model can be exactly expressed in
terms of dual quantities via the similar Dyson Eqs. (??)-
(??) as follows
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It is important to stress that the free dual boson propa-
gators correspond to the EDMFT approximation. The
most physical relevant self-consistency conditions for
dual boson scheme read

X
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⌫ , (16)
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q
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While in dual fermion theory the both conditions are
equivalent (?) in dual boson scheme quite di↵erent di-
agrams involved in Eq. (16) and (17). In this case the
fully renlormalized dual theory is free from the double-
counting problem by construction, and the local impurity
contribution is excluded from the diagrams on the level
of the bare propagators?
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This method has been applied to various problems
related to charge ordering and charge excitations in
strongly correlated systems? ? ? ? ? ? ? ? . Probably the
problem of plasmon spectrum in strongly correlated
systems? provides the best example of its opportuni-
ties. The point is to take into account properly charge
conservation law which is a highly nontrivial problem
when working with exact Green’s functions? ? . Indeed,
the charge (particle number) conservation results in the
equation ⌦2 < ⇢⇢ >⌦K= K2 < jj >⌦K and therefore it
should be < ⇢⇢ >K=0= 0 at any finite frequency (pro-
vided that the current-current correlator < jj >⌦,K=0

is finite). For 3D systems with Coulomb interaction the
long-wavelength asymptotic behaviour for the density-
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where ⌦p is the plasma frequency. The RPA for free
electrons is proven to obey this property, since X0
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the bare Green’s functions by the renormalized ones, the
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For free electrons of dispersionless ⌃ (that is, in static
mean-field) the summation over ! produces a di↵erence
of occupation numbers, nk � nk+K , in the nominator,
that vanishes at K = 0. However this reasoning clearly
breaks down for the frequency-dependent ⌃! in DMFT
approximation. To fix the point one needs to take into
account explicitly vertex corrections, the Ward identity
should be fulfilled? . This is technically very demand-
ing and, without further approximations for the ver-
tex, practically impossible. On the opposite side, when
working with the bare Green’s function it is extremely
di�cult to take into account Hubbard band formation,
a crucial phenomenon for the strongly correlated sys-
tems. In DF/DB, our zeroth-order approximation is
DMFT/EDMFT which takes into account properly this
feature. In a sense, in this way we can work with bare
Green’s functions which correct limits both for weak and
for strong interaction. This allows us to solve the charge
conservation problem. As was guessed from euristic con-
siderations in Ref.? and proven explicitly in Ref.? the
ladder DB summation is a conserving approximation in
Baym’s sense satisfying the charge conservation require-
ment.
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DMFT theory and we chose ↵! = W!/U! = (1 + U!�!)
as the local renormalization factor. The explicit form of
the dual interaction can be obtained expanding the c+, c-
dependent part of the partition function in an infinite row
and integrating out these degrees of freedom. The two
first terms in Ṽ are given by
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hereafter in this section the spin indices are omited for
simplicity.

We define the three-point vertex �⌫! via original vari-
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to the dual fermion scheme. Then, the dual Green’s func-
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⇤
q!

↵
, as well as dual self-energy

⌃̃k⌫ and polarization operator ⇧̃q!, can be obtained di-
agrammatically (Fig.???)? ? ? which defined the renor-
malized dual propagators in the standard way. Finally,
the Green’s function Gk⌫ and renormalized interaction
Wq! of the original model can be exactly expressed in
terms of dual quantities via the similar Dyson Eqs. (??)-
(??) as follows

G�1
k⌫ = G�1

E � ⌃̃k⌫(1 +Gref
⌫ ⌃̃k⌫)

�1 (14)

W�1
q! = W�1

E � ⇧̃q!(1 +Wref
! ⇧̃q!)

�1, (15)

It is important to stress that the free dual boson propa-
gators correspond to the EDMFT approximation. The
most physical relevant self-consistency conditions for
dual boson scheme read

X

k

Gk⌫ = Gref
⌫ , (16)

X

q

Wq! = Wref
! . (17)

While in dual fermion theory the both conditions are
equivalent (?) in dual boson scheme quite di↵erent di-
agrams involved in Eq. (16) and (17). In this case the
fully renlormalized dual theory is free from the double-
counting problem by construction, and the local impurity
contribution is excluded from the diagrams on the level
of the bare propagators?

AR: do we have a reference and/or justification?.
AL: NO, we need to write special paper with E.

Stepanov - within a month !.
Finally, we mention the useful relation between the

renormalized dual interaction W̃q! and lattice suscepti-
bility from HS-transformation (Eq. ???):

Xq! = Ũ�1
q! ↵

�1
! W̃q!↵

�1
! Ũ�1

q! � Ũ�1
q! . (18)

AR: END !!! Here we should probably stop: the appli-
cations belong to the other sections...

This method has been applied to various problems
related to charge ordering and charge excitations in
strongly correlated systems? ? ? ? ? ? ? ? . Probably the
problem of plasmon spectrum in strongly correlated
systems? provides the best example of its opportuni-
ties. The point is to take into account properly charge
conservation law which is a highly nontrivial problem
when working with exact Green’s functions? ? . Indeed,
the charge (particle number) conservation results in the
equation ⌦2 < ⇢⇢ >⌦K= K2 < jj >⌦K and therefore it
should be < ⇢⇢ >K=0= 0 at any finite frequency (pro-
vided that the current-current correlator < jj >⌦,K=0

is finite). For 3D systems with Coulomb interaction the
long-wavelength asymptotic behaviour for the density-
density correlator should be < ⇢⇢ >!,K!0/ K2

⌦2+⌦2
p
,

where ⌦p is the plasma frequency. The RPA for free
electrons is proven to obey this property, since X0

⌦,K!0

vanishes with G = (i! � "k)�1, but if we just replace
the bare Green’s functions by the renormalized ones, the
conservation law will be broken? . Indeed, following the
expression X 0

⌦K = �
P

k! G!kG!+⌦k+K can be rewritten
as

X 0
⌦K = �

X

!k

✓
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� 1

i(! + ⌦)� "k+K � ⌃!+⌦

◆
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i⌦+ ⌃! � ⌃!+⌦
.

(19)
For free electrons of dispersionless ⌃ (that is, in static
mean-field) the summation over ! produces a di↵erence
of occupation numbers, nk � nk+K , in the nominator,
that vanishes at K = 0. However this reasoning clearly
breaks down for the frequency-dependent ⌃! in DMFT
approximation. To fix the point one needs to take into
account explicitly vertex corrections, the Ward identity
should be fulfilled? . This is technically very demand-
ing and, without further approximations for the ver-
tex, practically impossible. On the opposite side, when
working with the bare Green’s function it is extremely
di�cult to take into account Hubbard band formation,
a crucial phenomenon for the strongly correlated sys-
tems. In DF/DB, our zeroth-order approximation is
DMFT/EDMFT which takes into account properly this
feature. In a sense, in this way we can work with bare
Green’s functions which correct limits both for weak and
for strong interaction. This allows us to solve the charge
conservation problem. As was guessed from euristic con-
siderations in Ref.? and proven explicitly in Ref.? the
ladder DB summation is a conserving approximation in
Baym’s sense satisfying the charge conservation require-
ment.
I THINK HERE WE HAVE TO SHOW A COUPLE
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For the future research we aim to find the functional
description of the dual approximations presented in the
current paper, that will automatically solve the compli-
cated issue of the conservation laws. Unfortunately, there
is only one dual approximation known that fulfils the con-
servation laws and can be derived from the functional
introduced in the dual space31.
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Appendix A: Dual transformations

The dual transformations of the non-local part of the
action S

rem

can be made in the same way as in previous
works on DB approach. In order to define the three-point
vertex in the TRILEX way, here we introduce a di↵er-
ent rescaling of the dual bosonic fields. The partition
function of our problem is given by

Z =

Z
D[c⇤, c] e�S (A1)

where the action S is given by (2). Performing the
Hubbard–Stratonovich transformations one can intro-
duce the new dual variables f⇤, f,�

e
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= Df⇥
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. (A2)

Terms Df = det[�⌫� � "k] and D�1

b =
p

det[⇤! � Vq]
can be neglected, because they does not contribute to
expectation values. Rescaling the fermionic fields fk⌫�
as fk⌫�g

�1

⌫� , the bosonic fields �q! as �q!↵�1

! , where
↵! = (1 + U!�!), and integrating out the original de-
grees of freedom c⇤ and c we arrive at the dual action

S̃ = �
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2
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�q! + Ṽ . (A3)

with the bare dual propagators

G̃
0

= [g�1

⌫ +�⌫ � "k]
�1 � g⌫ = G

E

� g⌫ , (A4)

W̃
0

= ↵�1

!

⇥
[Uq � U!]

�1 � �!

⇤�1

↵�1

! = W
E

�W!,
(A5)

and the dual interaction term Ṽ . The explicit form of the
dual interaction can be obtained by expanding the c⇤ and
c dependent part of partition function in an infinite series
and integrating out these degrees of freedom as follows
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So the dual interaction has the form of an infinite expan-
sion o↵ the full vertices of the local impurity problem
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Here we define the three- and four-point vertex functions
as (�⌫! is the shorthand notation for the �2,1

⌫! ),

�⌫! = g�1

⌫ g�1
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with the simple connection between them
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In the weakly-interacting limit, namely U ! 0, the renor-
malization factor ↵! goes to unity and the four-point
vertex �4,0 is zero, as detailed in previous works29–31 on
the DB approach. Then, the three-point vertex can be
reduced to its bare form �

0

= 1. Frequency dependence
of the full local three-point vertex function �⌫! and the
influence of non-local interaction V is shown in Fig. 9.
Then, the two first terms in Ṽ are given by

Ṽ = �⌫! f⇤
⌫ f⌫+!�

⇤
! +

1

4
�4,0
⌫⌫0! f⇤

⌫ f
⇤
⌫0f⌫+!f⌫0�!. (A11)
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It means, that the Green’s function and renormalized interac-
tion can be written in terms of T-matrix and susceptibility that
have only dual structure!

Now, according to the recent paper we know, that the bare
dual line (Green’s function (6) or interaction (7)) is just a non-
local part of the bare EDMFT propagator. Therefore, we can
say that the dual lines and impurity lines have the same origin
and they are just a part of lattice line.

In principle, we can define the 2 ⇥ 2 matrix for the bare
Green’s function in i, j space of lattice cites. Then, if i = j
we get the local Green’s function, if i , j — non-local
G̃0 = GE � g⌫. So, the bare Green’s function can be writ-
ten as

G0 =

 

g G̃0
G̃0 g

!

(63)

Let us consider the simplest case of ⌃̃ = 0, then the bare
Green’s function is equal to full Green’s function (63). The,
let us consider polarization in the Hedin form, where we ap-
proximate exact Hedin vertex by the dual vertex

, (64)

where we account for the usual “-” sign in expansion. In the
recent version we define three-point vertex as

�⌫! = g�1
⌫ g�1
⌫+!↵
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.

(65)

It is important to know, that the bare vertex now is determined
as the connected block between the two full local Green’s
functions g⌫ and renormalized interactionW!. Therefore, the
bare vertex is not equal to unity here, but equal to ↵�1

! . It is
easy to see, because the first contribution to

⌦

c⌫c
⇤
⌫+!⇢!

↵

ac-
cording to the Wick’s theorem is g⌫g⌫+!, so the only ↵�1

! term
remains after cancellation with the denominator. Then, for the
local full three point vertex we have__= . (66)

Since the fermionic ends on the dual three-point vertex belong
to the same local vertex, they have the same cite labels. Then,

the Hedin vertex can be rewritten as

(67)

Indeed, if the Green’s functions in polarization are non-local,
then they are equal to G̃ = GE � g (first diagram), if they are
local, then to g (second diagram). We do not have the mixed
G̃g terms, because of the same cite labels on the fermionic
ends of the dual vertex as discussed above.

Question: We know, that the lattice correction to the
polarization from the dual theory is ⇧0q! and not ⇧q!, so
here we have to take the local impurity vertices without
the one particle irreducible part as discussed in the recent
paper. But if we take the four-point vertices without this
reducible contribution, it would be impossible to obtain this
transformation, because we do not have a connection between
the three-point vertex and irreducible four-point vertex, we
only have a connection with full four-point vertex. I will think
about it more and also will try to study the case of non-zero
⌃̃.

New idea: I tried to find the Hubbard-Stratonovich transfor-
mation that results in G̃ = G � g in order to obtain Katanin’s
1PI. I found it, but the self-energy looks disgusting. I have
no time to type it, so I will send it later when I’m back from
holidays.

Even if             =0  there is the non-thero part of                     or 
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DMFT theory and we chose ↵! = W!/U! = (1 + U!�!)
as the local renormalization factor. The explicit form of
the dual interaction can be obtained expanding the c+, c-
dependent part of the partition function in an infinite row
and integrating out these degrees of freedom. The two
first terms in Ṽ are given by

Ṽ = �3
⌫! c̃+⌫ c̃⌫+!ñ

⇤
! +

1

4
�4
⌫⌫0! c̃+⌫ c̃

+
⌫0 c̃⌫+! c̃⌫0�! + ... (12)

hereafter in this section the spin indices are omited for
simplicity.

We define the three-point vertex �⌫! via original vari-
able of impurity reference system in the following way?

�⌫! = g�1
⌫ g�1

⌫+!

⌦
c⌫c

+
⌫+!n!

↵
↵�1
! (13)

The four-point vertex function F⌫⌫0! defined in similarly
to the dual fermion scheme. Then, the dual Green’s func-
tion G̃k⌫ = �

⌦
c̃k⌫ c̃

+
k⌫

↵
and renormalized dual interac-

tion W̃q! = �
⌦
ñq!ñ

⇤
q!

↵
, as well as dual self-energy

⌃̃k⌫ and polarization operator ⇧̃q!, can be obtained di-
agrammatically (Fig.???)? ? ? which defined the renor-
malized dual propagators in the standard way. Finally,
the Green’s function Gk⌫ and renormalized interaction
Wq! of the original model can be exactly expressed in
terms of dual quantities via the similar Dyson Eqs. (??)-
(??) as follows

G�1
k⌫ = G�1

E � ⌃̃k⌫(1 +Gref
⌫ ⌃̃k⌫)

�1 (14)

W�1
q! = W�1

E � ⇧̃q!(1 +Wref
! ⇧̃q!)

�1, (15)

It is important to stress that the free dual boson propa-
gators correspond to the EDMFT approximation. The
most physical relevant self-consistency conditions for
dual boson scheme read

X

k

Gk⌫ = Gref
⌫ , (16)

X

q

Wq! = Wref
! . (17)

While in dual fermion theory the both conditions are
equivalent (?) in dual boson scheme quite di↵erent di-
agrams involved in Eq. (16) and (17). In this case the
fully renlormalized dual theory is free from the double-
counting problem by construction, and the local impurity
contribution is excluded from the diagrams on the level
of the bare propagators?

AR: do we have a reference and/or justification?.
AL: NO, we need to write special paper with E.

Stepanov - within a month !.
Finally, we mention the useful relation between the

renormalized dual interaction W̃q! and lattice suscepti-
bility from HS-transformation (Eq. ???):

Xq! = Ũ�1
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AR: END !!! Here we should probably stop: the appli-
cations belong to the other sections...

This method has been applied to various problems
related to charge ordering and charge excitations in
strongly correlated systems? ? ? ? ? ? ? ? . Probably the
problem of plasmon spectrum in strongly correlated
systems? provides the best example of its opportuni-
ties. The point is to take into account properly charge
conservation law which is a highly nontrivial problem
when working with exact Green’s functions? ? . Indeed,
the charge (particle number) conservation results in the
equation ⌦2 < ⇢⇢ >⌦K= K2 < jj >⌦K and therefore it
should be < ⇢⇢ >K=0= 0 at any finite frequency (pro-
vided that the current-current correlator < jj >⌦,K=0

is finite). For 3D systems with Coulomb interaction the
long-wavelength asymptotic behaviour for the density-
density correlator should be < ⇢⇢ >!,K!0/ K2

⌦2+⌦2
p
,

where ⌦p is the plasma frequency. The RPA for free
electrons is proven to obey this property, since X0

⌦,K!0

vanishes with G = (i! � "k)�1, but if we just replace
the bare Green’s functions by the renormalized ones, the
conservation law will be broken? . Indeed, following the
expression X 0
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For free electrons of dispersionless ⌃ (that is, in static
mean-field) the summation over ! produces a di↵erence
of occupation numbers, nk � nk+K , in the nominator,
that vanishes at K = 0. However this reasoning clearly
breaks down for the frequency-dependent ⌃! in DMFT
approximation. To fix the point one needs to take into
account explicitly vertex corrections, the Ward identity
should be fulfilled? . This is technically very demand-
ing and, without further approximations for the ver-
tex, practically impossible. On the opposite side, when
working with the bare Green’s function it is extremely
di�cult to take into account Hubbard band formation,
a crucial phenomenon for the strongly correlated sys-
tems. In DF/DB, our zeroth-order approximation is
DMFT/EDMFT which takes into account properly this
feature. In a sense, in this way we can work with bare
Green’s functions which correct limits both for weak and
for strong interaction. This allows us to solve the charge
conservation problem. As was guessed from euristic con-
siderations in Ref.? and proven explicitly in Ref.? the
ladder DB summation is a conserving approximation in
Baym’s sense satisfying the charge conservation require-
ment.
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counting problem by construction, and the local impurity
contribution is excluded from the diagrams on the level
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density correlator should be < ⇢⇢ >!,K!0/ K2

⌦2+⌦2
p
,

where ⌦p is the plasma frequency. The RPA for free
electrons is proven to obey this property, since X0

⌦,K!0

vanishes with G = (i! � "k)�1, but if we just replace
the bare Green’s functions by the renormalized ones, the
conservation law will be broken? . Indeed, following the
expression X 0
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k! G!kG!+⌦k+K can be rewritten
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(19)
For free electrons of dispersionless ⌃ (that is, in static
mean-field) the summation over ! produces a di↵erence
of occupation numbers, nk � nk+K , in the nominator,
that vanishes at K = 0. However this reasoning clearly
breaks down for the frequency-dependent ⌃! in DMFT
approximation. To fix the point one needs to take into
account explicitly vertex corrections, the Ward identity
should be fulfilled? . This is technically very demand-
ing and, without further approximations for the ver-
tex, practically impossible. On the opposite side, when
working with the bare Green’s function it is extremely
di�cult to take into account Hubbard band formation,
a crucial phenomenon for the strongly correlated sys-
tems. In DF/DB, our zeroth-order approximation is
DMFT/EDMFT which takes into account properly this
feature. In a sense, in this way we can work with bare
Green’s functions which correct limits both for weak and
for strong interaction. This allows us to solve the charge
conservation problem. As was guessed from euristic con-
siderations in Ref.? and proven explicitly in Ref.? the
ladder DB summation is a conserving approximation in
Baym’s sense satisfying the charge conservation require-
ment.
I THINK HERE WE HAVE TO SHOW A COUPLE

5

It means, that the Green’s function and renormalized interac-
tion can be written in terms of T-matrix and susceptibility that
have only dual structure!

Now, according to the recent paper we know, that the bare
dual line (Green’s function (6) or interaction (7)) is just a non-
local part of the bare EDMFT propagator. Therefore, we can
say that the dual lines and impurity lines have the same origin
and they are just a part of lattice line.

In principle, we can define the 2 ⇥ 2 matrix for the bare
Green’s function in i, j space of lattice cites. Then, if i = j
we get the local Green’s function, if i , j — non-local
G̃0 = GE � g⌫. So, the bare Green’s function can be writ-
ten as

G0 =

 

g G̃0
G̃0 g

!

(63)

Let us consider the simplest case of ⌃̃ = 0, then the bare
Green’s function is equal to full Green’s function (63). The,
let us consider polarization in the Hedin form, where we ap-
proximate exact Hedin vertex by the dual vertex

, (64)

where we account for the usual “-” sign in expansion. In the
recent version we define three-point vertex as

�⌫! = g�1
⌫ g�1
⌫+!↵

�1
!

⌦

c⌫c
⇤
⌫+!⇢!

↵

= ↵�1
!

X

⌫0

⇥

1 � �4,0
⌫⌫0!g⌫0g⌫0�!

⇤

.

(65)

It is important to know, that the bare vertex now is determined
as the connected block between the two full local Green’s
functions g⌫ and renormalized interactionW!. Therefore, the
bare vertex is not equal to unity here, but equal to ↵�1

! . It is
easy to see, because the first contribution to

⌦

c⌫c
⇤
⌫+!⇢!

↵

ac-
cording to the Wick’s theorem is g⌫g⌫+!, so the only ↵�1

! term
remains after cancellation with the denominator. Then, for the
local full three point vertex we have

. (66)

Since the fermionic ends on the dual three-point vertex belong
to the same local vertex, they have the same cite labels. Then,

the Hedin vertex can be rewritten as

(67)

Indeed, if the Green’s functions in polarization are non-local,
then they are equal to G̃ = GE � g (first diagram), if they are
local, then to g (second diagram). We do not have the mixed
G̃g terms, because of the same cite labels on the fermionic
ends of the dual vertex as discussed above.

Question: We know, that the lattice correction to the
polarization from the dual theory is ⇧0q! and not ⇧q!, so
here we have to take the local impurity vertices without
the one particle irreducible part as discussed in the recent
paper. But if we take the four-point vertices without this
reducible contribution, it would be impossible to obtain this
transformation, because we do not have a connection between
the three-point vertex and irreducible four-point vertex, we
only have a connection with full four-point vertex. I will think
about it more and also will try to study the case of non-zero
⌃̃.

New idea: I tried to find the Hubbard-Stratonovich transfor-
mation that results in G̃ = G � g in order to obtain Katanin’s
1PI. I found it, but the self-energy looks disgusting. I have
no time to type it, so I will send it later when I’m back from
holidays.
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and the dual interaction term Ṽ . We introduce also the
fermion (GE) and boson (WE) propagators for the ex-
tended DMFT theory and we chose ↵! = W!/U! =
(1 + U!�!) as the local renormalization factor.

The explicit form of the dual interaction can be ob-
tained expanding the c+, c-dependent part of the par-
tition function in an infinite series and integrating out
these degrees of freedom. The two first terms in Ṽ are
given by

Ṽ = �⌫! c̃+⌫ c̃⌫+!ñ
⇤
! +

1

4
F⌫⌫0! c̃+⌫ c̃

+
⌫0 c̃⌫+! c̃⌫0�!; (12)

hereafter in this section the spin indices are omitted for
simplicity. We define the three-point vertex �⌫! via the
original variables of the impurity reference system in the
following way?

�⌫! = G�1
⌫ G�1

⌫+!↵
�1
!

⌦
c⌫c

+
⌫+!n!

↵
, (13)

The four-point vertex function F⌫⌫0! is defined similar to
the same quantity of the dual fermion scheme. Further,
the dual Green’s function G̃k⌫ = �

⌦
c̃k⌫ c̃

+
k⌫

↵
and renor-

malized dual interaction W̃q! = �
⌦
ñq!ñ

⇤
q!

↵
, as well

as dual self-energy ⌃̃k⌫ and polarization operator ⇧̃q!,
can be obtained diagrammatically (Fig....)? ? ? . This
defines the renormalized dual propagators in a standard
way. An important property of the theory is that the
free dual boson propagators correspond to the EDMFT
approximation. Finally, the Green’s function Gk⌫ and
the renormalized interaction Wq! of the original model
can be exactly expressed in terms of the dual quantities
via the similar Dyson Eqs. (??)-(??) as follows

G�1
k⌫ = G�1

E � ⌃̃k⌫(1 +Gref
⌫ ⌃̃k⌫)

�1 (14)

W�1
q! = W�1

E � ⇧̃q!(1 +Wref
! ⇧̃q!)

�1, (15)

Finally, the self-consistency conditions should be in-
troduced to determine the values of the fermionic and
bosonic hybridizations. The most physical relevant self-
consistency conditions for the dual boson scheme were
found to be the requirements that the impurity problem
Green’s functions mimic the local lattice properties:

X

k

Gk⌫ = Gref
⌫ , (16)

X

q

Wq! = Wref
! . (17)

It is important to point out that whereas the requirement
of the DF method is closely related to the absence of lo-
cal part of the dual Green’s function, it is not the case

for the dual bosons, because of the more complicated
structure of the diagram series. Instead, the condition
(17) is related? to the vanishing of the local part of the
diagram sequence including both bosonic and fermionic
propagators (so-called superline). In this case the fully
renormalized dual theory is free from the double-counting
problem by construction, and the local impurity contri-
bution is excluded from the diagrams on the level of the
bare propagators?

Finally, we mention the useful relation between the
renormalized dual interaction W̃q! and lattice suscepti-
bility from HS-transformation (Eq. ???):

Xq! = Ũ�1
q! ↵

�1
! W̃q!↵

�1
! Ũ�1

q! � Ũ�1
q! . (18)

END: The rest is for the applications sections

This method has been applied to various problems
related to charge ordering and charge excitations in
strongly correlated systems? ? ? ? ? ? ? ? . The problem
of plasmon spectrum in strongly correlated systems?

seems to provide the best example of its opportuni-
ties. The point is to take into account properly charge
conservation law which is a highly nontrivial problem
when working with exact Green’s functions? ? . In-
deed, the charge (particle number) conservation results
in the equation !2 hnn⇤iq! = q2 hjj⇤iq!and therefore it
should be hnn⇤iq=0 = 0 at any finite frequency (pro-
vided that the current-current correlator < jj⇤ >!,q=0

is finite). For 3D systems with Coulomb interaction the
long-wavelength asymptotic behaviour for the density-

density correlator should be < nn⇤ >!,q!0/ q2

!2+!2
p
,

where !p is the plasma frequency. The RPA for free
electrons is proven to obey this property, since X0

!,q!0

vanishes with G = (i⌫ � "q)�1, but if we just replace
the bare Green’s functions by the renormalized ones, the
conservation law will be broken? . Indeed, following the
expression X0

!q = �
P

k⌫ G⌫kG⌫+!k+q can be rewritten
as

X0
!q = �

X

⌫k
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defines the renormalized dual propagators in a standard
way. An important property of the theory is that the
free dual boson propagators correspond to the EDMFT
approximation. Finally, the Green’s function Gk⌫ and
the renormalized interaction Wq! of the original model
can be exactly expressed in terms of the dual quantities
via the similar Dyson Eqs. (??)-(??) as follows
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Finally, the self-consistency conditions should be in-
troduced to determine the values of the fermionic and
bosonic hybridizations. The most physical relevant self-
consistency conditions for the dual boson scheme were
found to be the requirements that the impurity problem
Green’s functions mimic the local lattice properties:
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It is important to point out that whereas the requirement
of the DF method is closely related to the absence of lo-
cal part of the dual Green’s function, it is not the case

for the dual bosons, because of the more complicated
structure of the diagram series. Instead, the condition
(17) is related? to the vanishing of the local part of the
diagram sequence including both bosonic and fermionic
propagators (so-called superline). In this case the fully
renormalized dual theory is free from the double-counting
problem by construction, and the local impurity contri-
bution is excluded from the diagrams on the level of the
bare propagators?
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END: The rest is for the applications sections

This method has been applied to various problems
related to charge ordering and charge excitations in
strongly correlated systems? ? ? ? ? ? ? ? . The problem
of plasmon spectrum in strongly correlated systems?

seems to provide the best example of its opportuni-
ties. The point is to take into account properly charge
conservation law which is a highly nontrivial problem
when working with exact Green’s functions? ? . In-
deed, the charge (particle number) conservation results
in the equation !2 hnn⇤iq! = q2 hjj⇤iq!and therefore it
should be hnn⇤iq=0 = 0 at any finite frequency (pro-
vided that the current-current correlator < jj⇤ >!,q=0

is finite). For 3D systems with Coulomb interaction the
long-wavelength asymptotic behaviour for the density-
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where !p is the plasma frequency. The RPA for free
electrons is proven to obey this property, since X0
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vanishes with G = (i⌫ � "q)�1, but if we just replace
the bare Green’s functions by the renormalized ones, the
conservation law will be broken? . Indeed, following the
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Figure 7. U � V phase diagram in EDMFT, DB and
EDMFT++ theories at inverse temperature � = 50. The
dashed line shows V = U/4, the dot at U = 0 shows the start-
ing point of RPA data. CO and FL denote charge-ordered and
Fermi-liquid metallic phases, respectively. The EDMFT and
DB data are taken from30, EDMFT+GW data practically
coincides with results shown in15,16 papers.

U = 0.5, strong di↵erences between the methods become
clear.

In the opposite limit of large U , EDMFT itself starts
to give an accurate phase boundary, since it accounts for
all local e↵ects and those are most important at large
U . Both DB-based approaches converge to EDMFT at
U = 2.5, whereas both EDMFT+GW approaches give a
phase boundary at the same, slightly smaller V .

We even observe that DMFT+GW performs bet-
ter than EDMFT+GW, although it is simpler. Al-
though DMFT+GW contains fewer correlation e↵ects
than EDMFT+GW, it is free from double-counting by
construction. This clearly shows the huge role that
double-counting can play. On the other hand, compari-
son of DMFT+GW and DB�GW schemes confirms the
fact, that inclusion of bosonic correlations already on the
impurity level is also very important and provides the
better starting point for extending dynamical mean-field
theory.

In Fig. 8, we show the polarization operator correc-
tions ⇧̄q! at high-symmetry q-points, according to the
EDMFT+GW(�) and DB�GW(�) approaches. The re-
sults of the two approaches DB�GW and EDMFT+GW,
that do not take into account the frequency dependent
vertex function �, are similar. The presence of the full
local three-point vertex function in the diagrams signif-
icantly changes the results30. Moreover, the inclusion
of the vertex function results in the di↵erent behav-
ior of the polarization operator of the DB�GW� and
EDMFT+GW� approaches. The dual contribution to
the polarization operator in this case is larger. There-
fore, using the dual way one excludes less contributions
from the diagrams, than in the case of the EDMFT++
theories. Thus, the main di↵erence in the approaches lies
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Figure 8. Frequency dependence of non-local Re ⇧̃q! for mo-
mentum k = (0, 0), k = (⇡,⇡) for on-site interaction U = 2.3
and the nearest-neighbour interaction V = 0.2.

in their description of the collective excitations and comes
from the di↵erent ways of treating the double-counting
problem.
The fermion-boson vertex exhibits less structure as

the metallicity of the system is increased and becomes
mostly flat as the phase boundary to the CO phase
is approached30. The influence of non-local interaction
V on the three-point vertex function �⌫! is shown in
Fig. 9. The e↵ects of the three-leg vertex are also vis-
ible in the non-local part of polarization operator in
the di↵erence between DB�GW and DB�GW� (or be-
tween EDMFT+GW and EDMFT+GW�) approaches
(see Fig. 8).

V. CONCLUSIONS

We have presented a recipe to create approximations
beyond EDMFT that take into account non-local cor-
relation e↵ects while simultaneously avoiding double-
counting issues. By properly including non-locality we
see an improvement in the phase boundary between the
charge-ordered phase and the Fermi liquid. Even in
weakly and moderately interacting systems, the phase
boundary is shifted significantly upwards compared to
traditional EDMFT+GW. In fact, EDMFT+GW is even
improved upon by DMFT+GW, which neglects the ef-
fect of non-local interactions on the impurity model
but does avoid double-containing. This allows us to
study the physics in a larger part of parameter space,
where EDMFT+GW has undergone a spurious transi-
tion. This is important for accurately determining the
charge-ordering transition in real materials and in sur-
face systems.
The approaches presented here work without requir-

ing the computationally expensive full two-particle ver-
tex. The frequency dependence of the much simpler
fermion-boson vertex already contains most of the rel-
evant physics, and including it via DB�GW� gives a
phase boundary close to the full DB result. Without
access to the fermion-boson vertex, deviations are big-
ger. In both cases, however, the dual way of treating the
double-counting problem greatly improves the results.



Summary 

�  DFT+U is efficient scheme for S-O-C ordering 

�  DFT+DMFT is an optimal for correlated metals 

�  GW+DMFT is perfect for non-local screened interaction 

	
   


