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General motivational comments and challenges

Climate model fundamentals and the use of climate models as a
tool for science involves some of the most difficult problems in
classical and computational physics.

turbulence closures and subgrid scale parameterizations
analysis and rationalization of massive datasets
efficient methods for discretizing continuous media.

We are also touching on elements of the most important
environmental and societal problem facing the planet.

Climate warming is happening and humans are the key reason.
The ocean’s role in the earth climate is significant.
Providing rational and robust models for understanding and
predicting climate is a central element of climate science.
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Types of climate models
Course outline and aims Motivation for using ocean models Posing the ocean model problem Some perspectives References and further reading

Types of ocean and climate modelsThere are many types of ocean models...

conceptual or 
process models

integration time number of 
processes

detail of description

Earth Models of 
Intermediate Complexity 

(EMICs)

Global Climate Models or 
General Circulation Models 

(GCMs)

Compliments of Stephanie Waterman, UNSW, Sydney, AUS

STEPHEN.GRIFFIES@NOAA.GOV Ocean model lectures: Part I
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Hierarchical approach

Hierarchical Ocean-Atmosphere Modelling

A hierarchy of models and simulations to understand and simulate
the physics and dynamical mechanisms of climate

Course outline and aims Motivation for using ocean models Posing the ocean model problem Some perspectives References and further reading

Ocean resolution in IPCC-class climate models

Compliments of GFDL
Figure 1: Ocean model resolution of coupled climate models reported by the Intergovern-
mental Panel on Climate Change by year. Also shown are prototype MOLES simulations
for the next round of models (AR6?) by the National Center for Atmospheric Research,
the NOAA Geophysical Fluid Dynamics Laboratory, the Department of Energy, and the
UKMO Hadley Centre. Exponential fits to the median and leading edge models as well as
Moore’s Law of increasing computer power are shown as dashed lines. Good resolution
(based on process models) for mesoscale, submesoscale, and Langmuir-scale phenomena
are shown.

to the planetary thermodynamics (e.g., Danabasoglu and McWilliams, 1995; Gent, 2011).
However, as our demand for these models’ reliability has grown, as has our com-

putational capabilities, so now a new stage is planned or in prototype at a number of
climate modeling centers–mesoscale eddy resolving (or permitting) climate models. It is
hoped that such models will have unprecedented accuracy and allow for a substantially
improved assessment of climate processes and climate sensitivity (McClean et al., 2011;
Delworth et al., 2012).

However, a lesson can be learned from the operational ocean forecast models and
ocean reanalyses, which generally run at higher resolution due to the shorter duration
of the simulation (decades rather than centuries). Even at these higher resolutions, the
choice of a physically-sound and accurate subgrid model remains a challenging and im-
portant characteristic of even Mesoscale Ocean Large Eddy Simulation (MOLES).

Fig. 2, which is described in detail in section 2.3, compares a frontal spin-down under
the effects of eddies with three different eddy-permitting resolutions where the number

D–3

From B. Fox-Kemper, Brown University, USA

The ocean is but one component amongst many within climate
system models.
Resolution refinement is painfully slow!
This diagram is useful to target one’s career choices.

STEPHEN.GRIFFIES@NOAA.GOV Ocean model lectures: Part I
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Hierarchical approach

Background

Model Hierarchies Workshop C A L L 
F O R 

PA P E R S

In “On Exactitude in Science”, the Argentinian writer Borges tells the parable of a nation bankrupted by its car-
tographers, who endeavoured to create a map of the country on the scale of the country itself.  It is sometimes 
argued that builders of Earth System models, which continue to grow in resolution and complexity, somewhat 
resemble Borges’ mapmakers. Models so intricate that their behaviour is as rich and mysterious as the planet’s 
itself, may not advance the science of climate as much as we would like. 

Important Dates
Cal l  for submiss ions : 15 March 2016

Abstract  submiss ions : 15 May 2016

Suppor t  appl icat ion: 15 May 2016

Noticat ion of  Acceptance: 15 June 2016

Venue
The Modeling Hierarchies 

Workshop will be held on the 

campus of Princeton University, 

New Jersey, USA. The meeting will 

run from 13:00, 2 November 2016 

to 12:00, 4 November 2016. This 

meeting is held in conjunction 

with WGCM-20, which runs from 

31 October to 2 November 2016.

Committee

V. Balaji, Princeton University

S. Bony, LMD/IPSL, CNRS

J. Deshayes, LOCEAN/IPSL

C. Dufour, Princeton University

S. Fueglistaler, Princeton University

I. Held, NOAA/GFDL

C. Michaut, IPSL, CNRS 

L. Polvani, Columbia University

M.Rixen, WCRP/WMO 

C. Senior, UK Met Office

T. Shepherd, University of Reading

A. Sheshadri, Columbia University

A. Sobel, Columbia University 

A. Valerio, Princeton University

Sponsors
The Modeling Hierarchies 

Workshop is sponsored by 

the World Climate Research 

Programme under the auspices of 

the WCRP Grand Challenge on 

Clouds, Circulation and Climate 

Sensitivity and the Working Group 

on Coupled Models. 

Princeton University is kindly  

providing facilities.

2-4  November  2016
P r i n c e t o n  U n i v e r s i t y,  N e w  J e r s e y,  U S A

The workshop will be organized into several sessions, 
based on aspects of the Earth system to which differ-
ent model “species” can be applied. In each session 
we will encourage talks showing how robust and 
uncertain features from comprehensive (e.g. CMIP) 
model simulations can be interpreted through sim-
pler or more idealized models and experiments. We 
also encourage the proposal of experimental designs 
where different models of the same species may 
be compared (“idealized MIPs”), as well as talks on 
modeling infrastructure frameworks that allow the 
construction of various model species from a single 
codebase.

The session themes include: 
•	 Tropical convection and radiative-convective 

equilibrium
•	 Mid-latitude dynamics and storm tracks
•	 Stratosphere-troposphere coupling
•	 Ocean dynamics
•	 ENSO and other coupled modes of variability
•	 Climate sensitivity and feedbacks
•	 Biospheres and the carbon cycle: from Gaia to 

full ecosystems

You are encouraged to align with one of these 
themes, but topics relevant to the overarching theme 
of model hierarchies may be submitted.

Workshop themes and structure

Abstracts should be submitted electronically (http://wcrp-climate.org/gc-model-hierarchies-abstract-submission).  
All papers will be considered for oral presentation, but in case of a large number of qualified presentations, 
a poster presentation may be offered instead.

Submission instructions
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Website 
http://wcrp-climate.org/gc-model-hierarchies-home

Workshop goals
In an influential essay, Isaac Held indicated how we may bridge this “gap between simulation and understanding”. 
We construct hierarchies of models, with a range of complexity: simpler ones that embody a particular mechanism 
that underlies some aspect of the full Earth system, to comprehensive general circulation models with an interac-
tive carbon cycle. An impressive range of models form the toolkit of Earth System Science: simplied forms of the 
primitive equations to study rotating fluids, LES models to study turbulence, cloud-resolving models, and so on, up 
to AOGCMs and ESMs. Similarly there are modeling experiments also forming a hierarchy from highly idealized 
settings to the attempts to recreate the observed climate history in all its glory.

A key challenge is how to make the hierarchy more effective, so that we may readily isolate observed behaviour of 
a complex model in a simpler one, and represent findings from idealized models in GCMs. This workshop solicits 
talks that address this challenge.  A desired outcome of the workshop is a paper intended for a broad audience 
around the theme of model hierarchies, to which all workshop participants will be encouraged to contribute.
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Decadal Variability/Predictability lies in the Oceans

Internally generated potential predictability (From

Boer et al, 2011)

From Hawkins and Sutton, 2009

RFARNETI@ICTP.IT Ocean-Atmosphere Interactions
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Space-time diagram of motions

Broad range of
space-time scales
We see the absence of
a clear spectral gap
except for scales larger
than 1000 km.
We can use EMICs or
Downscale to get
information on smaller
space-time scales.
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Turbulent cascade of mechanical energy
Course outline and aims Motivation for using ocean models Posing the ocean model problem Some perspectives References and further reading

Turbulent cascade of mechanical energy
energy e or enstrophy h.2 Both models were designed with constant density cascades

Figure 3: (Left) Schematic of forward energy cascade typical of 3d turbulence (Kol-
mogorov, 1941) underpinning the Smagorinsky (1963) subgrid model. (Right) Schematic
of inverse energy cascade and forward enstrophy cascade typical of 2d turbulence
(Kraichnan, 1967) underpinning the Leith (1996) subgrid model. Plotted is the energy
spectrum, where

R
E(k)dk =

R 1
2 u · u dV, where integrals are over all space. Gridscale

where cascade is truncated in indicated in blue.

of kinetic energy in mind, following Kolmogorov (1941) in the three-dimensional energy
cascade and Kraichnan (1967) in the direct enstrophy cascade case. Each provides a scal-
ing for a viscosity based on resolved flow and grid parameters:
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⌘
, and the

factors of p appear to keep the nondimensional constants US, LL near 1.
Fox-Kemper and Menemenlis (2008) argue that the common LES subgrid models used

in oceanography (e.g. Smagorinsky, 1963; Griffies and Hallberg, 2000; Sullivan et al., 1994)
are not appropriate for MOLES because they are based on similarity laws or energy cas-
cades that do not occur at the mesoscale in the ocean. (Leith, 1996) argued that in two-
dimensional turbulence, where an inverse energy cascade an a direct enstrophy cascade
both occur, a different subgrid model is required depending on which cascade is inter-
rupted by the grid resolution.

Graham and Ringler (2013) show that the Leith parameterization performs best among
various LES subgrid models in a 2d turbulence simulation. They analyze spectral cas-
cades as well as convergence and stability properties. So, the Leith model is a good model
for 2d LES where the gridscale lies in an approximate enstrophy cascade. It is important
to note that many simulations have shown that for Smagorinsky or Leith to work, only
approximate inertial ranges are required.

2Enstrophy is a second conserved quantity in 2d turbulence, and is the vorticity squared. It is not con-
served in 3d turbulence.
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D–8

Compliments of Baylor Fox-Kemper, Brown University, USA

3d turbulence: energy
cascade to small
scales
2d/QG turbulence:
energy cascade to
large scales (inverse
cascade)
Cascades act to
couple space-time
scales.

Animation 4: QG turbulence cascade
Compliments of Shafer Smith, NYU USA

STEPHEN.GRIFFIES@NOAA.GOV Ocean model lectures: Part I

Compliments of Baylor Fox-Kemper, Brown University, USA

3d turbulence: energy
cascade to small
scales
2d/QG turbulence:
energy cascade to
large scales (inverse
cascade)
Cascades act to
couple space-time
scales.
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2 Posing the coupled model problem
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Theoretical foundations for ocean-atmosphere models

Continuum thermo-hydrodynamical equations
Seawater mass conservation
Tracer mass conservation
Momentum conservation
Linear irreversible thermodynamics of seawater
Typically assume hydrostatic balance

Boundary conditions
Air-sea interactions
Sea ice-ocean interactions
Ice shelf-ocean interactions
Solid-earth-ocean interactions

Subgrid scale parameterizations
Momentum closure: frictional stress tensor
Tracer closure: transport tensor
Boundary layer parameterizations

RFARNETI@ICTP.IT Ocean-Atmosphere Interactions
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A zoo of physical processes

The
ocean-atmosphere
interface contains a
zoo of physical
processes!

Strong coupling
between processes
⇔ no spectral gap.

Coupling means it is
generally better to
resolve than
parameterize.

Yet we cannot resolve
everything

RFARNETI@ICTP.IT Ocean-Atmosphere Interactions
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A zoo of physical processes in the Ocean interior

Course outline and aims Motivation for using ocean models Posing the ocean model problem Some perspectives References and further reading

A zoo of physical ocean processes

From Griffies and Treguier (2013)

The ocean contains a zoo of
physical processes!
Strong coupling between
processes , no spectral gap.
Coupling means it is generally
better to resolve than
parameterize.
Yet we cannot resolve
everything ) a practical need
for parameterizations that
pass the “laugh test”.

STEPHEN.GRIFFIES@NOAA.GOV Ocean model lectures: Part I

What happens in the interior will affect the surface interacting with the
atmosphere.
... The Ocean is not an SST ...

RFARNETI@ICTP.IT Ocean-Atmosphere Interactions
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Equilibration time scale problem

Scaling argument for deep adjustment time

H2/κ = (2000 m)2/(2× 10−5 m2/s) (1)
= O(5000 years) (2)

Bottom line for global climate:
Performing long (climate scale) simulations at eddy-resolving /
permitting resolution are not practical
Must live with deep ocean not being at equilibrium in most
simulations

RFARNETI@ICTP.IT Ocean-Atmosphere Interactions
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Upper ocean boundary and wave interactions

Course outline and aims Motivation for using ocean models Posing the ocean model problem Some perspectives References and further reading

Upper ocean boundary and wave interactions
Gravity wind-wave–driven processes at the ocean surface—including radia-
tion fluxes and energy, mass, and momentum exchanges—play an important 

role in the coupled climate system.

WIND WAVES IN THE 
COUPLED CLIMATE SYSTEM

BY L. CAVALERI, B. FOX-KEMPER, AND M. HEMER

FIG. 1. A schematic view of the influence of waves on air–sea exchanges.

W HERE THE INTERACTION BEGINS.  Erik Mollo-Christensen of  
 Massachusetts Institute of Technology (MIT) and builder of one of the first air–sea  
 interaction buoys used to tell his students: “Meteorologists consider the ocean as 

a wet surface. Oceanographers consider the atmosphere as a place where wind blows.” Of 
course things have changed since 1970, and the idea of an active interaction between the 
liquid and gaseous fluids that surround our planet has progressively tiptoed into the two 
respective fields. On the one hand, the meteorologists have acknowledged  X

1651NOVEMBER 2012AMERICAN METEOROLOGICAL SOCIETY |

From Cavaleri et al (2012)

New research activities in
boundary layer param
prompted by refined atmos
and ocean resolutions that
admit new dynamical regimes
(e.g., mesoscale eddies,
tropical cyclones).
An increased awareness in
the climate community of the
importance of surface ocean
gravity waves (e.g., Cavalieri
et al (2012)).

STEPHEN.GRIFFIES@NOAA.GOV Ocean model lectures: Part I

From Cavaleri et al (2012)

New research
activities in boundary
layer param prompted
by refined atmos and
ocean resolutions
that admit new
dynamical regimes
(e.g., mesoscale
eddies, tropical
cyclones).

An increased
awareness in the
climate community of
the importance of
surface ocean gravity
waves. See also
Ufuk’s talk in a few
minutes.

RFARNETI@ICTP.IT Ocean-Atmosphere Interactions
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The marginal ice zone (MIZ)

Course outline and aims Motivation for using ocean models Posing the ocean model problem Some perspectives References and further reading

The marginal ice zone (MIZ)

From ONR Marginal Ice Zonal Project

Questions about processes at the marginal ice zone are of prime
importance as Arctic sea ice melts.

STEPHEN.GRIFFIES@NOAA.GOV Ocean model lectures: Part I

From ONR Marginal Ice Zonal Project

Questions about processes at the marginal ice zone are of prime
importance as Arctic sea ice melts.

RFARNETI@ICTP.IT Ocean-Atmosphere Interactions
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The marginal ice zone (MIZ)

Course outline and aims Motivation for using ocean models Posing the ocean model problem Some perspectives References and further reading

Southern Ocean processes

  2 

wind-driven flow, transporting mass and heat across the mean axis of the ACC [Marshall and 
Speer, 2012; Ballarotta et al., 2013]. However, in situ observations remain sparse at these 
inhospitable high latitudes. Furthermore, the limited spatial resolution of current climate models 
requires them to represent this eddy transport in parameterized form, and current satellite 
missions only partially capture the eddy field, possibly missing an important part of SO 
dynamics. Recent reviews by Marshall and Speer [2012] and Palter et al. [in press] have 
highlighted the necessity for improving our understanding of the role of mesoscale eddies in 
tracer transport, in particular in the SO. 

 We now review three major aspects of SO biogeochemical tracer transport that we propose to 
focus on in this work. These aspects have been suggested to be both critical to carbon cycling 
and sensitive to the influence of mesoscale eddies, though the extent of this influence remains far 
from clear and needs quantification. 

 
Fig. 1: Schematic of the Southern Ocean circulation, showing the numerous relevant physical and 
biogeochemical processes [courtesy of L. Talley]. 

Southern Ocean upwelling: 
No clear answer has yet emerged regarding the future of the Southern Ocean CO2 sink, since 
little is known about the effect of eddies on the upwelling fluxes of DIC and nutrients. 

The upwelling of natural DIC- and nutrient-rich deep water at the Antarctic Divergence is 
brought about by the interaction between the wind-driven flow and the opposing mesoscale 
eddy-driven flow in the SO [Marshall and Radko, 2003; Ballarotta et al., 2013]. Yet, under 
climate changes that the SO is currently undergoing, such as wind intensification or increased 
precipitation, it remains unclear to what extent eddies compensate for the changes in wind-driven 
upwelling, hence casting doubt on the resulting natural CO2 flux. Models clearly demonstrate 
that as numerical resolution increases, eddy-compensation from transient and standing eddies 
also increases [Hallberg and Gnanadesikan, 2006; Dufour et al. 2012]. However, recent 
theoretical and modeling studies have suggested that the eddy-compensation of the wind-driven 
circulation would not be total [Meredith et al., 2012; Morrison et al., 2013]. Some studies have 

Fundamental role played by
mesoscale eddies in
transporting properties
meridionally; absence of
lateral boundaries make
eddies dominate north-south
transport.
Eddy params are improving,
but explicit resolution
generally performs better.

Animation 2: SST in Southern Ocean from CM2.6
Daily mean SST in Southern Ocean, with animation thanks to Whit
Anderson, GFDL.

STEPHEN.GRIFFIES@NOAA.GOV Ocean model lectures: Part I
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Resolving versus parameterizing: some numbers

Setting the model’s grid scale to the Kolmogorov length
∆ = 10−3m over a global (ocean) domain of volume 1.3× 1018 m3

requires 1.3× 1027 discrete grid cells. This is roughly
104 × Avogadro’s number!
Each model grid point has a velocity vector and tracer fields to
time integrate.
Conclude:

We will be dust long before DNS of global climate simulations.
We must use parameterizations to simulate, or regional
simulations.

RFARNETI@ICTP.IT Ocean-Atmosphere Interactions
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Spatial scale of mesocale and submesoscale eddies

Course outline and aims Motivation for using ocean models Posing the ocean model problem Some perspectives References and further reading

Spatial scale of mesocale and submesoscale eddies
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Eddy size / first baroclinic
Rossby Radius �m = cm/|f |,
where the phase speed is
approximated by (Chelton et
al. 1998)

cm ⇡ 1
m⇡

Z 0

�H
N dz.

Global models are marginal at
representing this scale;
regional and process models
just reach into the
submesoscale.

Animation 5: Southern Ocean regional process model
MITgcm w/ 1/20� (and 1/80� local refinement) w/ 150 vertical levels.

STEPHEN.GRIFFIES@NOAA.GOV Ocean model lectures: Part I

MODIS satellite w/ inserts by A. Adcroft (GFDL)

Eddy size ∝ first baroclinic
Rossby Radius λm = cm/|f |,
where the phase speed is
approximated by (Chelton et
al. 1998)

cm ≈
1

mπ

∫ 0

−H
N dz.

Global models are marginal at
representing this scale;
regional and process models
can help reach into the
submesoscale.
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Spatial scale of mesocale and submesoscale eddies
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Resolution required to represent mesoscale eddies

Course outline and aims Motivation for using ocean models Posing the ocean model problem Some perspectives References and further reading

Resolution required to represent mesoscale eddies

From Hallberg (2013)

Hallberg (2013): 2�  �1 needed to resolve mesoscale eddies.
Map indicates the necessary Mercator spacing for 2� = �1.

STEPHEN.GRIFFIES@NOAA.GOV Ocean model lectures: Part I

From Hallberg (2013)

Hallberg (2013): 2∆ ≤ λ1 needed to resolve mesoscale eddies.
Map indicates the necessary Mercator spacing for 2∆ = λ1.

RFARNETI@ICTP.IT Ocean-Atmosphere Interactions



Motivation for using coupled models Posing the coupled model problem Basics on (Low-Frequency) Variability Mesoscale/regional examples

Ocean resolution in IPCC-class climate models
Course outline and aims Motivation for using ocean models Posing the ocean model problem Some perspectives References and further reading

Ocean resolution in IPCC-class climate models

Compliments of GFDL
Figure 1: Ocean model resolution of coupled climate models reported by the Intergovern-
mental Panel on Climate Change by year. Also shown are prototype MOLES simulations
for the next round of models (AR6?) by the National Center for Atmospheric Research,
the NOAA Geophysical Fluid Dynamics Laboratory, the Department of Energy, and the
UKMO Hadley Centre. Exponential fits to the median and leading edge models as well as
Moore’s Law of increasing computer power are shown as dashed lines. Good resolution
(based on process models) for mesoscale, submesoscale, and Langmuir-scale phenomena
are shown.

to the planetary thermodynamics (e.g., Danabasoglu and McWilliams, 1995; Gent, 2011).
However, as our demand for these models’ reliability has grown, as has our com-

putational capabilities, so now a new stage is planned or in prototype at a number of
climate modeling centers–mesoscale eddy resolving (or permitting) climate models. It is
hoped that such models will have unprecedented accuracy and allow for a substantially
improved assessment of climate processes and climate sensitivity (McClean et al., 2011;
Delworth et al., 2012).

However, a lesson can be learned from the operational ocean forecast models and
ocean reanalyses, which generally run at higher resolution due to the shorter duration
of the simulation (decades rather than centuries). Even at these higher resolutions, the
choice of a physically-sound and accurate subgrid model remains a challenging and im-
portant characteristic of even Mesoscale Ocean Large Eddy Simulation (MOLES).

Fig. 2, which is described in detail in section 2.3, compares a frontal spin-down under
the effects of eddies with three different eddy-permitting resolutions where the number

D–3

From B. Fox-Kemper, Brown University, USA

The ocean is but one component amongst many within climate
system models.
Resolution refinement is painfully slow!
This diagram is useful to target one’s career choices.
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Nevertheless, progress is exciting!

Daily SST from the GFDL CM2.6, a 0.1◦ configuration for the ocean
component, under a 50 km global atmosphere model

But with a big limitation...
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Outline

3 Basics on (Low-Frequency) Variability
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Possible Mechanisms and sources of variability

Climate variability might arise primarily from the atmosphere,
independent of varying boundary conditions such as SST.
Climate variability might be enhanced by the presence of an
ocean with a large heat capacity, leading to a red spectrum. The
null hypothesis for climate variability.
Climate variability might arise via coupled ocean-atmosphere
modes (e.g. ENSO). Controversial in mid-latitudes.
Climate variability might have primarily an oceanic origin. Ocean
variability might affect the atmosphere without the need for
coupled modes.
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Hasselmann (1977)’s Stochastic Climate Model

The ocean mixed layer (the
slow component), of much
higher heat capacity,
integrates atmospheric white
noise (the fast component),
giving rise to a red spectrum.
∂tT ′ = −λT ′ + F(t)

The variance spectrum is
|T ′(ω)|2 = |F′|2

ω2+λ2

and so the slope is ω−2

OCTOBER 2004 2157Q I U E T A L .

FIG. 14. (a) Frequency spectra of the SSTs from the buoy obser-
vations (thin black curve) and from the PWP model (thick gray
curve). (b) Frequency spectrum of the net surface heat flux data from
the buoy observations.

tered SST time series from the buoy measurements and
the synoptic-scale model run (see Fig. 11a for the un-
filtered time series in 1997 and 1998). Despite the sim-
plicity of the PWP model physics, the model simulation
is able to capture many of the synoptic-scale SST chang-
es observed by the buoy. The two time series in Fig.
13 have a linear correlation coefficient of 0.59; with the
decorrelation scale estimated at about 10 days, the cor-
relation is significant at the 99% confidence level.
It is interesting to note that the power spectra for both

the observed and modeled SST time series have a well-
defined v22 dependency (Fig. 14a). That the frequency
spectra of SST have a 22 slope was previously noted
by Frankignoul and Hasselmann (1977). Using the con-
cept of stochastic forcing, Frankignoul and Hasselmann
showed that the v22 dependency for the observed SST
signals could be adquately explained by the ‘‘white
noise’’ surface heat flux forcing. A look at the observed
surface net heat flux forcing for the present study (Fig.
14b) reveals that the frequency spectrum for Qnet is in-
deed ‘‘white’’ in the frequency range of 1/100 to 1/16
days. For v . 1/16 days, however, the power of the
net heat flux forcing tends to decreases with the fre-
quency. From the classic stochastic forcing model, this
would lead to the slope of the SST spectrum being steep-
er than 22, in contradiction to the observed v22 de-
pendency.

One assumption adopted in Frankignoul and Hassel-
mann’s (1977) model is that the surface mixed layer
depth is constant. As indicated by the black curve in
Fig. 11d, this clearly is not the case, as the mixed layer
depth can modulate significantly in response to the syn-
optic-scale heat flux and wind stress forcing. Changes
in the mixed layer depth alter the thickness over which
the surface heat input/loss is being distributed. As such,
in the high-frequency band where the mixed layer depth
change is significant (see, e.g., Fig. 11), it is not sur-
prising to find that the SST signals do not behave simply
as an integrator of the net heat flux forcing. To under-
stand the SST variability on the semimonthly or shorter
time scales, we clearly need to take the dynamics of
high-frequency mixed layer changes into account.

5. Summary and discussion
The western boundary current outflow region of the

subtropical gyre is where the largest heat exchange takes
place across the air–sea interface in the North Pacific
Ocean. Using the surface meteorological data from a
JMA buoy at 298N, 1358E, we carried out an in-depth
analysis of the air–sea flux forcing in this region. The
decade-long buoy observations not only allowed us to
document surface heat and momentum fluxes over a
broad range of frequencies, it also provided a unique
reference site to evaluate the air–sea flux products from
operational weather forecast assimilation and analysis
models.
As is typical for midlatitude oceans, the surface heat

fluxes at the buoy site have well-defined annual cycles,
and the observed seasonal (summer 2 winter) ampli-
tudes of the turbulent and radiative heat fluxes reach
220 and 170 W m22, respectively. For the monthly tur-
bulent heat flux climatology, a comparison with the
NCEP reanalysis product revealed that the NCEP result
has a bias of overestimating the flux amplitude. This
bias is particularly large (.60 W m22) in winter months
where modeled turbulent heat flux values of individual
synoptic-scale disturbances exceeded persistently those
of the observations. Similar to the turbulent heat flux
climatology, amplitudes of the monthly radiative heat
fluxes in the NCEP product also have an overestimating
bias. Examining the flux components indicated that
much of this bias was due to the overestimation of in-
coming solar radiation at the sea surface. Because the
turbulent and radiative heat fluxes contribute oppositely
to the net heat flux across the sea surface, the bias for
the monthly Qnet climatology is smaller than the biases
of the composing components.
On the subseasonal time scales, the surface wind and

heat flux forcing at the buoy site is dominated by signals
reflecting the synoptic-scale weather disturbances. For
both the observed surface heat flux and wind stress time
series, there exist no distinct spectral peaks. Rather, the
large-amplitude heat flux forcing appears in the broad
frequency band from 1/14 to 1/3 days, and the surface
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Barsugli and Battisti (1977)’s Stochastic Climate Model

Barsugli and Battisti (JAS, 1998) model

Barsugli and Battisti JAS 1998

RFARNETI@ICTP.IT Ocean-Atmosphere Interactions



Motivation for using coupled models Posing the coupled model problem Basics on (Low-Frequency) Variability Mesoscale/regional examples

Does this work?
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Does this work? YES!
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Basic effects of ocean-atmosphere thermal coupling

increases variance in both media.
decrease energy fluxes between them.
prescribing mid-latitude SSTs does not lead to a correct
simulation of low-frequency thermal variance in the atmosphere.

We need a coupled ocean-atmosphere model ...
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Is this ‘all there is’? ...

Is the integration of atmospheric variability by the oceanic mixed
layer producing a red spectrum all there is?
dynamical process can indeed produce variance at long periods
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Figure 6. Mean spectra of midlatitude SST anomalies of the HADISST and Kaplan
SST data sets (thick lines), along with the best fit spectra from an AR(1) process (thin
central line) with 95% confidence levels (thin outer lines). Adapted from Dommenget
& Latif (2002).

reality. In the case at hand we may ask, do observations indicate that the integration of
the atmospheric variability by the oceanic mixed layer so producing a red spectrum in the
oceanic mixed layer is ‘all there is’? The HADISST set (Folland et al. 1999) and the Kaplan
set Kaplan et al. (1998) both extend over a hundred years, and Fig. 6 shows their mean
spectra as computed by Dommenget & Latif (2002). Neither of the spectra conform very
well to AR(1) spectra with 95% confidence limits. The deviations do not occur through
a single spectral peak indicating some periodic oscillation, but the general shape of the
spectrum is different, having a shallower slope than is predicted at seasonal to interannual
timescales, but at the same time the spectrum fails to flatten into a white spectrum at long
timescales; rather, it continues to redden at decadal timescales, suggesting perhaps that
there are dynamical processes that can directly produce variance on these long periods. We
discuss what these might be in the next few sections.

5 Coupled interactions modes of interaction

Let us now look at the evidence for dynamically coupled modes of interaction between
the ocean and atmosphere, but omitting discussion of the single unambiguous example
in the climate system, namely El Niño and the Southern Oscillation (ENSO). Our reason
for such a seemingly egregious omission is that the ENSO phenomena is well documented,
reasonably well understood, and discussed at great length elsewhere.

A striking example of apparent mid- and high-latitude ocean-atmosphere coupling was
described by Latif & Barnett (1996). Using a then state-of-the art coupled ocean atmosphere

16
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We can add spatial coherence in atmosphere and a
dynamical ocean: Regional Basin Modes/Oscillations
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Adding spatial coherence in atmosphere and a
dynamical ocean: Regional Basin Modes/Oscillations

The Pacific Decadal Oscillation PDO
North Pacific SST integrates weather noise
SST anomalies provide reduced damping of atmospheric signals
at low-frequency
local and remote coupled feedbacks
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Adding spatial coherence in atmosphere and a
dynamical ocean: Regional Basin Modes/Oscillations

The Atlantic Multidecadal Oscillation AMO
AMOC variability forces AMO signal (most probably)
AMO forces atmospheric response, e.g. negative NAO (maybe)
trans-basin connections
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Adding spatial coherence in atmosphere and a
dynamical ocean: Regional Basin Modes/Oscillations

The Indian Ocean Dipole IOD
ocean-atmosphere interaction causing interannual climate
variability
Oscillations of SSTs due to variability in trade winds
Tropical→ shorter time scale (interannual)
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Outline

4 Mesoscale/regional examples
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Net Surface Heat Flux

Blue→ Heat into the Ocean
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SST bias in Coupled Models
NRCM 

Downscaling:  Climate model biases 

“Models still show significant errors ... The ultimate !
source of most is that many important  small-scale !
processes are not represented explicitly in models …”!
!
Randal et al., 2007.!

Too Warm!

Too Cold!
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Two-way nesting in the Agulhas region
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The Benguela Upwelling problem

Of all the major coastal upwelling systems in the World’s ocean,
the Benguela, located off south-west Africa, is the one which
climate models find hardest to simulate well.
Increasing both oceanic and atmospheric resolutions (and
shifting winds towards the coast) improves the simulation.
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The double-ITCZ problem
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Air-Sea interaction at basin (slow and large) scales

Stronger wind speed
→ lower SST via
mixing and turbulent
flux
Negative Correlation
→ Atmosphere drives
the Ocean

Air-sea interaction at basin-scale
(slow and large scales)

Stronger wind speed ➔ 
lower SST via mixing and 

turbulent flux
Negative correlation:

Atmosphere drives the 
ocean.Kushnir et al. 2002

SST and wind anomaly patten related to NAO
15 AUGUST 2002 2235K U S H N I R E T A L .

FIG. 1. The patterns of wintertime (Dec–Mar), anomalous SST, ocean–atmosphere turbulent heat flux (latent plus sensible), and surface
wind vectors, associated (via linear regression) with the leading PC of SST variability in the (a), (c) North Atlantic and (b), (d) North Pacific.
(a), (b) The observations from 1949 to 1999 (data from NCEP–NCAR reanalysis). (c), (d) The mean of a 10-member ensemble GCM
integrations forced with global, time-varying SST anomalies from 1950 to 1999 (ECHAM3.5 GCM data provided by L. Goddard). Heat
fluxes are in W m22 with positive (negative) values in solid (dashed) contours every 3 W m22. The zero contour is bold. Arrows depict the
wind vectors in m s21 with scales as shown in panels. The SST anomaly values (C8) are denoted in colors according to scale (note that scale
is kept at the 20.58–0.58C range for overall clarity, however, values in eastern equatorial Pacific extend up to 1.28C).

varying SST anomalies [AMIP (Atmospheric Model In-
tercomparison Project) type experiments]. Finally, in
section 5, we discuss the recent extension of the inves-
tigation to the realm of coupled model experiments.
Conclusions follow in section 6.

2. The observed pattern of extratropical
atmosphere–ocean anomalies

a. Fundamental properties of extratropical SST
anomalies

As described in F85, The salient features of observed
extratropical SST anomalies and their associated at-
mospheric patterns are as follows:

• Extratropical SST anomalies have large, basin-size,
scales. While small-scale perturbations in SST (as-

sociated with mesoscale ocean eddies) are visible in
high-resolution data, there is a distinct large-scale sig-
nature in midlatitude SST variability that is similar to
the scale of atmospheric low-frequency variability
(Namias and Cayan 1981; Wallace and Jiang 1987;
and Figs. 1a,b).

• SST anomalies are the surface expression of changes
in the heat content of a well-mixed upper-ocean layer
that represents a large thermal reservoir. This property
grants SST anomalies large persistence compared to
atmospheric anomalies. The e-folding timescale of
midlatitude SST anomalies is typically 3–5 months
(Barnett 1981; Frankignoul and Reynolds 1983).

• Over most of the World Ocean, monthly and seasonal
extratropical SST anomalies are well correlated with
the overlying surface air temperature anomalies (F85,
see section 2.3).
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Mean wind is westerly ➜

Mean wind is easterly ←

 North Atlantic Oscillation
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Air-Sea interaction at mesoscales (fast and short)

Enhanced (Reduced)
wind speed over warm
(cold) SST
Positive Correlation
→ Ocean drives the
Atmosphere

Air-sea interaction at oceanic mesoscale 
(fast and short scales) 

QSCAT WIND STRESSTRMM SST

Enhanced wind speed over higher SST!

TRMM SST and QuikSCAT wind stress on 3 September 1999

Seo et al. 2007
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Effects on the Atmosphere

Enhanced (Reduced) wind speed over warm (cold) SST
Positive Correlation→ Ocean drives the Atmosphere
Impact on the atmosphere via vertical motion: Gulf Stream 

case from the observations

convergence and divergence are strong (80u–40uW, 30u–48uN, red-
dashed box in Fig. 1c). Furthermore, consistent with the MABL
model16 where SST variations force pressure adjustments, the
pattern of laplacian SST with sign reversed (2=2SST) exhibits some
similarities to laplacian SLP and wind convergences (Fig. 1d). These
results indicate that MABL pressure adjustments to SST gradients
near the Gulf Stream are important for surface wind divergence.
Relatively high pressures on the colder flank and relatively low
pressures on the warmer flank induce cross-frontal components of
near-surface winds, leading to divergence and convergence (Supple-
mentary Fig. 1).

Previous studies suggested that warmer SSTs induce stronger ver-
tical momentum mixing, and the enhanced mixing is responsible for
mesoscale features in the surface wind convergence field9,10, consis-
tent with a numerical model experiment focusing on near-surface
adjustments17. Our observational result indicates the importance of
the overlooked pressure adjustment mechanism, consistent with
both a recent short (a few days) regional model experiment for the
Gulf Stream18 and a numerical study of tropical instability waves19.
Note that the observed surface wind convergence is roughly collo-
cated with the axis of the Gulf Stream (Fig. 1e, Supplementary Fig. 1).

Satellite observations further reveal that the Gulf Stream anchors a
narrow rain band roughly collocated with the surface wind conver-
gence (Fig. 2a). Although there was evidence that the Gulf Stream
affects precipitation20, our high-resolution analysis reveals that the
narrow rain band meanders with the Gulf Stream front and is con-
fined to its warmer flank with SSTs greater than 16 uC. This close co-
variation in space is strongly indicative of an active role of the Gulf
Stream. The precipitation pattern is well reproduced in the opera-
tional analysis (Supplementary Fig. 2), with a bias of excessive rain
rates compared to satellite observations.

The causality is further examined using an atmospheric general
circulation model (AGCM)4. It successfully captures the rain band
following the meandering Gulf Stream, although the rain rate near
the coast is somewhat too weak compared with satellite observations
(Fig. 2b). When the SST is smoothed (see Methods for details),
however, the narrow precipitation band disappears in the AGCM
(Fig. 2c). Compared to the smoothed SST run, rain-bearing low-
pressure systems tend to develop along the Gulf Stream front in
the control simulation (Supplementary Fig. 3). These results
indicate that the narrow precipitation band in the western North

Atlantic results from the forcing by the sharp SST front of the Gulf
Stream.

Similar to precipitation, surface evaporation also exhibits a
narrow banded structure on the offshore side of the SST front
(Supplementary Fig. 2). This evaporation band is consistent with a
short-term field observation21. The amount of evaporation is slightly
larger than that of precipitation, indicating that local evaporation
supplies much of the water vapour for precipitation. The local
enhancement of evaporation on the warmer flank of the Gulf
Stream is due to enhanced wind speed and the large disequilibrium
of air temperature from SST9,13.

As precipitation off the US east coast is often associated with deep
weather systems, the rainfall pattern described above suggests that the
Gulf Stream’s influence may penetrate to the free atmosphere.
Indeed, the upward motion across the Gulf Stream displays a deep
structure extending to the upper troposphere (Fig. 3a). The upward
motion is anchored by wind convergence in the MABL (Fig. 3a). The
latter peaks at the sea surface, and is strongly affected by SST (Fig. 1).
It is interesting to note that although surface convergence and diver-
gence are similar in magnitude (Fig. 1), the upward motion over
surface wind convergence is much stronger and deeper than the
downward motion over the wind divergence (Fig. 3a). This is sug-
gestive of the importance of condensational heating above the MABL
in developing the asymmetry between the upward and downward
motion.

The upward wind velocity is strongest just above the MABL between
the 850 and 700 hPa levels (Fig. 3a). The horizontal distribution at
these levels is quite similar to the distribution of the surface conver-
gence. The structure trapped by the Gulf Stream is clearly visible at
500 hPa and remains discernible at the 300 hPa level (Supplementary
Fig. 4). Remarkably, the divergence in the upper troposphere is also
dominated by a meandering band following the Gulf Stream front
(Fig. 3b)—such a pattern is required by mass conservation, with the
tropopause acting virtually as a lid for the mean circulation.

Next we examine the occurrence of high clouds, and infer cloud-
top temperature using three-hourly outgoing long-wave radiation
(OLR) derived from satellite observations. Lower OLR levels indicate
lower temperatures and higher altitudes of cloud tops. Figure 3c
shows the occurrence rate of OLR lower than 160 W m22, which
roughly corresponds to a cloud-top height of about 300 hPa. A nar-
row band of high occurrence hugs the SST front of the Gulf Stream in

a Observed rain rate, satellite b Rain rate, AGCM c Rain rate, AGCM, smoothed
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Figure 2 | Annual climatology of rain rate.
a, Observed by satellites. b, c, In the AGCM with
observed (b) and smoothed (c) SSTs. Contours
are for SST, as in Fig. 1.
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Figure 3 | Annual climatology of parameters
connecting MABL and free atmosphere.
a, Vertical wind velocity (upward positive; colour),
boundary layer height (black curve) and wind
convergence (contours for 61, 2, 3 3 1026 s21)
averaged in the along-front direction in the green
box in b, based on the ECMWF analysis. b, Upper-
tropospheric wind divergence averaged between
200 and 500 hPa (colour). c, Occurrence frequency
of daytime satellite-derived OLR levels lower than
160 W m22 (colour). Contours in b and c are for
SST, as in Fig. 1.
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Influence of the Gulf Stream on the troposphere
Shoshiro Minobe1, Akira Kuwano-Yoshida2, Nobumasa Komori2, Shang-Ping Xie3,4 & Richard Justin Small3

The Gulf Stream transports large amounts of heat from the tropics
to middle and high latitudes, and thereby affects weather phenom-
ena such as cyclogenesis1,2 and low cloud formation3. But its cli-
matic influence, on monthly and longer timescales, remains
poorly understood. In particular, it is unclear how the warm cur-
rent affects the free atmosphere above the marine atmospheric
boundary layer. Here we consider the Gulf Stream’s influence on
the troposphere, using a combination of operational weather ana-
lyses, satellite observations and an atmospheric general circula-
tion model4. Our results reveal that the Gulf Stream affects the
entire troposphere. In the marine boundary layer, atmospheric
pressure adjustments to sharp sea surface temperature gradients
lead to surface wind convergence, which anchors a narrow band of
precipitation along the Gulf Stream. In this rain band, upward
motion and cloud formation extend into the upper troposphere,
as corroborated by the frequent occurrence of very low cloud-top
temperatures. These mechanisms provide a pathway by which
the Gulf Stream can affect the atmosphere locally, and possibly
also in remote regions by forcing planetary waves5,6. The iden-
tification of this pathway may have implications for our under-
standing of the processes involved in climate change, because the
Gulf Stream is the upper limb of the Atlantic meridional over-
turning circulation, which has varied in strength in the past7 and
is predicted to weaken in response to human-induced global
warming in the future8.

It is a challenging task to isolate the climatic influence of the Gulf
Stream from energetic weather variability using conventional obser-
vations, which are spatially and temporally sporadic. Recently, high-
resolution satellite observations of surface winds made it possible to
map the influence of the Gulf Stream9,10 and other major sea surface
temperature (SST) fronts11–14 on the near-surface atmosphere. The
Gulf Stream affects the 10-m wind climatology as observed by the
QuikSCAT satellite15, with wind divergence and convergence on the
cold and warm flanks, respectively, of the Gulf Stream front9,10

(Fig. 1a). However, the mechanism by which the SST fronts influence
surface winds is still under much debate9,10

The identification of the mechanism responsible has been ham-
pered by the need to know parameters not available from satellite
observations, for which we turn to high-resolution atmospheric
operational analyses from the European Centre for Medium-Range
Weather Forecasts (ECMWF). The operational analysis successfully
captures the observed pattern of wind divergence (Fig. 1b). Interestingly,
the wind convergence closely resembles the pattern of the laplacian of
sea-level pressure (=2SLP) (Fig. 1c).This correspondence is consistent
with an immediate consequence of a marine atmospheric boundary
layer (MABL) model16 (see Methods Summary). Note that it is
virtually impossible to see the correspondence between the wind
convergence and SLP itself without taking the laplacian. The laplacian
operator acts as a high-pass filter, unveiling the SST frontal effect that
is masked by large-scale atmospheric circulations.

In contrast to the free atmosphere where wind velocities are
nearly non-divergent, substantial divergence occurs in the MABL
in the presence of strong friction and is proportional to the SLP
laplacian in the MABL model described in the Methods Summary.
Such a linear relation approximately holds in observations (Fig. 1f),
with a correlation coefficient as high as 0.70 for a region where wind

1Department of Natural History Sciences, Graduate School of Science, Hokkaido University, Sapporo 060-0810, Japan. 2Earth Simulator Center, Japan Agency for Marine-Earth
Science and Technology, Yokohama 236-0001, Japan. 3International Pacific Research Center, 4Department of Meteorology, University of Hawaii at Manoa, Honolulu, Hawaii 96822,
USA.
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Figure 1 | Annual climatology of surface parameters. a, b, 10-m wind
convergence (colour) in QuikSCAT satellite observations (a) and in the
ECMWF analysis (b). c, d, SLP laplacian (c) and sign-reversed SST laplacian
(d) in the ECMWF analysis. e, Surface geostrophic current speed. In a–e, SST
contours (2 uC interval and dashed contours for 10 uC and 20 uC) are shown.
f, Relationship between the SLP laplacian and wind convergence based on
monthly climatology in the red-dashed box in c; the regression line is shown
red. Error bars, 61 s.d. of wind convergence for each bin of SLP.

Vol 452 | 13 March 2008 | doi:10.1038/nature06690

206
Nature   Publishing Group©2008

convergence and divergence are strong (80u–40uW, 30u–48uN, red-
dashed box in Fig. 1c). Furthermore, consistent with the MABL
model16 where SST variations force pressure adjustments, the
pattern of laplacian SST with sign reversed (2=2SST) exhibits some
similarities to laplacian SLP and wind convergences (Fig. 1d). These
results indicate that MABL pressure adjustments to SST gradients
near the Gulf Stream are important for surface wind divergence.
Relatively high pressures on the colder flank and relatively low
pressures on the warmer flank induce cross-frontal components of
near-surface winds, leading to divergence and convergence (Supple-
mentary Fig. 1).

Previous studies suggested that warmer SSTs induce stronger ver-
tical momentum mixing, and the enhanced mixing is responsible for
mesoscale features in the surface wind convergence field9,10, consis-
tent with a numerical model experiment focusing on near-surface
adjustments17. Our observational result indicates the importance of
the overlooked pressure adjustment mechanism, consistent with
both a recent short (a few days) regional model experiment for the
Gulf Stream18 and a numerical study of tropical instability waves19.
Note that the observed surface wind convergence is roughly collo-
cated with the axis of the Gulf Stream (Fig. 1e, Supplementary Fig. 1).

Satellite observations further reveal that the Gulf Stream anchors a
narrow rain band roughly collocated with the surface wind conver-
gence (Fig. 2a). Although there was evidence that the Gulf Stream
affects precipitation20, our high-resolution analysis reveals that the
narrow rain band meanders with the Gulf Stream front and is con-
fined to its warmer flank with SSTs greater than 16 uC. This close co-
variation in space is strongly indicative of an active role of the Gulf
Stream. The precipitation pattern is well reproduced in the opera-
tional analysis (Supplementary Fig. 2), with a bias of excessive rain
rates compared to satellite observations.

The causality is further examined using an atmospheric general
circulation model (AGCM)4. It successfully captures the rain band
following the meandering Gulf Stream, although the rain rate near
the coast is somewhat too weak compared with satellite observations
(Fig. 2b). When the SST is smoothed (see Methods for details),
however, the narrow precipitation band disappears in the AGCM
(Fig. 2c). Compared to the smoothed SST run, rain-bearing low-
pressure systems tend to develop along the Gulf Stream front in
the control simulation (Supplementary Fig. 3). These results
indicate that the narrow precipitation band in the western North

Atlantic results from the forcing by the sharp SST front of the Gulf
Stream.

Similar to precipitation, surface evaporation also exhibits a
narrow banded structure on the offshore side of the SST front
(Supplementary Fig. 2). This evaporation band is consistent with a
short-term field observation21. The amount of evaporation is slightly
larger than that of precipitation, indicating that local evaporation
supplies much of the water vapour for precipitation. The local
enhancement of evaporation on the warmer flank of the Gulf
Stream is due to enhanced wind speed and the large disequilibrium
of air temperature from SST9,13.

As precipitation off the US east coast is often associated with deep
weather systems, the rainfall pattern described above suggests that the
Gulf Stream’s influence may penetrate to the free atmosphere.
Indeed, the upward motion across the Gulf Stream displays a deep
structure extending to the upper troposphere (Fig. 3a). The upward
motion is anchored by wind convergence in the MABL (Fig. 3a). The
latter peaks at the sea surface, and is strongly affected by SST (Fig. 1).
It is interesting to note that although surface convergence and diver-
gence are similar in magnitude (Fig. 1), the upward motion over
surface wind convergence is much stronger and deeper than the
downward motion over the wind divergence (Fig. 3a). This is sug-
gestive of the importance of condensational heating above the MABL
in developing the asymmetry between the upward and downward
motion.

The upward wind velocity is strongest just above the MABL between
the 850 and 700 hPa levels (Fig. 3a). The horizontal distribution at
these levels is quite similar to the distribution of the surface conver-
gence. The structure trapped by the Gulf Stream is clearly visible at
500 hPa and remains discernible at the 300 hPa level (Supplementary
Fig. 4). Remarkably, the divergence in the upper troposphere is also
dominated by a meandering band following the Gulf Stream front
(Fig. 3b)—such a pattern is required by mass conservation, with the
tropopause acting virtually as a lid for the mean circulation.

Next we examine the occurrence of high clouds, and infer cloud-
top temperature using three-hourly outgoing long-wave radiation
(OLR) derived from satellite observations. Lower OLR levels indicate
lower temperatures and higher altitudes of cloud tops. Figure 3c
shows the occurrence rate of OLR lower than 160 W m22, which
roughly corresponds to a cloud-top height of about 300 hPa. A nar-
row band of high occurrence hugs the SST front of the Gulf Stream in
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Figure 2 | Annual climatology of rain rate.
a, Observed by satellites. b, c, In the AGCM with
observed (b) and smoothed (c) SSTs. Contours
are for SST, as in Fig. 1.
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Figure 3 | Annual climatology of parameters
connecting MABL and free atmosphere.
a, Vertical wind velocity (upward positive; colour),
boundary layer height (black curve) and wind
convergence (contours for 61, 2, 3 3 1026 s21)
averaged in the along-front direction in the green
box in b, based on the ECMWF analysis. b, Upper-
tropospheric wind divergence averaged between
200 and 500 hPa (colour). c, Occurrence frequency
of daytime satellite-derived OLR levels lower than
160 W m22 (colour). Contours in b and c are for
SST, as in Fig. 1.

NATURE | Vol 452 | 13 March 2008 LETTERS

207
Nature   Publishing Group©2008

�∙u Satellites rain rate: ERA-I

convergence and divergence are strong (80u–40uW, 30u–48uN, red-
dashed box in Fig. 1c). Furthermore, consistent with the MABL
model16 where SST variations force pressure adjustments, the
pattern of laplacian SST with sign reversed (2=2SST) exhibits some
similarities to laplacian SLP and wind convergences (Fig. 1d). These
results indicate that MABL pressure adjustments to SST gradients
near the Gulf Stream are important for surface wind divergence.
Relatively high pressures on the colder flank and relatively low
pressures on the warmer flank induce cross-frontal components of
near-surface winds, leading to divergence and convergence (Supple-
mentary Fig. 1).

Previous studies suggested that warmer SSTs induce stronger ver-
tical momentum mixing, and the enhanced mixing is responsible for
mesoscale features in the surface wind convergence field9,10, consis-
tent with a numerical model experiment focusing on near-surface
adjustments17. Our observational result indicates the importance of
the overlooked pressure adjustment mechanism, consistent with
both a recent short (a few days) regional model experiment for the
Gulf Stream18 and a numerical study of tropical instability waves19.
Note that the observed surface wind convergence is roughly collo-
cated with the axis of the Gulf Stream (Fig. 1e, Supplementary Fig. 1).

Satellite observations further reveal that the Gulf Stream anchors a
narrow rain band roughly collocated with the surface wind conver-
gence (Fig. 2a). Although there was evidence that the Gulf Stream
affects precipitation20, our high-resolution analysis reveals that the
narrow rain band meanders with the Gulf Stream front and is con-
fined to its warmer flank with SSTs greater than 16 uC. This close co-
variation in space is strongly indicative of an active role of the Gulf
Stream. The precipitation pattern is well reproduced in the opera-
tional analysis (Supplementary Fig. 2), with a bias of excessive rain
rates compared to satellite observations.

The causality is further examined using an atmospheric general
circulation model (AGCM)4. It successfully captures the rain band
following the meandering Gulf Stream, although the rain rate near
the coast is somewhat too weak compared with satellite observations
(Fig. 2b). When the SST is smoothed (see Methods for details),
however, the narrow precipitation band disappears in the AGCM
(Fig. 2c). Compared to the smoothed SST run, rain-bearing low-
pressure systems tend to develop along the Gulf Stream front in
the control simulation (Supplementary Fig. 3). These results
indicate that the narrow precipitation band in the western North

Atlantic results from the forcing by the sharp SST front of the Gulf
Stream.

Similar to precipitation, surface evaporation also exhibits a
narrow banded structure on the offshore side of the SST front
(Supplementary Fig. 2). This evaporation band is consistent with a
short-term field observation21. The amount of evaporation is slightly
larger than that of precipitation, indicating that local evaporation
supplies much of the water vapour for precipitation. The local
enhancement of evaporation on the warmer flank of the Gulf
Stream is due to enhanced wind speed and the large disequilibrium
of air temperature from SST9,13.

As precipitation off the US east coast is often associated with deep
weather systems, the rainfall pattern described above suggests that the
Gulf Stream’s influence may penetrate to the free atmosphere.
Indeed, the upward motion across the Gulf Stream displays a deep
structure extending to the upper troposphere (Fig. 3a). The upward
motion is anchored by wind convergence in the MABL (Fig. 3a). The
latter peaks at the sea surface, and is strongly affected by SST (Fig. 1).
It is interesting to note that although surface convergence and diver-
gence are similar in magnitude (Fig. 1), the upward motion over
surface wind convergence is much stronger and deeper than the
downward motion over the wind divergence (Fig. 3a). This is sug-
gestive of the importance of condensational heating above the MABL
in developing the asymmetry between the upward and downward
motion.

The upward wind velocity is strongest just above the MABL between
the 850 and 700 hPa levels (Fig. 3a). The horizontal distribution at
these levels is quite similar to the distribution of the surface conver-
gence. The structure trapped by the Gulf Stream is clearly visible at
500 hPa and remains discernible at the 300 hPa level (Supplementary
Fig. 4). Remarkably, the divergence in the upper troposphere is also
dominated by a meandering band following the Gulf Stream front
(Fig. 3b)—such a pattern is required by mass conservation, with the
tropopause acting virtually as a lid for the mean circulation.

Next we examine the occurrence of high clouds, and infer cloud-
top temperature using three-hourly outgoing long-wave radiation
(OLR) derived from satellite observations. Lower OLR levels indicate
lower temperatures and higher altitudes of cloud tops. Figure 3c
shows the occurrence rate of OLR lower than 160 W m22, which
roughly corresponds to a cloud-top height of about 300 hPa. A nar-
row band of high occurrence hugs the SST front of the Gulf Stream in
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a, Observed by satellites. b, c, In the AGCM with
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are for SST, as in Fig. 1.
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Figure 3 | Annual climatology of parameters
connecting MABL and free atmosphere.
a, Vertical wind velocity (upward positive; colour),
boundary layer height (black curve) and wind
convergence (contours for 61, 2, 3 3 1026 s21)
averaged in the along-front direction in the green
box in b, based on the ECMWF analysis. b, Upper-
tropospheric wind divergence averaged between
200 and 500 hPa (colour). c, Occurrence frequency
of daytime satellite-derived OLR levels lower than
160 W m22 (colour). Contours in b and c are for
SST, as in Fig. 1.
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upward wind

convergence

• Wind convergence (divergence) over warmer (colder) flank of the GS. 
• Intense precipitation where wind converges.
• Vertical motion reaching all the way up to the tropopause! 
• This will excite the planetary-scale Rossby waves and influence the 
atmospheric general circulation.

divergence

Minobe et al. 2008

tropopause!westerly
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How does it work?
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Figure 2. Schematic illustration of the divergence and curl of the wind and wind stress fields that result 
from spatial variations of the SST field. Near a meandering SST front (the heavy black line), surface winds 
are lower over cool water and higher over warm water, shown qualitatively by the lengths of the vectors. 
Acceleration where winds blow across the SST front generates divergence (green area). Lateral variations 
where winds blow parallel to the SST front generate curl (red area). The divergence and curl perturba-
tions are proportional to the downwind and crosswind components of the SST gradient, respectively 
(see Figure 3).

wind divergence measured by scatter-
ometers (Chelton et al., 2004). 

Most studies of the divergence and 
curl responses of surface winds to down-
wind and crosswind SST gradients have 
focused on regions of strong SST fronts 
associated with meandering currents. 
Park and Cornillon (2006) showed that 
divergence and curl of surface winds 
also develop over Gulf Stream eddies in 
association with SST distribution in the 
interiors of the eddies.

The divergence and curl responses 
to spatially varying SST have important 
implications for both the atmosphere 
and the ocean. In the case of the atmo-
sphere, SST influence can penetrate into 
the troposphere from the vertical motion 
induced by convergence and divergence 
of the surface wind field. In the case 
of the ocean, the upwelling and down-
welling that are associated with the wind 
stress curl alter the ocean circulation, 
and therefore the SST itself. 

Another paradoxical feature of the 
observed air-sea interaction is that the 
coupling coefficients between the wind 
stress divergence and the downwind 
SST gradient are consistently larger than 
those between the wind stress curl and 
the crosswind SST gradient (Figure 3), 
and likewise for vector wind divergence 
and vorticity. By explicitly relating wind 
divergence and vorticity to crosswind 
and downwind gradients of wind speed 
and direction using natural coordinates 
defined by the wind direction, O’Neill 
et al. (2010a) showed that wind speed 
gradients contribute equally to the curl 
and divergence responses to SST. The 
differences between the curl and diver-
gence responses are thus attributable 
to the effects of SST on wind direction. 
SST-induced crosswind and downwind 

gradients in wind direction reduce the 
curl response to crosswind SST gradients 
through rotation while simultaneously 
enhancing the divergence response 
to downwind SST gradients through 
confluence and difluence. SST-induced 
surface pressure gradients play an 
important role in this wind directional 
dependence on SST.

SST INFLUENCE IN NUMERICAL 
WEATHER PREDIC TION AND 
COUPLED CLIMATE MODELS
A question of great interest to weather 
forecasters, and to researchers using 
atmospheric models for studies of 
climate variability or to force ocean 
circulation models, is the degree to 
which the observed SST influence on 
surface winds is reproduced in models. 
For grid resolutions that are used in 
present-day numerical weather predic-
tion (NWP) models, this depends 

sensitively on the resolution of the 
SST fields that are used for the surface 
boundary condition in the models. This 
is readily apparent in the wind fields 
from the European Centre for Medium-
range Weather Forecasts (ECMWF) 
operational NWP model. In May 2001, 
the SST boundary condition in the 
ECMWF model was changed from the 
low-resolution Reynolds SST analyses 
(Reynolds et al., 2002) to the higher-
resolution Real-Time Global (RTG) SST 
analyses (Thiébaux et al., 2003). This 
change resulted in an abrupt increase in 
the intensity of wind speed variations on 
scales of 100–1000 km (Chelton, 2005; 
Chelton and Wentz, 2005; Maloney and 
Chelton, 2006; Song et al., 2009). 

Further evidence of the importance 
the resolution of the SST boundary 
condition can be inferred from the 
consistent lack of small-scale variability 
in the surface wind fields from the 
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Discretizing a column of ocean fluid

Course outline and aims Motivation for using ocean models Posing the ocean model problem Some perspectives References and further reading

Discretizing a column of ocean fluid

z = ⌘
Qpbl, ⌧ surface, Qm

surface fluxes

J(x) J(x)

J(s)

J(s)

fluxes crossing

grid cell faces

xi xi+1

sk+1

sk

penetrative

shortwave

z = �H

bottom fluxes

Qbottom,⌧ bottom

From Griffies and Treguier (2013)

Boundary fluxes through
surface and bottom.
Transport convergence
(advective and subgrid scale),
body forces (gravity, Coriolis),
contact forces (pressure,
friction), and penetrative
radiation render time
tendency for mass, tracer, and
momentum.
Generally fix the horizontal
position of grid cells, but allow
for upper and lower interfaces
to be functions of time (e.g.,
z⇤, pressure, �, isopycnal)

STEPHEN.GRIFFIES@NOAA.GOV Ocean model lectures: Part I

From Griffies and Treguier (2013)

Boundary fluxes through
surface and bottom.
Transport convergence
(advective and subgrid scale),
body forces (gravity, Coriolis),
contact forces (pressure,
friction), and penetrative
radiation render time
tendency for mass, tracer, and
momentum.
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Conservation is important

Take the vertically-integrated Temperature budget

∂t

( ∫ η
−H dz θ

)
=

−∇ ·
( ∫ η
−H dz (uθ + Fsgs)

)
+ Qheat/(ρCp)

Assuming steady state and a basin:
ρCp

∫
dx
∫ η
−H dz(vθ + Fy) =

∫ yn

ys
dy
∫

dx Qheat

A meridional ocean heat transport is thus
implied by the net surface forcing.
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Lateral BCs for regional ocean models

Near-global observations are pushing models to improve.

Argo + satellites provide high quality near-global information.
These data sources are now assimilated into global ocean models.
These products could generate the BC’s for our coupled regional
models.
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Summary

Where the envelope can be pushed
1 Role of resolution in climate

How/will climate sensitivity, variability, predictability be modified
with eddying ocean simulations and higher atmospheric resolution?
Coupled ocean-atmosphere models are still too coarse to resolve
mesoscale SST influence on the atmosphere.
This can readily be achieved with regional coupled models.

2 Regional and Global Coupled Models
There is a clear motivation for the development of both regional
and global coupled models.
and for a comparison and feedback between the two.
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