
Velocity imaging and monitoring based on seismic 
noise  
What some studies don´t tell 
 
 Marco Pilz     Stefano Parolai 
Swiss Seismological Service   German Research Center for  

Swiss Federal Institute of Technology  Geosciences 

 
2 September 2016 
 



Array analysis for site characterization 

Aki in 1957 proposed the analysis of ambient seismic noise as a tool for investigating 
the S-wave velocity structure below a site.  

This S-wave velocity structure can be used to calculate the site response by 
numerical simulations. He derived dispersion curves by analyzing the correlation 
between noise recordings made at sites close to each other.   

 
 
 
 
 
 
 
 
 



 
However, although most popular, Aki was not the first one. 
 
It has been known since the 1950s that surface wave information can be extracted 
from ambient seismic noise using correlation techniques (Eckart 1953, Akamatu 
1956, Tomoda 1956). 
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Important remarks on the importance of the chosen seismometer 



Important remarks on the importance of the duration of selected signal 



Composition of the noise wavefield 

At 0.2 Hz, phase velocity is around 3.5 km/h 
à 1st or 2nd higher mode Rayleigh waves 

 

At 0.3 Hz, there are two distinct velocities 
corresponding to Rayleigh waves and P 
waves 

 

Between 0.4 and 0.6 Hz only P wave 
velocities can be observed. 



Comparing Fourier spectra amplitudes with 
theoretical values for Rayleigh and P waves 

Composition of the noise wavefield 



Composition of the wavefield 

 

Relative portion of Rayleigh and body waves is linked to the distribution of noise 
sources 

 

Deep sources à only non-dispersive body waves 

Surface sources à if distant, then mixture of Rayleigh and body waves                                            
                            if close, then mainly fundamental mode Rayleigh waves 



H/V spectral ratio 
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Using seismic noise to estimate the characteristics of a site 

Procedure for calculating the correlation coefficient proposed by Aki in 1957 
 
                                                                                                              



The one bit normalisation has a long history… 



Using seismic noise to estimate the characteristics of a site 

Assumption: Seismic noise represents the sum of all waves propagating in a 
horizontal plane in different directions with different powers but with the same 
phase velocity for a given frequency.  
Waves with different propagation directions and different frequencies are 
statistically independent.  
Plane waves with no attenuation 
 
 
A spatial correlation function can therefore be defined as 
 
                                                                                                             (1) >++=< )),sin(),cos()(,,(),( tryrxtyxur λλλφ

u(x, y ,t) is the velocity observed at point (x,y) at time t  
r is the inter-station distance  
λ  is the azimuth  
< > denotes the ensemble average  



Using seismic noise to estimate the characteristics of a site 

Aki (1957): 



Using seismic noise to estimate the characteristics of a site 
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An azimutal average of this function is given by  

(2)  

The autocorrelation function is related to the power 
spectrum φ(ω) by 

(3)  

J0 (ωr/c(ω)) is the zeroth order Bessel function  
c(ω)is the frequency-dependent phase velocity 



Using seismic noise to estimate the characteristics of a site 

The space-correlation function for one angular frequency ω0, 
normalized to the power spectrum, will be of the form  
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J0 is the zero order Bessel function. 
c(ω) is the frequency-dependent phase velocity 
 
 
In this way, the averaged coherencies yield a purely real 
number; all phase data are lost, and scalar wave velocity is 
extracted from the amplitude of J0.  

(4)  



Using seismic noise to estimate the characteristics of a site 

 

 

For every couple of stations (fixed distance r) the function φ(ω) 
can be calculated in the frequency domain by means of 
(Malagnini et al. 1993; Ohori et al. 2002; Okada 2003):  
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mSjn is the cross-spectrum for the m-th segment of data between the j-th 
and the n-th station 
M is the total number of used segments.  
The power spectra of the m-th segment at station j and station n are mSjj 
and mSnn, respectively.  

(5)  



Using seismic noise to estimate the characteristics of a site 

 

 

Spatial correlation values φ(ω) are plotted as function of 
distance. A grid search procedure is applied to find the c(ω) 
that gives the best fit to the data  

High frequencies 
lose coherency at 
shorter distances 
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Using seismic noise to estimate the characteristics of a site 
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The azimuthally averaged coherencies yield a purely real number, meaning 
that all phase data are lost, and scalar wave velocity is extracted from the 
amplitude of J0. 
 
The process of modeling SPAC can also be expressed as a summation of 
complex coherencies each having amplitude unity,with phase given by 
 
 
 
where cjc(f) is a coherency measured by a single pair of geophones. 
rjc is the displacement of the j-th geophone relative to the center at azimuthal 
angle jc 
k is the spatial wavenumber at frequency f 
 



Using seismic noise to estimate the characteristics of a site 

 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



Using seismic noise to estimate the characteristics of a site 

Imaginary component of 
SPAC as quality control 



Using seismic noise to estimate the characteristics of a site 

 

 

Aki states “calculating the  spatially averaged correlation function … for a certain 
interstation distance” 
 
 
 
 
 
 
 
 
 
 
Common misinterpretation: fixed interstation distance, i.e. circular arrays 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



Using seismic noise to estimate the characteristics of a site 

 

 



Using seismic noise to estimate the characteristics of a site 

 

 

Aki (1965) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Toksöz (1964) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



Using seismic noise to estimate the characteristics of a site 

 

 

Observed and calculated spatial correlation values φ(ω) for all 
the considered frequencies 



Using seismic noise to estimate the characteristics of a site 

 

 

The c(ω) values plotted versus the frequency provide the dispersion curve. 
Since the phase velocity is related to the S-wave velocity structure of the 
site, the dispersion curve can be inverted to obtain a 1D model of the 
velocity structure. 



Using seismic noise to estimate the characteristics of a site 

As discussed by Aki, the SPAC equations dervied for the analysis of the vertical 
component of ground motion can, in principle, be adapted also for the analysis of 
the horizontal components, with the aim of extracting the phase velocities of both 
Rayleigh and Love waves. 

 

Similar equations to                                 can be derived for the radial and tangential 
components. 

 

tangential 
 
 
 
 
radial 



Using seismic noise to estimate the characteristics of a site 

In the general case of a superposition of Rayleigh and Love waves, under the 
assumption that the contributions of both waves are statistically independent, the 
correlation coefficients are given by 

 

 

 

 

 

α	  represents the proportion of Rayleigh waves in the wave field energy (0<	  α	  <1). 



Using seismic noise to estimate the characteristics of a site 

α	  represents the proportion of Rayleigh waves in the wave field energy (0<	  α	  <1). 



Using seismic noise to estimate the characteristics of a site 



Using seismic noise to estimate the characteristics of a site 

The dispersion curves of the fundamental and higher mode Rayleigh waves 
mainly depend non-linearly on the S-wave velocity structure, but also the 
density and P-wave velocity structure. 
 
The inversion can be carry out linearizing the problem, that is calculating the 
Jacobian matrix that links the model parameters to the phase velocity. 
 
                                    C=JDV 
 
Where  C= vector whose i elements are the cobsi(w)-ccalci(w) 
 
J=matrix with i rows and j (number of unknown, e.g. S-wave velocity in each 
layer) whose elements are d ccalci(w)/ dVsj 
DV is an array whose j elements are the correction values of the starting j layer 
velocities 
 
The inverse problem can be solved using Singular Value Decomposition (SDV, 
Press et al., 1986) and the RMS of differences between observed and theoretical 
phase velocities is generally minimized. 
 



Using seismic noise to estimate the characteristics of a site 

However the final results strongly depends on the starting model! 

 

 

 

 

 

 

 

Other methods (genetic algorithm) can be used to solve the non-linear problem.  

 

 



Inversion of dispersion curves 



Side note on the calculation of 1D profiles 
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Side note on the calculation of 1D profiles 

Caution: The basic formulas are given in an integral form! 

from Ibs-von Seht and 
Wohlenberg (1999) 

This approach takes for one layer 
only the velocity at the surface! 



Inversion of dispersion curves 

You have to consider that you are inverting an apparent dispersion curve (not just the 
fundamental mode). 

 

 

 

 

 

 

Fundamental mode assumption is only a good assumption for sites, where the 
velocity increases with depth. 

 

Dominance of the fundamental and higher modes changes with frequency! 



Inversion of dispersion curves 

Some of the currently used software packages have limited possibility for including 
higher modes! 



Inversion of dispersion curves 

Take care: All programmes will always provide 
a result. 

 

Check the parameterization! 

several tens of layers 



Data resolution matrix 



Data resolution matrix 



Model resolution matrix 



Model resolution matrix 



Jacobian matrix 



Lateral heterogeneities 

 
Already in 1953, Haskell presented phase velocity dispersion 
equations, concluding that the scatter in the data might 
represent “real horizontal heterogeneities of the crust”.  
 
 
 
 
 
 
 
 
 
 
 
 
Aki (1957): 
 
 
 
 
 
 
 
 



Seismic interferometry 

 
Claerbout (1968) showed theoretically that the Green’s 
function (i.e., impulse response of a point source) on the 
Earth’s surface could be obtained by autocorrelating traces 
generated by buried sources. 
 
 
 
 
 
 
 
 
 
 



Idea of the method 

source 

stations 
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stations zoom in 



Idea of the method 
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Idea of the method 

Two sources in line with the stations 
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Idea of the method 

1 2 

time (sec) 

time (sec) 
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cross- 
correlation 

lag (sec) 

Green function for 
propagation between 
the stations. 



Idea of the method 

lots of sources 

azimuthally homogeneous 
distribution of sources 
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Idea of the method 

lots of sources 

azimuthally homogeneous 
distribution of sources 

cross-correlation 



Idea of the method 

lots of sources 

azimuthally homogeneous 
distribution of sources 

cross-correlation 

theoretical Green´s function 



Seismic interferometry 

First works were already published in the 1970s. 
 
 
 
 
 
 
 
 

It has been recognized that coda 
waves, which make up the late 
part of seismic signals, are the 
result of scattering from small-
scale heterogeneities in the 
lithosphere  



Seismic interferometry 

The physics of coda waves cannot be fully understood with classical ray 
theory. Multiple scattering plays a prominent part in the seismic coda, 
and seismologists have made use of the radiative transfer theory to model 
the coda intensity, namely  
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The physics of coda waves cannot be fully understood with classical ray 
theory. Multiple scattering plays a prominent part in the seismic coda, 
and seismologists have made use of the radiative transfer theory to model 
the coda intensity, namely  
 
 



Seismic interferometry 

Only a short time ago, the diffusive character of the coda was proven by 
investigat ing the property of mode equipartition. 



Seismic interferometry 

Then, rapid developments based on findings which were made in acoustics (e.g., 
Weaver and Lobkis 2001, Derode et al. 2003).  
 
 
 
 
 
 
 
 



Seismic interferometry 

Based thereon, Campillo and Paul (2003) correlated earthquake records across a large 
array to estimate the group velocity distribution. 
 
 
 
 
 
 
 
 



Two different issues 

time-domain cross correlation 
 
 
 
spatial autocorrelation 

 
… has been noticed by several authors 
 
 
 
 
 
 
 
 
 

Common conclusion: Methods are describing the same physics with a 
different language.   



Two different issues 

time-domain cross correlation 
 
 
 
spatial autocorrelation 
 
 
 
 
 
 
 
 
 

explicit relationship between both theories 
e.g., benefit of noise tomography from azimuthal averaging of SPAC 



Seismic interferometry 
Using long seismic noise sequences (Shapiro and Campillo 2004), it was confirmed 

that it is possible to estimate the Rayleigh wave component of Green´s functions at 
low frequencies between two stations by cross-correlating simultaneous recordings.  

 

 

 

 



Standard processing 

Remember: 
One bit 
normalization was 
already proposed 
by Aki (1957)! 



Seismic interferometry 

.Surface wave tomography at large regional scales for imaging lateral heterogeneities 
(e.g., Sabra et al. 2005, Shapiro et al. 2005, Gerstoft et al. 2006, Yao et al. 2006, 
Cho et al. 2007 and many more) 

 

 

 

       

 

 

 

 

 



Limitations of seismic interferometry 

Global seismic networks have expanded steadily since the 1960s, but are still 
concentrated on continents and in seismically active regions, i.e. oceans, particularly 
in the southern hemisphere, are under-covered.  
 
The type of wave used in a model limits the resolution it can achieve. Longer 
wavelengths are able to penetrate deeper into the earth, but can only be used to 
resolve large features. Finer resolution can be achieved with surface waves, with the 
trade off that they cannot be used in models of the deep mantle. The disparity 
between wavelength and feature scale causes anomalies to appear of reduced 
magnitude and size in images.  
 
P- and S-wave models respond differently to the types of anomalies depending 
on the driving material property. First arrival time based models naturally prefer faster 
pathways, causing models based on these data to have lower resolution of slow (often 
hot) features. Shallow models must also consider the significant lateral velocity 
variations in continental crust. 



Limitations of seismic interferometry 

Seismic tomography provides only the current velocity anomalies. Any prior 
structures are unknown and the slow rates of movement in the subsurface (mm to cm 
per year) prohibit resolution of changes over modern timescales. 
 
Tomographic solutions are non-unique. Although statistical methods can be used 
to analyze the validity of a model, unresolvable uncertainty remains. This contributes 
to difficulty comparing the validity of different model results. 
 
Computing power can limit the amount of seismic data, number of unknowns, mesh 
size, and iterations in tomographic models. This is of particular importance in ocean 
basins, which due to limited network coverage and earthquake density require more 
complex processing of distant data. Shallow oceanic models also require smaller model 
mesh size due to the thinner crust. 
 
Tomographic images are typically presented with a color ramp representing 
the strength of the anomalies. This has the consequence of making equal changes 
appear of differing magnitude based on visual perceptions of color, such as the change 
from orange to red being more subtle than blue to yellow. The degree of color 
saturation can also visually skew interpretations. These factors should be considered 
when analyzing images. 



Seismic interferometry 

 

So far, all presented examples were focusing on large (continental / regional) scales. 

 

First studies reported failures for high-frequency tomography (e.g., Campillo and Paul 
2003) 

 

 

How to go from global / continental scale to the smaller local scale? 

 

It is not just a change of scale / frequency range! 



Not just a change of scale... 

Spatial variability in the distribution of noise sources 

 

 

 

 

 

lots of sources 
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cross-correlation 

theoretical Green´s function 



Not just a change of scale... 

Spatial variability in the distribution of noise sources 

 

 

 

 

 

azimuthally homogeneous 
distribution of sources 

cross-correlation 

theoretical Green´s function 



Not just a change of scale... 

Diffusivity of the wave-field at high frequencies 

- Wave phases are random 

- Waves incident from all directions with equal intensity, i.e. they are azimuthally 
isotropic. 

- Wave amplitude is the same at any point in spacem, i.e. the wavefield is spatially 
homogeneous. 

Mulargia (2012) 

No diffusivity in a strict mathematical / physical sense  



Not just a change of scale... 

Diffusivity of the wave-field at high frequencies 

 

 

 

 

 

 

 

Picozzi et al. (2009) 

frequency–wavenumber (f-k) analysis 

   3 Hz                       14 Hz 

Sufficiently strong seismic noise has 
to be present for the retrieval of 
reliable empirical Green´s functions.  
 
 
If noise is too weak that interstation 
cross correlations will not provide a 
reliable Green´s function. 
  

Pilz and Parolai (2014) 
influence of scattering 
effects 

generalization of Claerbout´s conjecture for 
3D (Wapenaar 2004) fulfilled  



Not just a change of scale... 

Minimum recording duration required for high-frequency tomography 

 

Brenguier et al. (2007) 

Renalier et al. (2010) Picozzi et al. (2009) 

Chavez-Garcia and Luzon (2005) 
5 minutes? 
 
 
 
 
 
 
several months? 
 
 
 
 
 
 
Some hours of recording are sufficient. 



Deriving S-wave velocity models 

Seismic noise tomography is usually performed in three steps 

Construction of a 2D phase (or group) velocity map 

 

 
 

Pointwise inversion of dispersion data for 1D vs-depth profiles 

 

Combination of 1D profiles forming a 3D vs model 

 

 

Brenguier et al. (2007) 



Deriving S-wave velocity models 

However, recent developments allow a fast 
and direct calculation of 3D velocity models 



Body-wave tomography 

Body waves can propagate vertically, offering a higher resolution for deep velocity 
structures and discontinuities at depth. 

 

 

 

 

 

 

 

 

Poli et al. (2012) observed reflected waves from the 410 km                                   
and 660 km discontinuities but large uncertainties on the                                   
data analysis. 

 

 

 

 

 

P waves 

S waves 



Body-wave tomography 

Although the theory suggests that the entire Green’s function can be derived from the 
noise cross-correlation for a diffuse field, in reality, the noise sources are distributed 
generally near the surface and hence body wave phases are not easily observed. 

 

Takagi et al. (2014) separated body and Rayleigh waves from seismic noise using 
cross terms of the cross-correlation tensor (which is computationally expensive). 

 

 

 



Body wave tomography from seismic noise 

Significant signal processing required  

Nakata et al. (2015) 

after applying a   bandpass-filter     trace selection   noise suppression filter 
 



Body wave tomography from seismic noise 

Nakata et al. (2015) 

 
More than 50% of correlation functions discarded!  
à Dense array coverage required  

High resolution P wave tomography from 
seismic noise observed at the free surface 



Direct inversion of surface data 

Seismic noise adjoint tomography 
More accurate forward modelling methods to minimize the 
frequency-dependent traveltime misfits between the 
synthetic Green's functions and the empirical Green's 
function using a preconditioned conjugate gradient 
method. Meanwhile the 3D model gets improved 
iteratively updating 3D finite-frequency kernels. 
 
 
 
 
 
 
 
 
 
 
 



Direct inversion of surface data 

Seismic noise adjoint tomography 

Chen et al. (2014) 

Allows a good resolution of low velocities zones 
 
 
 
 
 
 
 
 
 
 

High computational cost (in particular at high frequencies) until sufficiently 
accurate 3D models are found 
 



Direct inversion of surface data 

Ray tracing at each frequency 

Fang et al. (2015) 

Avoiding assumption of great-circle propagation of surface waves 
Iteratively updating sensitivity kernels and ray paths of frequency-
dependent dispersion curves for directly deriving 3D vs models 
 
 
 
 
 
 
 
 
 
Higher resolution in regions with dense ray coverage 
 
 
 
 
But problems in regions with poor or even no data constraint reported 



Direct inversion of surface data 

t s dl= ⋅∫

= 1t L s

The linear tomography problem of computing the integral travel time 
(t) for a given slowness (s) along a raypath is given by 
 

       

where the dl is the line element along the raypath. Equation can also 
be expressed in a simple discrete matrix form, 
 

.    

t is the vector of observed travel times, s is the slowness of the 
cells, and L1 is an MxN matrix of ray-path segments, namely, M 
rays crossing the medium, divided into N cells.  



Direct inversion of surface data 

This average slowness was the initial guess s(k=1) for the iterative 
scheme. Then, a new solution s(k+1) was determined by solving the 
following equation  
 

(k) (k)
2WΔt = L Δs

in which Δt is the vector of the normalized misfit between the 
observed and theoretical travel times, [to- tt]/ to.  
Δs is the vector of the normalized slowness modification [s(k) - s(k-1)]/s
(k).  
The diagonal matrix W(MxM) is made up of weighting factor elements 
defined by the adaptive bi-weight estimation method, and was 
introduced to stabilize the iteration process. 



Direct inversion of surface data 

The design matrix L2 is derived from L1. After that some proper 
modification was included to account for a priori constraints on the 
solution. In particular, it is expressed as 
 

2δ

⎡ ⎤
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⎣ ⎦

1
2

WL
L =

K( )M

where the upper block is the ray-path segment matrix L1 properly 
weighted by the matrix W, while, the damping coefficient δ2 and the 
matrices K and M describe the a priori constraints imposed on the 
solution.  

(9) 



Direct inversion of surface data 

The matrix K(NxN) weights the data depending on the number, 
length, and  orientation of each ray-path segment crossing 
each Ni cell.  
 
Each cell Ni is first divided into four quadrants. Then, the length 
of the rays passing through each sector is summed, resulting in 
a 2x2 ray density matrix. The ray density matrix was factorized 
by performing the singular value decomposition (SVD). 
 
The singular values (λ1, λ2) were used to compute the 
ellipticity (λmin/λMAX) of the ray density matrix.  
Ellipticity close to 1,  means that a good resolution for a given 
cell is achieved  
 
The  elements of the matrix K were computed by multiplying 
the ellipticity for the number of rays crossing each cell.  

I II 

III IV 



Direct inversion of surface data 

Matrix M constrains the solution to vary smoothly over the 2D domain.  It  
increases the stability of the inverse problem by reducing of the influence 
of travel time errors. 
The implementation of that smoothness constraint consists in adding a 
system of equations to the original travel time inversion problem, 
 

, ,
1

0
i i

R

x y i x dx y dy
i

s a s − −
=

− =∑
where R is the number of cells surrounding the selected one, sx,y, and ai 
are the normalized weights.  



Direct inversion of surface data 

Rayleigh waves               Love waves   

Assigning proper weights to each of the subcells 
 
Horizontal weights 
 
 
 
 
 
Vertical weights 
Weighting scheme based on the analytical solution of displacement components for 
surface waves in a half space (Aki and Richards 1980, Borcherdt 2008) 



Direct inversion of surface data 

Linearization of the inversion 

Allows accounting for the effect of topography 
 

f1>f2>f3 

Pilz et al. (2013) 



Direct inversion of surface data 

2δ

⎡ ⎤
⎢ ⎥
⎣ ⎦

1
2

WL
L =

K( )M

The term δ2 is a damping coefficient introduced to balance 
resolution and instability in the inversion analysis  
After some trial and error tests, δ2 was fixed to 0.5  



Application to near-surface imaging 



Application to near-surface imaging 



Application to near-surface imaging 



Resolution capabilities 

Be aware of the limitations! While modern inversion methods are providing 
unprecedented resolution for 3-D seismic structure models, there remains a lack of 
meticulous validation and uncertainty assessment in 3-D Earth imaging. 

 

... has significantly lower vertical and horizontal 
resolution in the transition zone despite the use of many 
high-quality overtone surface wave data. The reason for 
this is probably a specific choice for the weighting 
parameters in the inversion. 
 



Resolution capabilities 

Velocity variations depending on the algorithm used.  
 



Resolution capabilities 

Sensitivity analysis with synthetic models is 
widely used in seismic tomography as a means 
for assessing the spatial resolution of solutions 
produced by, in most cases, linear or iterative 
nonlinear inversion schemes.  
The most common type of synthet ic 
reconst ruc t ion tes t i s the so-ca l l ed 
checkerboard resolution test in which the 
synthetic model comprises an alternating 
pattern of higher and lower wave speed (or 
some other seismic property such as 
attenuation) in 2-D or 3-D. 



Resolution capabilities 

Checkerboard-tests only provide indirect evidence of quantitative measures of 
reliability such as resolution and uncertainty, giving a potentially misleading 
impression of the range of scale-lengths that can be resolved, and not giving a 
true picture of the structural distortion or smearing that can be caused by the data 
coverage. 



Resolution capabilities 

A better alternative: Spike-tests 



Resolution capabilities 

Error propagation 



Resolution capabilities 

(i)  As for formal resolution analysis, sensitivity tests only strictly apply to linear 
tomographic problems. However, they can provide useful insight in the presence 
of weakly nonlinear inverse problems. 

(ii)  Theoretical prediction errors (e.g. the use of approximate forward theory like ray 
tracing) are ignored in sensitivity analysis, yet it is conceivable that they may 
influence the results significantly. 

 
(iii) Sensitivity tests are only useful for the detection of lack of resolution and not 

the detection of model recovery. Good recovery of one particular test model is 
relatively meaningless. 

 
(iv) Theoretical prediction errors (e.g. the use of approximate forward theory like 

ray tracing) are ignored in sensitivity analysis, yet it is conceivable that they 
may influence the results significantly. 

 



Resolution capabilities 

(v) Discrete spike tests are more useful for assessing the resolving power of the 
data set to recover structure compared to traditional checkerboards, which feature a 
tight oscillatory pattern of positive and negative anomalies. 
 
(vi) Synthetic experiments should test lack of resolution across at least the same 
range of scale lengths that are found or interpreted in the observational model. For 
synthetic models containing only one wavelength of structure, multiple tests 
involving different-sized anomalies should be used. 
 
(vii) Input structures that closely resemble the output structure from the 
observational model should not be used in synthetic tests, as they cannot detect 
lack of resolution. 
 
(viii) It is important to use sensible colour scales that avoid large fluctuations in 
intensity and gradient. 



From imaging to monitoring 

For monitoring of volcanoes, fault zones, dams, and hydro-carbon or geothermal 
reservoirs, it is valuable to observe changes of elastic properties like seismic 
velocity. 

 

Popular technique: 

 

 

 



From imaging to monitoring 

It allows to infer changes in the medium by comparing the GFs retrieved from the 
noise records at different time periods. 

First, a reference autocorrelation !ref is computed as the mean over all available 
daily autocorrelations.  
Then the daily autocorrelations !d are stretched and compressed on the time axis 
with respect to zero lag time. For determining traveltime fluctuations, the similarity 
between the unstretched reference and the stretched daily autocorrelation function in 
the chosen time window is determined for each stretching factor " by the correlation 
coefficient cc 



From imaging to monitoring 



From imaging to monitoring 

To be used with caution! 



From imaging to monitoring 



From imaging to monitoring 



From imaging to monitoring 

However, while this approach is 
certainly valid for body waves it 
might be not appropriate for 
Rayleigh waves.  

This means that the Poisson´s ratio 
should be taken also into account. 

This would imply that for different 
parts of the area under 
investigation, the values of shear 
strain should be calculated 
considering the spatial variability 
of the Poisson´s ratio.  



Influence of source properties 

temporal 
variability of the 
raw noise 
frequency 
content 



Influence of source properties 

temporal 
variability of the 
noise correlation 
function 
frequency 
content 

temporal 
variability of the 
raw noise 
frequency 
content 



Influence of source properties 



Influence of frequency content and bandwidth 

Already early works detected a frequency dependence of the velocity changes. 

  



Influence of frequency content and bandwidth 



Influence of frequency content and bandwidth 

Similar observations in many further publications but no discussion about the theoretical 
background! 



Influence of frequency content and bandwidth 

There is a significant influence of the processing! 



Inherent properties of the ACF 

The autocorrelation has always zero phase! 

pure sinusoid                                        corresponding ACF 



Inherent properties of the ACF 

The autocorrelation has always zero phase! 

add noise                                               corresponding ACF 
                                                              still zero phase 



Influence of frequency content and bandwidth 

However, such influence is already known for a long time! 



Influence of frequency content and bandwidth 

Synthetic time series as a sum of four different 
sinusoids with different but constant amplitude 
and frequency values 



Influence of frequency content and bandwidth 

There is a theoretical limit on the resolution of narrow-band filtered signals. 

Using narrow filters with a width of 
<0.1 Hz and correspondingly small 
dominant frequencies (f  << 1 Hz), the 
uncertainty in relative velocity 
variation estimates reaches up to 
0.1 % even for long correlated time 
series with a length of several days! 



Time-resolved 3D tomography 

Fast inversion algorithms allow the 4D monitoring of the shallow subsurface 

Given stable noise conditions and sufficiently fast converging Green´s functions 

precise location of velocity 
changes in 3D 
 
 
fast inversion algorithms 
needed 

Solfatara crater (Italy) 



Multi-parameter early warning 



Multi-parameter early warning 



Real time monitoring 

Of course, such monitoring approaches can be applied not only to the ground but also 
for buildings. 

 

 

 

 

 

 

 

 

 

  Millikan library, Pasadena, California 



Monitoring of the building stock 



Monitoring of the building stock 



Monitoring of the building stock 



Monitoring of the building stock 

Also here, a lot of the work has already been done in the past. 



Monitoring of the building stock 



Combining recordings in buildings and underground 



Combining recordings in buildings and underground 



Some remarks 

In the end, it is not important what you do but you have to do it properly. 

 

Think about the available techniques but also about their theoretical limitations. 

 

Already in the past, a lot of work has been done and has been published. Refer to the 
old papers. 

 



More than 200 papers but no paper in Nature or Science! 




