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A variety of coupled climate models
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Space-time diagram of motions

Broad range of
space-time scales
NO spectral gap
between phenomena.
We can use EMICs or
Downscale/Upscale to
get information on
smaller (larger)
space-time scales.
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Hierarchical approach

Hierarchical Ocean-Atmosphere Modelling

A hierarchy of models and simulations to understand and simulate
the physics and dynamical mechanisms of climate

Course outline and aims Motivation for using ocean models Posing the ocean model problem Some perspectives References and further reading

Ocean resolution in IPCC-class climate models

Compliments of GFDL
Figure 1: Ocean model resolution of coupled climate models reported by the Intergovern-
mental Panel on Climate Change by year. Also shown are prototype MOLES simulations
for the next round of models (AR6?) by the National Center for Atmospheric Research,
the NOAA Geophysical Fluid Dynamics Laboratory, the Department of Energy, and the
UKMO Hadley Centre. Exponential fits to the median and leading edge models as well as
Moore’s Law of increasing computer power are shown as dashed lines. Good resolution
(based on process models) for mesoscale, submesoscale, and Langmuir-scale phenomena
are shown.

to the planetary thermodynamics (e.g., Danabasoglu and McWilliams, 1995; Gent, 2011).
However, as our demand for these models’ reliability has grown, as has our com-

putational capabilities, so now a new stage is planned or in prototype at a number of
climate modeling centers–mesoscale eddy resolving (or permitting) climate models. It is
hoped that such models will have unprecedented accuracy and allow for a substantially
improved assessment of climate processes and climate sensitivity (McClean et al., 2011;
Delworth et al., 2012).

However, a lesson can be learned from the operational ocean forecast models and
ocean reanalyses, which generally run at higher resolution due to the shorter duration
of the simulation (decades rather than centuries). Even at these higher resolutions, the
choice of a physically-sound and accurate subgrid model remains a challenging and im-
portant characteristic of even Mesoscale Ocean Large Eddy Simulation (MOLES).

Fig. 2, which is described in detail in section 2.3, compares a frontal spin-down under
the effects of eddies with three different eddy-permitting resolutions where the number

D–3

From B. Fox-Kemper, Brown University, USA

The ocean is but one component amongst many within climate
system models.
Resolution refinement is painfully slow!
This diagram is useful to target one’s career choices.

STEPHEN.GRIFFIES@NOAA.GOV Ocean model lectures: Part I
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Hierarchical approach

or ... "The Gap between Simulation and Understanding in Climate
Modelling"(Held, 2005)

Background

Model Hierarchies Workshop C A L L 
F O R 

PA P E R S

In “On Exactitude in Science”, the Argentinian writer Borges tells the parable of a nation bankrupted by its car-
tographers, who endeavoured to create a map of the country on the scale of the country itself.  It is sometimes 
argued that builders of Earth System models, which continue to grow in resolution and complexity, somewhat 
resemble Borges’ mapmakers. Models so intricate that their behaviour is as rich and mysterious as the planet’s 
itself, may not advance the science of climate as much as we would like. 

Important Dates
Cal l  for submiss ions : 15 March 2016

Abstract  submiss ions : 15 May 2016

Suppor t  appl icat ion: 15 May 2016

Noticat ion of  Acceptance: 15 June 2016

Venue
The Modeling Hierarchies 

Workshop will be held on the 

campus of Princeton University, 

New Jersey, USA. The meeting will 

run from 13:00, 2 November 2016 

to 12:00, 4 November 2016. This 

meeting is held in conjunction 

with WGCM-20, which runs from 

31 October to 2 November 2016.

Committee

V. Balaji, Princeton University

S. Bony, LMD/IPSL, CNRS

J. Deshayes, LOCEAN/IPSL

C. Dufour, Princeton University

S. Fueglistaler, Princeton University

I. Held, NOAA/GFDL

C. Michaut, IPSL, CNRS 

L. Polvani, Columbia University

M.Rixen, WCRP/WMO 

C. Senior, UK Met Office

T. Shepherd, University of Reading

A. Sheshadri, Columbia University

A. Sobel, Columbia University 

A. Valerio, Princeton University

Sponsors
The Modeling Hierarchies 

Workshop is sponsored by 

the World Climate Research 

Programme under the auspices of 

the WCRP Grand Challenge on 

Clouds, Circulation and Climate 

Sensitivity and the Working Group 

on Coupled Models. 

Princeton University is kindly  

providing facilities.

2-4  November  2016
P r i n c e t o n  U n i v e r s i t y,  N e w  J e r s e y,  U S A

The workshop will be organized into several sessions, 
based on aspects of the Earth system to which differ-
ent model “species” can be applied. In each session 
we will encourage talks showing how robust and 
uncertain features from comprehensive (e.g. CMIP) 
model simulations can be interpreted through sim-
pler or more idealized models and experiments. We 
also encourage the proposal of experimental designs 
where different models of the same species may 
be compared (“idealized MIPs”), as well as talks on 
modeling infrastructure frameworks that allow the 
construction of various model species from a single 
codebase.

The session themes include: 
•	 Tropical convection and radiative-convective 

equilibrium
•	 Mid-latitude dynamics and storm tracks
•	 Stratosphere-troposphere coupling
•	 Ocean dynamics
•	 ENSO and other coupled modes of variability
•	 Climate sensitivity and feedbacks
•	 Biospheres and the carbon cycle: from Gaia to 

full ecosystems

You are encouraged to align with one of these 
themes, but topics relevant to the overarching theme 
of model hierarchies may be submitted.

Workshop themes and structure

Abstracts should be submitted electronically (http://wcrp-climate.org/gc-model-hierarchies-abstract-submission).  
All papers will be considered for oral presentation, but in case of a large number of qualified presentations, 
a poster presentation may be offered instead.

Submission instructions
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Website 
http://wcrp-climate.org/gc-model-hierarchies-home

Workshop goals
In an influential essay, Isaac Held indicated how we may bridge this “gap between simulation and understanding”. 
We construct hierarchies of models, with a range of complexity: simpler ones that embody a particular mechanism 
that underlies some aspect of the full Earth system, to comprehensive general circulation models with an interac-
tive carbon cycle. An impressive range of models form the toolkit of Earth System Science: simplied forms of the 
primitive equations to study rotating fluids, LES models to study turbulence, cloud-resolving models, and so on, up 
to AOGCMs and ESMs. Similarly there are modeling experiments also forming a hierarchy from highly idealized 
settings to the attempts to recreate the observed climate history in all its glory.

A key challenge is how to make the hierarchy more effective, so that we may readily isolate observed behaviour of 
a complex model in a simpler one, and represent findings from idealized models in GCMs. This workshop solicits 
talks that address this challenge.  A desired outcome of the workshop is a paper intended for a broad audience 
around the theme of model hierarchies, to which all workshop participants will be encouraged to contribute.

...A creative tension between simulation and understanding, between
accepting complexity and searching for simplicity, is present in many
challenging scientific problems. Climate science provides an
excellent example of this tension. (Held, 2014)
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What do I mean by hierarchical approach?

(Ferreira et al., 2001)
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Hierarchical approach

(Farneti and Vallis, 2009)
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Hierarchical approach for a variety of (coupled) process studies
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Intermediate Complexity Climate Model (ICCM)

(Farneti and Vallis, 2009)

1 Based on PE ocean and
atmosphere models.
Reduced domain and single,
two-hemisphere ocean basin.

2 The Atmosphere has
simplified physics.

3 The Ocean is based on MOM
with simplified geometry.

4 The Land model has simple
hydrology.

5 2x2o Ocean ; 3.75x3o - L7
Atm.

freely available within MOM
repository
(http://mom-ocean.org/)
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Decadal Variability lies in the Oceans

(Hawkins and Sutton, 2009)
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Decadal Variability lies in the Oceans

(Hawkins and Sutton, 2009)
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Decadal Predictability lies in the Oceans

(Boer, 2011)

concerns processes of ’long time scales’ (usually in the
ocean)

External Forcing: aerosols, GHGs, Volcanoes, Solar

Internal: Oceanic, Forced, Coupled

The evolution of any climate variable X (temperature, precip., )

X = µ + Ω + (ν + ε) (1)

where

µ is the mean

Ω is the externally-FORCED component. Essentially
deterministic in simulations.

ν is the internally generated component related to long time
scales processes potentially predictable.

ε is the internally generated component related to the
short-time scales non-linearities (“noise”).

Potential Predictability Variance Fraction is given by

p = (σ
2
Ω + σ

2
ν )/σ

2
= PΩ + Pν (2)
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Equilibration time scale problem

Scaling argument for deep adjustment time

H2/κ = (2000 m)2/(2× 10−5 m2/s) (3)
= O(5000 years) (4)

Performing long (climate scale) simulations at eddy-resolving /
permitting resolution are not practical.
Must live with deep ocean not being at equilibrium in most
simulations.
Another good reason to use a hierarchy of climate models.

RFARNETI@ICTP.IT Ocean-Atmosphere Interactions & DCV
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Oceanic Resolution problem

Course outline and aims Motivation for using ocean models Posing the ocean model problem Some perspectives References and further reading

Resolution required to represent mesoscale eddies

From Hallberg (2013)

Hallberg (2013): 2�  �1 needed to resolve mesoscale eddies.
Map indicates the necessary Mercator spacing for 2� = �1.

STEPHEN.GRIFFIES@NOAA.GOV Ocean model lectures: Part I

(Hallberg, 2013)
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Spatial scale of mesocale and submesoscale eddies
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First baroclinic Rossby Radius λm = cm/|f |, where cm ≈ 1
mπ

∫ 0
−H N dz.
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Ocean resolution in IPCC-class climate models

Course outline and aims Motivation for using ocean models Posing the ocean model problem Some perspectives References and further reading

Ocean resolution in IPCC-class climate models

Compliments of GFDL
Figure 1: Ocean model resolution of coupled climate models reported by the Intergovern-
mental Panel on Climate Change by year. Also shown are prototype MOLES simulations
for the next round of models (AR6?) by the National Center for Atmospheric Research,
the NOAA Geophysical Fluid Dynamics Laboratory, the Department of Energy, and the
UKMO Hadley Centre. Exponential fits to the median and leading edge models as well as
Moore’s Law of increasing computer power are shown as dashed lines. Good resolution
(based on process models) for mesoscale, submesoscale, and Langmuir-scale phenomena
are shown.

to the planetary thermodynamics (e.g., Danabasoglu and McWilliams, 1995; Gent, 2011).
However, as our demand for these models’ reliability has grown, as has our com-

putational capabilities, so now a new stage is planned or in prototype at a number of
climate modeling centers–mesoscale eddy resolving (or permitting) climate models. It is
hoped that such models will have unprecedented accuracy and allow for a substantially
improved assessment of climate processes and climate sensitivity (McClean et al., 2011;
Delworth et al., 2012).

However, a lesson can be learned from the operational ocean forecast models and
ocean reanalyses, which generally run at higher resolution due to the shorter duration
of the simulation (decades rather than centuries). Even at these higher resolutions, the
choice of a physically-sound and accurate subgrid model remains a challenging and im-
portant characteristic of even Mesoscale Ocean Large Eddy Simulation (MOLES).

Fig. 2, which is described in detail in section 2.3, compares a frontal spin-down under
the effects of eddies with three different eddy-permitting resolutions where the number

D–3

From B. Fox-Kemper, Brown University, USA

The ocean is but one component amongst many within climate
system models.
Resolution refinement is painfully slow!
This diagram is useful to target one’s career choices.

STEPHEN.GRIFFIES@NOAA.GOV Ocean model lectures: Part I
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Nevertheless, progress is exciting!

HadGEM3 (courtesy of Malcolm Roberts)
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The double-ITCZ problem

Delworth et al. (2012)
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Drifts and biases

Subsurface ocean temperature drift from initial conditions for (a)
CM2.5 and (b) CM2.6.

(Delworth et al., 2012)
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COUPLED MODELLING AIR-SEA INTERACTIONS AND LFV References

Motivations for regional modelling

Net Surface Heat Flux: Blue→ Heat into the Ocean

RFARNETI@ICTP.IT Ocean-Atmosphere Interactions & DCV
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SST bias in Coupled Models
NRCM 

Downscaling:  Climate model biases 

“Models still show significant errors ... The ultimate !
source of most is that many important  small-scale !
processes are not represented explicitly in models …”!
!
Randal et al., 2007.!

Too Warm!

Too Cold!

RFARNETI@ICTP.IT Ocean-Atmosphere Interactions & DCV
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Regional focus: Two-way nesting in the Agulhas region

Biastoch et al. (2012)

RFARNETI@ICTP.IT Ocean-Atmosphere Interactions & DCV
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The Benguela Upwelling problem

Small et al. (2015)

Of all the major coastal upwelling systems in the World’s ocean,
the Benguela, located off south-west Africa, is the one which
climate models find hardest to simulate well.
a realistic wind stress curl at the eastern boundary, and a
high-resolution ocean model, are required to well simulate the
Benguela upwelling system. But they are not enough.

RFARNETI@ICTP.IT Ocean-Atmosphere Interactions & DCV
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Regional Modelling (RegESM)

RegCM + MITgcm (+ CLM + HD + bgc + ...)
Soon to be available through the RegCM network.
Mostly the work of {Sitz, Di Sante, Turuncoglu, Fuentes} @ICTP.

RFARNETI@ICTP.IT Ocean-Atmosphere Interactions & DCV
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Regional Modelling

(b) Central American domain (a) Mediterranean domain

(c) Indian domain

(d) South American domain

RFARNETI@ICTP.IT Ocean-Atmosphere Interactions & DCV
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An example from the South American domain

Extratropical air-sea
interactions in the Brazil
Malvinas Confluence

Cold water enters the South
Atlantic from the Pacific
around the southern tip of
South America.
The Malvinas Current meets
the warm poleward flowing
Brazil Current in the B-M
Confluence Zone.

RFARNETI@ICTP.IT Ocean-Atmosphere Interactions & DCV
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An example from the South American domain

The CPL model clearly shows air-sea coupling in the Brasil-Malvinas Confluence.

Rainfall is enhanced (reduced) over regions of wind convergence (divergence).

RFARNETI@ICTP.IT Ocean-Atmosphere Interactions & DCV
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How does it work?

Oceanography  |  December 2010 57

Figure 2. Schematic illustration of the divergence and curl of the wind and wind stress fields that result 
from spatial variations of the SST field. Near a meandering SST front (the heavy black line), surface winds 
are lower over cool water and higher over warm water, shown qualitatively by the lengths of the vectors. 
Acceleration where winds blow across the SST front generates divergence (green area). Lateral variations 
where winds blow parallel to the SST front generate curl (red area). The divergence and curl perturba-
tions are proportional to the downwind and crosswind components of the SST gradient, respectively 
(see Figure 3).

wind divergence measured by scatter-
ometers (Chelton et al., 2004). 

Most studies of the divergence and 
curl responses of surface winds to down-
wind and crosswind SST gradients have 
focused on regions of strong SST fronts 
associated with meandering currents. 
Park and Cornillon (2006) showed that 
divergence and curl of surface winds 
also develop over Gulf Stream eddies in 
association with SST distribution in the 
interiors of the eddies.

The divergence and curl responses 
to spatially varying SST have important 
implications for both the atmosphere 
and the ocean. In the case of the atmo-
sphere, SST influence can penetrate into 
the troposphere from the vertical motion 
induced by convergence and divergence 
of the surface wind field. In the case 
of the ocean, the upwelling and down-
welling that are associated with the wind 
stress curl alter the ocean circulation, 
and therefore the SST itself. 

Another paradoxical feature of the 
observed air-sea interaction is that the 
coupling coefficients between the wind 
stress divergence and the downwind 
SST gradient are consistently larger than 
those between the wind stress curl and 
the crosswind SST gradient (Figure 3), 
and likewise for vector wind divergence 
and vorticity. By explicitly relating wind 
divergence and vorticity to crosswind 
and downwind gradients of wind speed 
and direction using natural coordinates 
defined by the wind direction, O’Neill 
et al. (2010a) showed that wind speed 
gradients contribute equally to the curl 
and divergence responses to SST. The 
differences between the curl and diver-
gence responses are thus attributable 
to the effects of SST on wind direction. 
SST-induced crosswind and downwind 

gradients in wind direction reduce the 
curl response to crosswind SST gradients 
through rotation while simultaneously 
enhancing the divergence response 
to downwind SST gradients through 
confluence and difluence. SST-induced 
surface pressure gradients play an 
important role in this wind directional 
dependence on SST.

SST INFLUENCE IN NUMERICAL 
WEATHER PREDIC TION AND 
COUPLED CLIMATE MODELS
A question of great interest to weather 
forecasters, and to researchers using 
atmospheric models for studies of 
climate variability or to force ocean 
circulation models, is the degree to 
which the observed SST influence on 
surface winds is reproduced in models. 
For grid resolutions that are used in 
present-day numerical weather predic-
tion (NWP) models, this depends 

sensitively on the resolution of the 
SST fields that are used for the surface 
boundary condition in the models. This 
is readily apparent in the wind fields 
from the European Centre for Medium-
range Weather Forecasts (ECMWF) 
operational NWP model. In May 2001, 
the SST boundary condition in the 
ECMWF model was changed from the 
low-resolution Reynolds SST analyses 
(Reynolds et al., 2002) to the higher-
resolution Real-Time Global (RTG) SST 
analyses (Thiébaux et al., 2003). This 
change resulted in an abrupt increase in 
the intensity of wind speed variations on 
scales of 100–1000 km (Chelton, 2005; 
Chelton and Wentz, 2005; Maloney and 
Chelton, 2006; Song et al., 2009). 

Further evidence of the importance 
the resolution of the SST boundary 
condition can be inferred from the 
consistent lack of small-scale variability 
in the surface wind fields from the 

RFARNETI@ICTP.IT Ocean-Atmosphere Interactions & DCV
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An example from the South American domain

Extratropical air-sea
interactions in the Agulhas
System

The Agulhas Current in the
Indian Ocean flows down the
southeast coast of Africa and
past the tip of South Africa
then takes a sharp turn to the
east.
Large eddies called Agulhas
Rings spin off this bend and
carry huge bundles of warm
salty Indian Ocean water west
into the South Atlantic.

RFARNETI@ICTP.IT Ocean-Atmosphere Interactions & DCV
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An example from the South American domain

The CPL model shows a strong convergence of the surface winds surrounded by net divergence.

Increased rainfall over the warm Agulhas current and its retroflection (consistent with the SST- induced vertical mixing mechanism
for wind adjustment).

RFARNETI@ICTP.IT Ocean-Atmosphere Interactions & DCV
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A regional model has surface and lateral fluxes

Course outline and aims Motivation for using ocean models Posing the ocean model problem Some perspectives References and further reading

Discretizing a column of ocean fluid

z = ⌘
Qpbl, ⌧ surface, Qm

surface fluxes

J(x) J(x)

J(s)

J(s)

fluxes crossing

grid cell faces

xi xi+1

sk+1

sk

penetrative

shortwave

z = �H

bottom fluxes

Qbottom,⌧ bottom

From Griffies and Treguier (2013)

Boundary fluxes through
surface and bottom.
Transport convergence
(advective and subgrid scale),
body forces (gravity, Coriolis),
contact forces (pressure,
friction), and penetrative
radiation render time
tendency for mass, tracer, and
momentum.
Generally fix the horizontal
position of grid cells, but allow
for upper and lower interfaces
to be functions of time (e.g.,
z⇤, pressure, �, isopycnal)

STEPHEN.GRIFFIES@NOAA.GOV Ocean model lectures: Part I
From Griffies and Treguier (2013)

Boundary fluxes through
surface and bottom, and all
lateral sides.
Transport convergence and all
surface fluxes should be
properly interpolated,
balanced and corrected.

RFARNETI@ICTP.IT Ocean-Atmosphere Interactions & DCV
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Conservation becomes an issue when coupled

Take the vertically-integrated Temperature budget

∂t

( ∫ η
−H dz θ

)
=

−∇ ·
( ∫ η
−H dz (uθ + Fsgs)

)
+ Qheat/(ρCp)

Assuming steady state and a basin:
ρCp

∫
dx
∫ η
−H dz(vθ + Fy) =

∫ yn

ys
dy
∫

dx Qheat

A meridional ocean heat transport is thus
implied by the net surface forcing.

RFARNETI@ICTP.IT Ocean-Atmosphere Interactions & DCV



COUPLED MODELLING AIR-SEA INTERACTIONS AND LFV References

Air-Sea interaction at basin (slow and large) scales

Stronger wind speed
→ lower SST via
mixing and turbulent
flux
Negative Correlation
→ Atmosphere drives
the Ocean

Air-sea interaction at basin-scale
(slow and large scales)

Stronger wind speed ➔ 
lower SST via mixing and 

turbulent flux
Negative correlation:

Atmosphere drives the 
ocean.Kushnir et al. 2002

SST and wind anomaly patten related to NAO
15 AUGUST 2002 2235K U S H N I R E T A L .

FIG. 1. The patterns of wintertime (Dec–Mar), anomalous SST, ocean–atmosphere turbulent heat flux (latent plus sensible), and surface
wind vectors, associated (via linear regression) with the leading PC of SST variability in the (a), (c) North Atlantic and (b), (d) North Pacific.
(a), (b) The observations from 1949 to 1999 (data from NCEP–NCAR reanalysis). (c), (d) The mean of a 10-member ensemble GCM
integrations forced with global, time-varying SST anomalies from 1950 to 1999 (ECHAM3.5 GCM data provided by L. Goddard). Heat
fluxes are in W m22 with positive (negative) values in solid (dashed) contours every 3 W m22. The zero contour is bold. Arrows depict the
wind vectors in m s21 with scales as shown in panels. The SST anomaly values (C8) are denoted in colors according to scale (note that scale
is kept at the 20.58–0.58C range for overall clarity, however, values in eastern equatorial Pacific extend up to 1.28C).

varying SST anomalies [AMIP (Atmospheric Model In-
tercomparison Project) type experiments]. Finally, in
section 5, we discuss the recent extension of the inves-
tigation to the realm of coupled model experiments.
Conclusions follow in section 6.

2. The observed pattern of extratropical
atmosphere–ocean anomalies

a. Fundamental properties of extratropical SST
anomalies

As described in F85, The salient features of observed
extratropical SST anomalies and their associated at-
mospheric patterns are as follows:

• Extratropical SST anomalies have large, basin-size,
scales. While small-scale perturbations in SST (as-

sociated with mesoscale ocean eddies) are visible in
high-resolution data, there is a distinct large-scale sig-
nature in midlatitude SST variability that is similar to
the scale of atmospheric low-frequency variability
(Namias and Cayan 1981; Wallace and Jiang 1987;
and Figs. 1a,b).

• SST anomalies are the surface expression of changes
in the heat content of a well-mixed upper-ocean layer
that represents a large thermal reservoir. This property
grants SST anomalies large persistence compared to
atmospheric anomalies. The e-folding timescale of
midlatitude SST anomalies is typically 3–5 months
(Barnett 1981; Frankignoul and Reynolds 1983).

• Over most of the World Ocean, monthly and seasonal
extratropical SST anomalies are well correlated with
the overlying surface air temperature anomalies (F85,
see section 2.3).

15 AUGUST 2002 2235K U S H N I R E T A L .

FIG. 1. The patterns of wintertime (Dec–Mar), anomalous SST, ocean–atmosphere turbulent heat flux (latent plus sensible), and surface
wind vectors, associated (via linear regression) with the leading PC of SST variability in the (a), (c) North Atlantic and (b), (d) North Pacific.
(a), (b) The observations from 1949 to 1999 (data from NCEP–NCAR reanalysis). (c), (d) The mean of a 10-member ensemble GCM
integrations forced with global, time-varying SST anomalies from 1950 to 1999 (ECHAM3.5 GCM data provided by L. Goddard). Heat
fluxes are in W m22 with positive (negative) values in solid (dashed) contours every 3 W m22. The zero contour is bold. Arrows depict the
wind vectors in m s21 with scales as shown in panels. The SST anomaly values (C8) are denoted in colors according to scale (note that scale
is kept at the 20.58–0.58C range for overall clarity, however, values in eastern equatorial Pacific extend up to 1.28C).

varying SST anomalies [AMIP (Atmospheric Model In-
tercomparison Project) type experiments]. Finally, in
section 5, we discuss the recent extension of the inves-
tigation to the realm of coupled model experiments.
Conclusions follow in section 6.

2. The observed pattern of extratropical
atmosphere–ocean anomalies

a. Fundamental properties of extratropical SST
anomalies

As described in F85, The salient features of observed
extratropical SST anomalies and their associated at-
mospheric patterns are as follows:

• Extratropical SST anomalies have large, basin-size,
scales. While small-scale perturbations in SST (as-

sociated with mesoscale ocean eddies) are visible in
high-resolution data, there is a distinct large-scale sig-
nature in midlatitude SST variability that is similar to
the scale of atmospheric low-frequency variability
(Namias and Cayan 1981; Wallace and Jiang 1987;
and Figs. 1a,b).

• SST anomalies are the surface expression of changes
in the heat content of a well-mixed upper-ocean layer
that represents a large thermal reservoir. This property
grants SST anomalies large persistence compared to
atmospheric anomalies. The e-folding timescale of
midlatitude SST anomalies is typically 3–5 months
(Barnett 1981; Frankignoul and Reynolds 1983).

• Over most of the World Ocean, monthly and seasonal
extratropical SST anomalies are well correlated with
the overlying surface air temperature anomalies (F85,
see section 2.3).

Mean wind is westerly ➜

Mean wind is easterly ←

 North Atlantic Oscillation
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Air-Sea interaction at meso (fast and short) scales

Enhanced (Reduced) wind speed over warm (cold) SST
Positive Correlation→ Ocean drives the Atmosphere

Air-sea interaction at oceanic mesoscale 
(fast and short scales) 

QSCAT WIND STRESSTRMM SST

Enhanced wind speed over higher SST!

TRMM SST and QuikSCAT wind stress on 3 September 1999

Seo et al. 2007
RFARNETI@ICTP.IT Ocean-Atmosphere Interactions & DCV



COUPLED MODELLING AIR-SEA INTERACTIONS AND LFV References

Resolution helps getting fluxes right

Correlation of LHF and SST for HRCCorrelation of LHF and SST for LRC

Community Climate Systems Model (CCSM3.5)
Low resolution (LRC):
• 1o ocean, 0.5o atm
• Model years: 35-88
• Fixed forcing (1990)

High resolution (HRC):
• 0.1o ocean, 0.5o atm
• Model years: 102-155
• Fixed forcing (1990)

SST variability (oC) SST variability (oC)

Putrasahan et al., US CLIVAR Variations 2015
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Effects on the Atmosphere
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of water in the Gulf Stream, deceleration 
over the somewhat cooler water on the 
seaward flank generates surface conver-
gence (Figure 5a). 

If the wind adjustment across an SST 
front were strictly one dimensional from 
vertical mixing of momentum controlled 
by local stability, and if surface friction 
and exchange with the free troposphere 
were negligible, vertical motion would 
be confined to within the atmospheric 
boundary layer. Such a response often 
takes place in atmospheric models 
when the atmospheric boundary layer 
is capped by a stable temperature inver-
sion that limits the vertical extent of 
SST influence on the atmosphere. Along 
the seaward side of the Gulf Stream, 
however, the deep ascending motion that 
occurs over the band of surface wind 
convergence in the ECMWF model of 
atmospheric winds analyzed by Minobe 
et al. (2008) (Figure 5b) is inconsistent 
with the adjustment expected from one-
dimensional mixing. This is a clear indi-
cation of the importance of other mecha-
nisms for deep tropospheric response. 

Numerical simulations of cross-
frontal winds over the Gulf Stream 
suggest the importance of secondary 
circulations and atmospheric pres-
sure adjustment (Wai and Stage, 1989; 
Warner et al., 1990; Song et al., 2006; 
Minobe et al., 2008, 2010). Minobe 
et al. (2008) noted that the upward 
motion on the seaward side of the Gulf 
Stream is deeper in the vertical than 
the descending motion on the land-
ward side, suggesting that latent heat 
release plays a role in communicating 
SST influence from the atmospheric 
boundary layer to the troposphere. The 
tropospheric response in the Gulf Stream 
region is likely also helped by developing 

storms that have deep vertical structure 
and are energized by the vertically 
sheared winds in this region. The net 
result of all of these processes is that 
a band of strong upward motion is 
established along the seaward side of the 
Gulf Stream that extends deep into the 
troposphere (Figure 5b). The relative 
importance of these various processes 
near SST fronts in other regions is a topic 
of active research.

The significance of this SST-induced 

upward motion is readily apparent in 
Figure 5c from the narrow band of 
heavy rain that has long been known to 
exist along the seaward side of the Gulf 
Stream (Hobbs, 1987). Consistent with 
coastal radar measurements of a sharp 
rise in echo height over the Gulf Stream 
(Trunk and Bosart 1990), this is also a 
region of enhanced lightning activity 
(Minobe et al., 2010). Models indicate 
that the surface wind convergence 
that anchors the deep upward motion 

Figure 5. Annual means of (a) surface wind convergence from QuikSCAT observations of surface 
winds, (b) vertical velocity in pressure coordinates from the ECMWF model, (c) rain rate from the 
Tropical Rainfall Measuring Mission satellite observations, and (d) upper-tropospheric divergence 
from the ECMWF model averaged over the pressure range 500–200 hPa. The contours in panels 
a, c, and d show SST with a contour interval of 2°C. The black line in panel b is the boundary layer 
height, and the other contours plot wind convergence averaged in the along-front direction across 
the green box in panel d with a contour interval of 10–6 s–1 (solid for convergence and dashed for 
divergence, with the zero contours omitted for clarity). Modified from Minobe et al. (2008)

Chelton and Xie (2010)
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How does it work?
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Figure 2. Schematic illustration of the divergence and curl of the wind and wind stress fields that result 
from spatial variations of the SST field. Near a meandering SST front (the heavy black line), surface winds 
are lower over cool water and higher over warm water, shown qualitatively by the lengths of the vectors. 
Acceleration where winds blow across the SST front generates divergence (green area). Lateral variations 
where winds blow parallel to the SST front generate curl (red area). The divergence and curl perturba-
tions are proportional to the downwind and crosswind components of the SST gradient, respectively 
(see Figure 3).

wind divergence measured by scatter-
ometers (Chelton et al., 2004). 

Most studies of the divergence and 
curl responses of surface winds to down-
wind and crosswind SST gradients have 
focused on regions of strong SST fronts 
associated with meandering currents. 
Park and Cornillon (2006) showed that 
divergence and curl of surface winds 
also develop over Gulf Stream eddies in 
association with SST distribution in the 
interiors of the eddies.

The divergence and curl responses 
to spatially varying SST have important 
implications for both the atmosphere 
and the ocean. In the case of the atmo-
sphere, SST influence can penetrate into 
the troposphere from the vertical motion 
induced by convergence and divergence 
of the surface wind field. In the case 
of the ocean, the upwelling and down-
welling that are associated with the wind 
stress curl alter the ocean circulation, 
and therefore the SST itself. 

Another paradoxical feature of the 
observed air-sea interaction is that the 
coupling coefficients between the wind 
stress divergence and the downwind 
SST gradient are consistently larger than 
those between the wind stress curl and 
the crosswind SST gradient (Figure 3), 
and likewise for vector wind divergence 
and vorticity. By explicitly relating wind 
divergence and vorticity to crosswind 
and downwind gradients of wind speed 
and direction using natural coordinates 
defined by the wind direction, O’Neill 
et al. (2010a) showed that wind speed 
gradients contribute equally to the curl 
and divergence responses to SST. The 
differences between the curl and diver-
gence responses are thus attributable 
to the effects of SST on wind direction. 
SST-induced crosswind and downwind 

gradients in wind direction reduce the 
curl response to crosswind SST gradients 
through rotation while simultaneously 
enhancing the divergence response 
to downwind SST gradients through 
confluence and difluence. SST-induced 
surface pressure gradients play an 
important role in this wind directional 
dependence on SST.

SST INFLUENCE IN NUMERICAL 
WEATHER PREDIC TION AND 
COUPLED CLIMATE MODELS
A question of great interest to weather 
forecasters, and to researchers using 
atmospheric models for studies of 
climate variability or to force ocean 
circulation models, is the degree to 
which the observed SST influence on 
surface winds is reproduced in models. 
For grid resolutions that are used in 
present-day numerical weather predic-
tion (NWP) models, this depends 

sensitively on the resolution of the 
SST fields that are used for the surface 
boundary condition in the models. This 
is readily apparent in the wind fields 
from the European Centre for Medium-
range Weather Forecasts (ECMWF) 
operational NWP model. In May 2001, 
the SST boundary condition in the 
ECMWF model was changed from the 
low-resolution Reynolds SST analyses 
(Reynolds et al., 2002) to the higher-
resolution Real-Time Global (RTG) SST 
analyses (Thiébaux et al., 2003). This 
change resulted in an abrupt increase in 
the intensity of wind speed variations on 
scales of 100–1000 km (Chelton, 2005; 
Chelton and Wentz, 2005; Maloney and 
Chelton, 2006; Song et al., 2009). 

Further evidence of the importance 
the resolution of the SST boundary 
condition can be inferred from the 
consistent lack of small-scale variability 
in the surface wind fields from the 
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Possible Mechanisms and sources of variability

Climate variability might arise primarily from the atmosphere,
independent of varying boundary conditions such as SST.
Climate variability might be enhanced by the presence of an
ocean with a large heat capacity, leading to a red spectrum. The
null hypothesis for climate variability.
Climate variability might have primarily an oceanic origin. Ocean
variability might affect the atmosphere without the need for
coupled modes.
Climate variability might arise via coupled ocean-atmosphere
modes (e.g. ENSO). Controversial in mid-latitudes.
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Frankignoul and Hasselmann (1977)’s Stochastic
Climate Model

An equation for the SST anomaly can be written as
∂tT ′ = −λT ′ + F(t)
where λ represents dissipative and feedback mechanisms and F
behaves as white noise for time scales longer than τ .
SST anomalies behave like a first order Markov process and the
spectrum is red
|T ′(ω)|2 = |F′|2

ω2+λ2

for time scales shorter than λ−1, the SST spectrum increases as
the square of the period (ω−2).
for longer time scales SST are damped and the spectrum
flattens.

The null hypothesis for climate variability
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Frankignoul and Hasselmann (1977)’s Stochastic
Climate Model

The null hypothesis for climate
variability
The ocean mixed layer (the slow
component), of much higher heat
capacity, integrates atmospheric
white noise (the fast component),
giving rise to a red spectrum.

OCTOBER 2004 2157Q I U E T A L .

FIG. 14. (a) Frequency spectra of the SSTs from the buoy obser-
vations (thin black curve) and from the PWP model (thick gray
curve). (b) Frequency spectrum of the net surface heat flux data from
the buoy observations.

tered SST time series from the buoy measurements and
the synoptic-scale model run (see Fig. 11a for the un-
filtered time series in 1997 and 1998). Despite the sim-
plicity of the PWP model physics, the model simulation
is able to capture many of the synoptic-scale SST chang-
es observed by the buoy. The two time series in Fig.
13 have a linear correlation coefficient of 0.59; with the
decorrelation scale estimated at about 10 days, the cor-
relation is significant at the 99% confidence level.
It is interesting to note that the power spectra for both

the observed and modeled SST time series have a well-
defined v22 dependency (Fig. 14a). That the frequency
spectra of SST have a 22 slope was previously noted
by Frankignoul and Hasselmann (1977). Using the con-
cept of stochastic forcing, Frankignoul and Hasselmann
showed that the v22 dependency for the observed SST
signals could be adquately explained by the ‘‘white
noise’’ surface heat flux forcing. A look at the observed
surface net heat flux forcing for the present study (Fig.
14b) reveals that the frequency spectrum for Qnet is in-
deed ‘‘white’’ in the frequency range of 1/100 to 1/16
days. For v . 1/16 days, however, the power of the
net heat flux forcing tends to decreases with the fre-
quency. From the classic stochastic forcing model, this
would lead to the slope of the SST spectrum being steep-
er than 22, in contradiction to the observed v22 de-
pendency.

One assumption adopted in Frankignoul and Hassel-
mann’s (1977) model is that the surface mixed layer
depth is constant. As indicated by the black curve in
Fig. 11d, this clearly is not the case, as the mixed layer
depth can modulate significantly in response to the syn-
optic-scale heat flux and wind stress forcing. Changes
in the mixed layer depth alter the thickness over which
the surface heat input/loss is being distributed. As such,
in the high-frequency band where the mixed layer depth
change is significant (see, e.g., Fig. 11), it is not sur-
prising to find that the SST signals do not behave simply
as an integrator of the net heat flux forcing. To under-
stand the SST variability on the semimonthly or shorter
time scales, we clearly need to take the dynamics of
high-frequency mixed layer changes into account.

5. Summary and discussion
The western boundary current outflow region of the

subtropical gyre is where the largest heat exchange takes
place across the air–sea interface in the North Pacific
Ocean. Using the surface meteorological data from a
JMA buoy at 298N, 1358E, we carried out an in-depth
analysis of the air–sea flux forcing in this region. The
decade-long buoy observations not only allowed us to
document surface heat and momentum fluxes over a
broad range of frequencies, it also provided a unique
reference site to evaluate the air–sea flux products from
operational weather forecast assimilation and analysis
models.
As is typical for midlatitude oceans, the surface heat

fluxes at the buoy site have well-defined annual cycles,
and the observed seasonal (summer 2 winter) ampli-
tudes of the turbulent and radiative heat fluxes reach
220 and 170 W m22, respectively. For the monthly tur-
bulent heat flux climatology, a comparison with the
NCEP reanalysis product revealed that the NCEP result
has a bias of overestimating the flux amplitude. This
bias is particularly large (.60 W m22) in winter months
where modeled turbulent heat flux values of individual
synoptic-scale disturbances exceeded persistently those
of the observations. Similar to the turbulent heat flux
climatology, amplitudes of the monthly radiative heat
fluxes in the NCEP product also have an overestimating
bias. Examining the flux components indicated that
much of this bias was due to the overestimation of in-
coming solar radiation at the sea surface. Because the
turbulent and radiative heat fluxes contribute oppositely
to the net heat flux across the sea surface, the bias for
the monthly Qnet climatology is smaller than the biases
of the composing components.
On the subseasonal time scales, the surface wind and

heat flux forcing at the buoy site is dominated by signals
reflecting the synoptic-scale weather disturbances. For
both the observed surface heat flux and wind stress time
series, there exist no distinct spectral peaks. Rather, the
large-amplitude heat flux forcing appears in the broad
frequency band from 1/14 to 1/3 days, and the surface
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Barsugli and Battisti (1998)’s Stochastic Climate ModelBarsugli and Battisti (JAS, 1998) model
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Barsugli and Battisti (1998)’s Stochastic Climate Model

If we Fourier transform the two eqs. (t→ ω)

iσTa = −aTa + bTo + F(σ) (5)
iβσTo = cTa − dTo (6)

coefficients a and d represent damping of atmosphere and ocean
coefficients b and c represent coupling between atmosphere and
ocean
α = bc is our coupling coefficient, representing feedbacks
between O-A coupling of low-frequency thermal variance in the
atmosphere.
F is assumed to be white noise of unit amplitude.
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Barsugli and Battisti (1998)’s Stochastic Climate Model
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TABLE 1. The standard parameter values as defined in the text and
in appendix A.

Parameter Value Parameter Value

ga

go

lsa

lso

la

lo

l

1 3 107 J m22 K21

2.0 3 108 J m22 K21

23.9 W m22 K21

23.4 W m22 K21

2.8 W m22 K21

1.9 W m22 K21

20 W m22 K21

a
b
c
d
b
|N|

z [ [
ad ad
a bc

1.12
0.5
1
1.08
20
1

2.42

anomaly, T̃s 5 cT̃a. We take the Fourier transform (t→
v) of Eqs. (1) and (2) and divide through by lsa to yield

isT 5 2aT 1 T 1 F(s) (3)a a o

ibsT 5 cT 2 dT . (4)o a o

We have made the following substitutions: s 5 gav/
lsa, a 5 la/lsa 1 c, d 5 lo/lso 1 1, b 5 (go/ga)(lsa/
lso), and F 5 F /lsa. A tilde denotes a time-domain
variable, and an unadorned variable the corresponding
Fourier transform variable. Explicit reference to the in-
dependent variables t and s will be used only for em-
phasis or to avoid confusion. The derivation of Eqs. (1)
and (2) from a more detailed energy balance model is
presented in appendix A, where reasonable values of
the model parameters are also justified. These parameter
values, shown in Table 1, will be referred to as the
‘‘standard parameters’’ and are used in the examples to
follow.
Equations (3) and (4) as they stand are not suitable

for comparing coupled and uncoupled systems because
the dynamical forcing term F includes the effects of
coupling and will differ between coupled and uncoupled
runs. To illustrate this point, we calculate the power
spectrum of Ta. From Eq. (3) we have
|(is 1 a)|2|Ta| 2 5 |F| 2 1 |To| 2 1 1 ToF*,FT*o (5)

where * denotes complex conjugation. The term |Ta| 2 is
the power spectral density for atmospheric temperature,
and is the Fourier transform of the lag-covarianceFT*o
function between F and To. The lag-covariance terms
in Eq. (5) indicate that we must account for the depen-
dence of F on To in our theory of the effects of coupling.
In the analysis that follows we will split the dynamical

forcing into an SST-forced deterministic part and a pure-
ly random part as follows: F 5 (b 2 1)To 1 N, where
b is a real constant. We have assumed that the dynamical
response is proportional to the SST anomaly at the low
frequencies of interest. We assume that the power spec-
trum of N is independent of the coupling to the ocean,
hence ‘‘inherent’’ to the atmosphere. When substituted
into Eq. (3), the total ‘‘thermal’’ and ‘‘dynamical’’ re-
sponse becomes bTo, and we will refer to b as the ‘‘at-
mospheric response parameter.’’ In actuality the tem-
perature response of the free atmosphere to diabatic
heating is accomplished largely by dynamical adjust-

ment; therefore we will focus only on the total response
in the rest of this paper.
With the above assumptions about the atmospheric

response, Eqs. (3) and (4) are in the standard form of
a two-variable linear system (with stochastic forcing
only in the atmosphere equation)2:

isT 5 2aT 1 bT 1 N (6)a a o

ibsT 5 cT 2 dT . (7)o a o

The coefficients a and d represent damping of the at-
mosphere and ocean respectively, and the coefficients
b and c represent the coupling between atmosphere and
ocean. At this point it is useful to define a coupling
coefficient

a 5 bc,

which represents the feedback due to atmosphere–ocean
coupling, and a stability parameter

z 5 ad/a,
which results from the competition between this feed-
back and damping. Note that the atmospheric damping
parameter, a, contains a dependence on the parameter c.

b. Methodology

The design of the numerical experiments in B95 will
be repeated using the simple model presented in this
paper. This design consisted of three model runs as fol-
lows.
1) Coupled: The coupled model was run first.
2) Uncoupled: (a) The atmosphere model was run with
SST fixed to be the zonal mean of the climatology
of the coupled run. (b) The slab mixed layer model
was integrated in diagnostic mode, forced with the
time history of winds and temperatures from run 2a.

3) MOGA [Midlatitude Ocean, Global Atmosphere, af-
ter Lau and Nath (1994)]: (a) The atmosphere model
was run with SST prescribed to be the time history
of SSTs from the coupled run. (b) The slab mixed
layer model was integrated in diagnostic mode,
forced with the time history of winds and temper-
atures from run 3a.
Equations (6) and (7) can be used to model the cou-

pled, uncoupled, and MOGA experiments as follows.
The ‘‘coupled’’ model (denoted by superscript C) solves
Eqs. (6) and (7) as a coupled set:

C C Cs T 5 bT 1 N (8)a a o

C Cs T 5 cT . (9)o o a

2 For illustrative purposes, an even simpler system may be con-
structed by replacing Eq. (6) with Ta 5 M 1 bTo, where M is a
stochastic process with a specified power spectrum, perhaps derived
from the output of an uncoupled GCM run.

γ are the heat capacities
λs are the linearized coefficient of combined latent, sensible and
long wave heat flux
λa, λo are the radiative damping to space.
N white noise of unit amplitude

RFARNETI@ICTP.IT Ocean-Atmosphere Interactions & DCV



COUPLED MODELLING AIR-SEA INTERACTIONS AND LFV References

Barsugli and Battisti (1998)’s Stochastic Climate Model

Barsugli and Battisti JAS 1998
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Barsugli and Battisti (1998)’s Stochastic Climate Model
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Basic effects of ocean-atmosphere thermal coupling

Coupling between the atmosphere and ocean in midlatitudes will
increase the variance in both media.
decrease energy fluxes between them.
prescribing mid-latitude SSTs does not lead to a correct
simulation of low-frequency thermal variance in the atmosphere.

REDUCED THERMAL DAMPING

We need coupled ocean-atmosphere models ...
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Does this work?
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Does this work? YES!
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Is this ‘all there is’? ...

Is the integration of atmospheric variability by the oceanic mixed
layer producing a red spectrum all there is?
dynamical processes can indeed produce variance at long
periods
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Figure 6. Mean spectra of midlatitude SST anomalies of the HADISST and Kaplan
SST data sets (thick lines), along with the best fit spectra from an AR(1) process (thin
central line) with 95% confidence levels (thin outer lines). Adapted from Dommenget
& Latif (2002).

reality. In the case at hand we may ask, do observations indicate that the integration of
the atmospheric variability by the oceanic mixed layer so producing a red spectrum in the
oceanic mixed layer is ‘all there is’? The HADISST set (Folland et al. 1999) and the Kaplan
set Kaplan et al. (1998) both extend over a hundred years, and Fig. 6 shows their mean
spectra as computed by Dommenget & Latif (2002). Neither of the spectra conform very
well to AR(1) spectra with 95% confidence limits. The deviations do not occur through
a single spectral peak indicating some periodic oscillation, but the general shape of the
spectrum is different, having a shallower slope than is predicted at seasonal to interannual
timescales, but at the same time the spectrum fails to flatten into a white spectrum at long
timescales; rather, it continues to redden at decadal timescales, suggesting perhaps that
there are dynamical processes that can directly produce variance on these long periods. We
discuss what these might be in the next few sections.

5 Coupled interactions modes of interaction

Let us now look at the evidence for dynamically coupled modes of interaction between
the ocean and atmosphere, but omitting discussion of the single unambiguous example
in the climate system, namely El Niño and the Southern Oscillation (ENSO). Our reason
for such a seemingly egregious omission is that the ENSO phenomena is well documented,
reasonably well understood, and discussed at great length elsewhere.

A striking example of apparent mid- and high-latitude ocean-atmosphere coupling was
described by Latif & Barnett (1996). Using a then state-of-the art coupled ocean atmosphere
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Midlatitude coupled O-A interactions

The ocean integrates the atmospheric
forcing, producing a red spectrum in
the upper ocean to first order.

Due to its large thermal inertia and
long adjustment time scale, the
ocean response to atmospheric
forcing is delayed, producing a time
scale of months to centuries.

Provided the ocean response
involves changes in SST, the ocean
may force the atmosphere

The atmosphere responds to the
ocean forcing, with a delay time on
the order of days to weeks before
repeating the cycle.
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Midlatitude coupled O-A interactions (?)

The two most limiting branches of the diagram involve details of the ocean delay
and of the atmospheric response to ocean forcing.

The first, involves ocean dynamics, which, in the mid-latitudes, tend to spatially
confine and attenuate the oceanic response to atmospheric forcing. Theories for
mid-latitude coupled mechanisms must account for this spatial confinement and
signal attenuation.

The second, is very sensitive to the structure, location, and amplitude of the
ocean forcing.

The atmosphere responds more readily to large-scale spatial forcing.

The atmospheric response to ocean forcing is very sensitive to the location and
amplitude of the forcing. In the mid-latitudes, the atmosphere is not sensitive to
SST anomalies less than about 1C. Thus, the atmospheric response to ocean
forcing is very weak. However, in the tropics, the atmosphere is quite sensitive to
SST anomalies, implying a stronger response to a given temperature anomaly.

Without any atmospheric response to ocean forcing, there can be no decadal
atmospheric variability, due to the short time scale of intrinsic atmospheric
variability.
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The model of Saravanan and McWilliams (1998)

A simple 1-D stochastic model of the
interaction between spatially coherent
atmospheric forcing patterns and an
advective ocean. The model may be
considered a generalization of the 0-D
stochastic climate model proposed by
Hasselmann.

A mechanism of decadal variability in the
mid-latitude ocean atmosphere system that
produces a defined time scale.

For long time scales (greater than
intraseasonal), mid-latitude atmospheric
variability tends to be dominated by fixed
spatial patterns that vary with no preferred
time scale (stochastic) (e.g. NAO).

Provided the ocean response involves
changes in SST, the ocean may force the
atmosphere.

The atmosphere responds to the ocean
forcing, with a delay time on the order of
days to weeks before repeating the cycle.
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FIG. 5. Schematic of interaction between an atmospheric standing
wave dipole pattern (dashed line) and an advective ocean circulation
(thick solid line) in the zonally averaged vertical plane.

FIG. 6. Schematic of the ocean–atmosphere model. The solid and
dotted curves denote the dominant modes of atmospheric variability.
The shaded region represents the ocean, with the solid arrow denoting
the surface heat flux and the dashed arrow denoting advection.

ocean model, so that unperturbed waters flow, into the
localized region containing the atmospheric pattern, in-
teract with it, and then flow out. In scenarios where
there is memory associated with the gyre or overturning
circulation, a reentrant boundary condition, incorporat-
ing delays and attenuation, would be more appropriate.
We consider a one-dimensional ‘‘slab’’ atmosphere

along the meridional (y) direction, extending from y 5 0
to L (Fig. 6). We take the atmosphere to be characterized
by a single variable, its temperature Ta. One may think of
it as representing the zonally and vertically averaged mid-
latitude atmosphere over an ocean basin, such as the region
of the atmosphere over the extratropical North Atlantic
basin (e.g., along the great circle shown in Fig. 4). Ne-
glecting the zonal and vertical structure of atmospheric
variability is a severe approximation and is made primarily
for reasons of simplicity. The mean atmospheric flow in
the midlatitudes is strongly zonal. According to the theory
of quasi-stationary atmospheric waves (e.g., Held 1983;
Frankignoul 1985), the relationship between SST anom-
alies and the associated atmospheric response is not nec-
essarily local in the zonal direction. In fact, Frankignoul
(1985) shows that the nonlocal nature of atmosphere–
ocean interaction can sometimes give rise to eastward
propagating SST anomalies, even in the absence of ocean
advection. However, we have chosen to construct our one-
dimensional model along the meridional direction, where
the mean atmospheric flow is quite weak and the atmo-
spheric response would tend to be more in phase with the
SST anomaly.
Assume that the slab atmosphere exchanges heat with

a one-dimensional slab ocean beneath it, having thick-

ness H and temperature To. We prefer to use the term
‘‘slab ocean,’’ rather than call it a mixed layer, because
we expect that on decadal timescales, layers of the real
ocean beneath the mixed layer will also play a role in
determining the variability (e.g., see Deser et al. 1996).
Therefore, the slab ocean may be considered a vertically
averaged representation of a portion of the upper ocean.
An important process that we ignore is the role of ver-
tical advection in the ocean. In particular, the slab ocean
approximation would certainly break down in regions
of deep convection. We assume further that the heat
exchange between the atmosphere and the ocean is pro-
portional to the local temperature difference between
the two. This may not be too bad an approximation at
large spatial scales in the atmosphere (see Frankignoul
1985). Note that this relationship does not necessarily
imply that the maximum heating is in phase with the
SST anomaly, because the atmospheric temperatures
also need to be taken into account.
If we assume that the slab ocean is motionless, then

there would be no nonlocal spatial interactions and we
would essentially end up with a red-noise stochastic
climate model of the kind described by Hasselmann
(1976), with the spatial coherence of atmospheric vari-
ability simply being mirrored by the red-noise oceanic
response. Horizontal advection in the ocean model per-
mits nonlocal interactions and can lead to interesting
deviations from a simple red-noise response. We con-
sider the simplest form of oceanic advection—uniform
advection in one dimension—and assume the slab ocean
moves with a constant horizontal velocity, V. Hence-
forth, we shall use Ta, To to denote anomaly tempera-
tures (i.e., deviations from a mean oceanic value), be-
cause advection of the mean ocean temperature by the
mean circulation V does not affect the variability. At y
5 0, we use the following inflow boundary condition
for the ocean temperature anomaly To:

To(0, t) [ 0. (1)
Following the approach taken by Hasselmann (1976),

we may write the stochastic equations for the atmo-
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The Stochastic Climate Model of Saravanan and
McWilliams (1998)

∂tTa = −αTa −
Q
Ca

+ Fa(y, t) (7)

∂tTo = −V∂yTo −
Q
Co

(8)

where Q = κ(Ta − To)

F denote stochastic forcing of the atmosphere.
α is an intrinsic damping coefficient for the atmosphere
representing all dissipative processes
V = 1 cm s−1, L = 5000 Km

→For a white-noise forcing and after non-dimensionalizing, the
following nondimensional parameter appears:

Γ = ωadv/λeff

ωadv = 2π/Tadv ; Tadv = L/V
λeff is the effective damping coefficient
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The model of Saravanan and McWilliams (1998)

ADVECTIVE RESONANCE MECHANISM

Slow-shallow regime: Γ� 1. Where the
depth of penetration of thermal anomalies
is small and thermal damping effects
dominate over advection (red-noise).

Fast-deep regime: Γ� 1. Where
thermal anomalies penetrate quite deeply
and the ther- mal damping effects are
weaker than advection
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FIG. 16. Time evolution of nondimensional oceanic temperature (To) in a single realization of the stochastic model (computed numerically):
(a) G 5 1⁄4 (slow–shallow regime), contour interval 5 0.25; (b) G 5 4 (fast–deep regime), contour interval 5 0.04. {The abscissa corresponds
to the nondimensional spatial coordinate [unit length 5 O(5000 km)], and the ordinate corresponds to the nondimensional time [unit time
5 O(10 yr)]. Dashed contours denote negative values.}

FIG. 17. Schematic illustration of the mechanism behind the pre-
ferred timescale L/V. Plus/minus signs denote the sign of the surface
heat flux associated with atmospheric forcing at time t 5 0 and a
‘‘half-period’’ later (t 5 L/2V ). Solid sinusoidal curve shows the
structure of the SST anomaly at t 5 0. Dashed curve shows the SST
anomaly at t 5 L/2V, for the fast–deep regime, with weak damping
effects. Dotted curve shows the SST anomaly at t 5 L/2V, for the
slow–shallow regime, with strong damping effects.

shown in Fig. 16, for two values of G. Here we have
numerically solved the equations of the analytical
model to produce a single realization of the stochastic
time evolution of oceanic temperature for each value
of G. (The analytical results represent the average over
an ‘‘infinite’’ ensemble of such numerical solutions.)
Note that for the slow–shallow regime (Fig. 16a), the
spatial structure of oceanic temperature variability
simply reflects the dipolar standing wave atmospheric
forcing. In the fast–deep regime (Fig. 16b), one can

clearly see advected features in the oceanic temper-
ature variability, corresponding to a nondimensional
timescale of O(1). However, given the stochastic na-
ture of the system, there is no precise time period
associated with the variability.
An interesting feature of the fast–deep regime is

that the spectrum of oceanic variability can no longer
be simply described as being red noise; there is ac-
tually a spectral peak in the variability corresponding
to the advective timescale Tadv 5 L/V, where V is the
horizontal advective velocity scale in the ocean and
L is a length scale associated with atmospheric vari-
ability. The spectral peak tends to be more prominent
in the oceanic variability than in the atmospheric vari-
ability; the strong background white-noise variability
makes it more difficult to detect the peak in the at-
mosphere. It is worth noting that in our simple model,
neither the atmosphere nor the ocean, when uncoup-
led, supports oscillatory modes of variability. The
preferred timescale of variability arises only when the
atmosphere and the ocean are coupled.
A heuristic explanation of the rigorous analytical

results for the origin of the preferred timescale is
shown in Fig. 17. Consider a dipolar standing wave
pattern of atmospheric variability with white-noise
temporal structure. This may be viewed in spectral
space as a random superposition of oscillations with
all possible periods. Let us focus on the component
with period L/V. At time t 5 0, the atmospheric forc-
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FIG. 12. Frequency spectrum of atmospheric temperature variance associated with the direct mode, ^|B̂a(n)|2&, for G 5 1⁄16, 1⁄4, 1, 4, 16: (a)
m/a 5 1⁄3, (b) m/a 5 3. (Lines as in Fig. 7.)

We may decompose T̂a(y, n) using a Fourier series
expansion in the interval 0, y , 1, as in (28), to obtain
the contributions from different meridional wavenum-
bers n, (n) and (n). Restricting ourselves to the(n) (n)ˆ ˆA Ba a

dipole-forcing case â2 5 0, b̂2 5 1, as in the previous
section, we shall once again make the identification
B̂a(n) [ (n), which would correspond to the direct(1)B̂a

mode of atmospheric variability, with sin(2py) struc-
ture, and Âa(n) [ (n), corresponding to the orthog-(1)Âa

onal mode of atmospheric variability, with cos(2py)
structure. Using (31) and the linearity of the Fourier
series expansions, B̂a, Âa may be expressed as

ˆ ˆB 1 (m /a)Bf oB̂ 5 and (33)a 1 1 (m /a)
ˆ(m /a)AoÂ 5 , (34)a 1 1 (m /a)

where we have assumed for the sake of simplicity that
Âf [ 0, that is, there is no atmospheric forcing with
cos(2py) structure. (If such forcing did exist, and were
coherent with B̂f , it could lead to more complex inter-
actions than are considered here.) From (34) we see that
the orthogonal mode of atmospheric variability is simply
a scaled version of the orthogonal mode of oceanic re-
sponse shown in Fig. 11b. The direct mode of atmo-
spheric variability is more interesting, because it inter-
acts with the oceanic direct mode.
Since the direct mode of oceanic response shows a pre-

ferred frequency in the fast–deep regime, we may ask
whether this is reflected in the atmospheric variability.
Figure 12 shows the frequency spectrum of the directmode
of atmospheric response, ^|B̂a(n)|2& for m/a 5 1⁄3, 3. In the
slow–shallow regime, we see weak monotonic decay in
power with increasing n, indicating red-noise type of be-

havior. In the fast–deep regime, there is a significant peak
near n 5 1 and white-noise structure for n → `. The
amplitude of the peak decreases with increasing G, with
the peak being most prominent for G 5 O(1). The value
of m/a does not seem to affect the qualitative structure of
the spectra in the slow–shallow regime. However, in the
fast–deep regime, the overall variance level decreaseswith
increasing m/a, and the spectral peak becomes more prom-
inent. One may think of the frequency spectrum for the
fast–deep regime as consisting of a white-noise direct at-
mospheric response to stochastic atmospheric forcing,with
a peak arising from the oceanic feedback superimposed
on it. The strength of the oceanic feedback, like the oceanic
variability, decreases with increasing G. However, its rel-
ative strength, compared to the direct atmospheric response
to stochastic forcing, increases with increasing m/a.
Next we consider the direct mode of the surface heat

flux B̂F, which may be computed using (32) and Fourier
decomposition as

ˆ ˆB 2 Bf oB̂ 5 . (35)F 1 1 (m /a)

Figure 13 shows the frequency spectrum of B̂F for m/a
5 3. It is interesting to note that, in a sense, the B̂F

spectrum is the ‘‘mirror image’’ of the corresponding
B̂a spectrum (Fig. 12b), with elevated levels of atmo-
spheric temperature variability corresponding to de-
creased surface flux amplitudes and vice versa. In par-
ticular, the B̂F spectrum is rather like ‘‘blue noise’’ for
G k 1 (the slow–shallow regime). This simply reflects
the fact that the air–sea temperature gradient (Ta 2 To)
approaches zero for timescales longer than the damping
timescale ( ) associated with the slab ocean. Of21leff
course, the deep ocean has much longer timescales as-
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FIG. 11. Frequency spectrum of oceanic temperature variance associated with the direct and orthogonal modes of response, for G 5 1⁄16, 1⁄4,
1, 4, 16: (a) ^|B̂o(n)|2& (b) ^|Âo(n)|2&. (Lines as in Fig. 7.)

other words, the fast–deep regime shows a preferred
frequency corresponding to the timescale L/V. One may
think of this preferred frequency as arising from a kind
of ‘‘advective resonance,’’ because if one were to apply
periodic boundary conditions at y 5 0, 1, one would
get truly resonant behavior for n 5 1. The orthogonal
mode (Fig. 11b) shows a similar tendency for frequency
selection in the fast–deep regime, but the spectral peak
near n 5 1 is less pronounced. Interestingly, the max-
imum orthogonal response occurs not for G → 0 or for
G → `, but for G 5 1, that is, the orthogonal mode
seems to be most efficiently excited for G 5 O(1). The
phase relationship between the atmospheric forcing and
the direct/orthogonal modes of oceanic response is dis-
cussed in appendix C.
One often tends to associate spectral peaks in the

variance of a dynamical system with the existence of
oscillatory normal modes. We have shown above that
stochastically forced advective ocean–atmosphere in-
teraction can result in spectral peaks in the oceanic vari-
ance, even when there are no identifiable oscillatory
normal modes of the uncoupled or coupled systems.
However, the spectral peak is discernible only for suf-
ficiently large value of the advection–damping ratio, that
is, G * 1. Depending upon the actual advection/damping
ratio in different regions of the ocean, this frequency
selection mechanism may or may not turn out to be
important. As suggested by Fig. 4, the advective time-
scale for the North Atlantic upper ocean is of the order
of a decade. By the arguments of section 3a, G is likely
to be of O(1) or even larger. This means that the fre-
quency selection mechanism discussed above could play
a role in decadal variability in the North Atlantic.

5. Atmospheric variability
a. Frequency spectrum

We now focus on how the feedback associated with
the oceanic response affects the atmospheric variability
itself. Using the nondimensional Fourier-transformed
versions of (4) and (8), scaled as described in section
3c, we may write the total atmospheric response T̂a(y,
n) and the surface flux F̂(y, n) as

ˆ´̂ 1 (m /a)Ta oT̂ 5 and (31)a 1 1 (m /a)
ˆ´̂ 2 Ta oF̂ 5 . (32)

1 1 (m /a)
(Recall that the scaling for the stochastic forcing includes
the factor a.) The first numerator term in the rhs of (31)
represents the direct atmospheric response to white-noise
forcing in the absence of the ocean, whereas the second
numerator term and the denominator are due to feedback
from the ocean. Since T̂o and are correlated, as discussed´̂a
in the previous section, the two terms can ‘‘interfere’’
constructively or destructively with each other, depending
upon their relative complex phase. The relative contri-
bution of the oceanic feedback to overall atmospheric vari-
ability is controlled by the ratio m/a, which we may refer
to as a ‘‘coupling parameter.’’ It is the ratio of the intrinsic
atmospheric damping timescale to the timescale for heat
exchange with the ocean. The case m/a K 1 would cor-
respond to weak coupling, and the case m/a k 1 to strong
coupling between the atmosphere and the ocean. (Recall
that our choice of reference values for m and a, as dis-
cussed in section 3a, imply a reference value of m/a ¯
3.)
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If we add spatial coherence in atmosphere and a
dynamical ocean: Regional Basin Modes/Oscillations
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If we add spatial coherence in atmosphere and a
dynamical ocean: Regional Basin Modes/Oscillations

The more prominent low-frequency modes
The Pacific Decadal Oscillation (PDO)
The Atlantic Multidecadal Oscillation/variability (AMO/V)
The Southern Ocean Centennial Variability (SOCV)
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Pacific Decadal Oscillation (PDO)

Leading pattern of monthly SST variability in the North Pacific
(>20N), monthly global mean SST removed
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What is the PDO?

The PDO is not a physical mode but rather is the sum of several
physical processes
North Pacific SST integrates weather noise
SST anomalies provide reduced damping of atmospheric signals
at low-frequency
local and remote coupled feedbacks / teleconnections
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PDO from CMIP5
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The fundamental role of STCs for Eq. Pacific SST variability is well
observed

lower than for the July 1998–June 2003 period in McPhaden and Zhang (2004) (the last discrete value in
Fig. 1b) is that the 2000 estimate in this study uses data from 1997 to 2003 which includes the strong
1997–1998 El Niño.

What is striking from Fig. 1b is the strong decadal variability superimposed on the linear weakening trend
of the STC. In this heavily filtered time series, the influence of ENSO is effectively removed. For example, the
reduction of the STC associated with the 1997–1998 El Niño (Cheng et al., submitted for publication) is not
evident. While the linear trend over the past several decades from 1954 was !11 Sv, the maximum decade–
decade variations about the trend were 7–11 Sv, with a standard deviation of the detrended time series of
3.4 Sv. Both the linear trend and the decade-to-decade variations are large fractions of the long term mean
transport convergence (21.8 Sv). The reduction of the STC in late 1970s associated with the 1976/77 regime
shift is profound, while rebounds in late 1980s and 1990s corresponding to possible regime shifts in the North
Pacific (e.g., Minobe, 2000; Chavez et al., 2003) are also significant. McPhaden and Zhang (2002, 2004) related
STC transport variability to equatorial upwelling and SST in central and eastern tropical Pacific and suggested
a positive feedback loop for Pacific decadal variability similar to the Bjerknes feedback that occurs as part of
the ENSO cycle. This relationship is more clearly illustrated in Fig. 1c, where a low pass filtered (7-year and 3-
year running mean applied successively) SST index averaged over 90!W–180! and 9!S–9!N is plotted against

1950-1999

= 25.0 kg m-3σθ

(b) (c)

(a)

Fig. 1. (a) Mean geostrophic stream function and velocities on 25.0 rh density surface (also plotted are the sections at 9!N and 9!S, across
which equatorward convergence transport are calculated). (b) Time series of the equatorward volume transport convergence. Horizontal
line and error bars are based on McPhaden and Zhang (2002, 2004). (c) Time series of volume transport convergence and SST averaged
over the central and eastern tropical Pacific, 90–180!W and 9!S–9!N. The transport scale is inverted to emphasize that a slow down of the
circulation corresponds to a warming of SST.

6 D. Zhang, M.J. McPhaden / Ocean Modelling xxx (2006) xxx–xxx

ARTICLE IN PRESS

(Zhang and McPhaden, 2006)
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An idealized model for the ENSO-STG-STC interactions leading to LFV

Let T be the SST anomaly in central equatorial Pacific, G and C the
indices of the anomalies in the intensity of the Pacific sub-tropical
gyre (G) and cells (C) [based on the ENSO delayed oscillator of
Suarez and Schopf (1988)]:

d T
d t

= T − α T(t − δ)− r1(T − T0)3 − E G (9a)

d G
d t

= E T − κG + γ r2 (9b)

d C
d t

= −κ (C − G) (9c)

where T0 = −βC, γ = 0.25 and κ = 0.025 (because atmospheric
response is 10×faster than the G-C interactions).
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An idealized model for the ENSO-STG-STC interactions leading to LFV

1 Time series for the three
variables T (ENSO SST) , G
(subtropical gyre) and C
(subtropical cells) in the
idealized model.

2 Decadal variability appears in
T and C, which are
anticorrelated by construction.
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An idealized model for the ENSO-STG-STC interactions leading to LFV

If there is no direct interaction between T and G, i.e. E = 0 & r1 =
const.

d T
d t

= T − α T(t − δ)− r1(T − T0)3 −��E G (10a)

d G
d t

=��E T − κG + γ r2 (10b)

d C
d t

= −κ (C − G) (10c)
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An idealized model for the ENSO-STG-STC interactions leading to LFV

1 Much reduced variability in C
and G and regular variations
in T.

2 The gyre forcing by
chaotically-modulated ENSO
response is crucial.
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Coupled tropical-extratropical feedbacks and
the generation of low-frequency ENSO variability

Ekman Layer 

STC 

STG SPG TG 

(Farneti et al., 2014)
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But CMIP5 (and CMIP3) models don’t get STC variability right
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(d)

(a) Time-mean equatorward pycnocline volume transport convergence across 9◦N and 9◦S.
(b) Correlation between interior pycnocline volume transport convergence and tropical SST.
(c) Interior pycnocline transport standard deviations.

(d) SST standard deviations.
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Atlantic Multidecadal Oscillation/Variability (AMO/V)

The AMV is computed as the North Atlantic SSTa minus global
SSTa. The AMV pattern is created by regressing global SSTa
onto the index timeseries and smoothing with a 9-point spatial
filter.
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AMO from CMIP5
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The Bjerknes compensation mechanism

The atmospheric meridional energy flux (AHT) can be obtained by
integrating the divergence of the zonally averaged surface and TOA
fluxes

∇ · AHT = FTOA − FSFC , (11)

where FSFC and FTOA are the surface and net TOA fluxes, respectively.
In the ocean, the balance is between its heat content (OHC) tendency
and the zonally integrated surface flux, so that the oceanic meridional
heat transport (OHT) is given by

∇ · OHT = FSFC − ∂tOHC. (12)

The total or planetary, energy transport (PHT) is then

∇ · PHT = ∇ · OHT +∇ · AHT = FTOA − ∂tOHC. (13)
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The Bjerknes compensation mechanism (Bjerknes,
1964)

1 If we assume that on sufficiently long time scales ∂tOHC = 0,

∇ · PHT = FTOA . (14)

2 Further, if ∂tFTOA = 0→
one subsystem must compensate for variations in the other.

∇ · PHT = ∇ · OHT +∇ · AHT (15)

3 The hypothesis for Bjerknes compensation is that it doesn’t work
at shorter time scales (∂tFTOA 6= 0)
in the Tropics (∂tOHC 6= 0)

4 Bjerknes compensation was found in a couple of climate models,
but without further explanation of mechanisms and origin.
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The atmosphere and the AMOC

In both ICCM and CM2.1:
AMOC leads the
OHTa. AHTa tend to
compensate
Significant negative
correlation between
OHT and AHT
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Mechanism for Variability (in the model)

AMOC decadal variability generates OHTa, which drive ATHa, as
the atmosphere tries to compensate and maintain a constant
planetary transport (Farneti and Vallis, 2011) and (Farneti and Vallis, 2013).
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It is the LFV part of the Atmosphere that excites
AMOC variability1494 VOLUME 13J O U R N A L O F C L I M A T E

FIG. 11. Time series of THC from (i) coupled model (thick, solid
line), (ii) experiment HEATpHP (dashed line), and (iii) experiment
HEATpLP (thin, solid line).

tude SST and sea-ice anomalies. Thus, while the results
of the current study demonstrate that multidecadal var-
iability can be generated without a large-scale response
of the atmospheric circulation to the state of the ocean,
the results do not preclude that possibility in the real
climate system.
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But how is atmospheric LFV generated?
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Reconstructed fluxes prove Bjerknes’ conjecture

on decadal timescales ocean drives mid-latitude SST and
turbulent heat fluxes

Gulev et al. (2013)
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The warming hiatus & natural variability

accelerated 
warming
 period

hiatus 
period

accelerated 
warming
 period

hiatus 
period

(a)

(b)

(c)

PDO-PDO-PDO- PDO+ PDO+

AMV+AMV+AMV- AMV-

(Farneti, 2016)
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Do we robustly simulate AMOC LFV?

If decadal predictability depends on slow modes of variability
rooted in the ocean, we need to understand the mechanisms
giving rise to decadal variability
What sets the internal variability in the models? why 20-30 years
in AMOC variability? what is the relevance for predictability?
Is the simulated internal variability robust? how sensitive is to
resolution, formulation, parameterizations, ...?
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AMOC: observations of variability

Jackson et al. (2016)
Ocean reanalysis that combines ocean and satellite observations since 1989 with a
state-of-the-art eddy-permitting ocean model.
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AMOC
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Annual-mean AMOC time series anomalies for a suite of GFDL and NCAR models. All data
are from a pre-industrial simulation with greenhouse gases fixed at 1860 levels, and thus only
natural internal variability is simulated.
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AMOC Spectra: multidecadal and centennial variability

Power spectral densities for annual-mean
AMOC time series at 27N.

Blue lines in (a-f) are for the AMOC spectra
computed at 30S.

CM2M-A and CM2.1 use the same
parameterization of mesoscale
eddy-induced transport whereas CM2M-C
uses a different scheme.

In (h) two NCAR coupled models with the
same ocean but using an atmosphere
which differs in horizontal resolution (T42
and T85) are compared.
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AMOC modulation
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(Farneti, 2016)

strong interdecadal and intercentennial modulation of AMOC
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ENSO modulation

(Wittenberg, 2009)

strong interdecadal and intercentennial modulation of ENSO
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Stochastically-driven internal decadal variability

stochastic climate model hierarchy
1 Atmosphere drives the ocean, but a feedback from the

ocean on the atmosphere can exist
Local model (heat flux and momentum)
Spatial coherence in atmosphere, with and without oceanic
advection
Spatial coherence in atmosphere, dynamical ocean models
(wind-driven or thermohaline)

Some personal suggestions:
Use a variety of models (coupled, global, regional, nested, ..)
Use a hierarchy of models (ESMs, EMICs, toy models, ...)
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