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Climates	  have	  changed,	  are	  changing	  &	  will	  con1nue	  to	  change	  ……	  
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Figure SPM.1 |  (a) Observed global mean combined land and ocean surface temperature anomalies, from 1850 to 2012 from three data sets. Top panel: 
annual mean values. Bottom panel: decadal mean values including the estimate of uncertainty for one dataset (black). Anomalies are relative to the mean 
of 1961−1990. (b) Map of the observed surface temperature change from 1901 to 2012 derived from temperature trends determined by linear regression 
from one dataset (orange line in panel a). Trends have been calculated where data availability permits a robust estimate (i.e., only for grid boxes with 
greater than 70% complete records and more than 20% data availability in the first and last 10% of the time period). Other areas are white. Grid boxes 
where the trend is significant at the 10% level are indicated by a + sign. For a listing of the datasets and further technical details see the Technical Summary 
Supplementary Material. {Figures 2.19–2.21; Figure TS.2}
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B.2 Ocean

Ocean warming dominates the increase in energy stored in the climate system, accounting 
for more than 90% of the energy accumulated between 1971 and 2010 (high confidence). 
It is virtually certain that the upper ocean (0−700 m) warmed from 1971 to 2010 (see Figure 
SPM.3), and it likely warmed between the 1870s and 1971. {3.2, Box 3.1}

• On a global scale, the ocean warming is largest near the surface, and the upper 75 m warmed by 0.11 [0.09 to 0.13] °C 
per decade over the period 1971 to 2010. Since AR4, instrumental biases in upper-ocean temperature records have been 
identified and reduced, enhancing  confidence in the assessment of change. {3.2}

• It is likely that the ocean warmed between 700 and 2000 m from 1957 to 2009. Sufficient observations are available for 
the period 1992 to 2005 for a global assessment of temperature change below 2000 m. There were likely no significant 
observed temperature trends between 2000 and 3000 m for this period. It is likely that the ocean warmed from 3000 m 
to the bottom for this period, with the largest warming observed in the Southern Ocean. {3.2}

• More than 60% of the net energy increase in the climate system is stored in the upper ocean (0–700 m) during the 
relatively well-sampled 40-year period from 1971 to 2010, and about 30% is stored in the ocean below 700 m. The 
increase in upper ocean heat content during this time period estimated from a linear trend is likely 17 [15 to 19] × 
1022 J 7 (see Figure SPM.3). {3.2, Box 3.1} 

• It is about as likely as not that ocean heat content from 0–700 m increased more slowly during 2003 to 2010 than during 
1993 to 2002 (see Figure SPM.3). Ocean heat uptake from 700–2000 m, where interannual variability is smaller, likely 
continued unabated from 1993 to 2009. {3.2, Box 9.2}

• It is very likely that regions of high salinity where evaporation dominates have become more saline, while regions of 
low salinity where precipitation dominates have become fresher since the 1950s. These regional trends in ocean salinity 
provide indirect evidence that evaporation and precipitation over the oceans have changed (medium confidence). {2.5, 
3.3, 3.5}

• There is no observational evidence of a trend in the Atlantic Meridional Overturning Circulation (AMOC), based on the 
decade-long record of the complete AMOC and longer records of individual AMOC components. {3.6} 

Figure SPM.2 |  Maps of observed precipitation change from 1901 to 2010 and from 1951 to 2010 (trends in annual accumulation calculated using the 
same criteria as in Figure SPM.1) from one data set. For further technical details see the Technical Summary Supplementary Material. {TS TFE.1, Figure 2; 
Figure 2.29} 
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7 A constant supply of heat through the ocean surface at the rate of 1 W m–2 for 1 year would increase the ocean heat content by 1.1 = 1022 J.
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Figure SPM.8 | Maps of CMIP5 multi-model mean results for the scenarios RCP2.6 and RCP8.5 in 2081–2100 of (a) annual mean surface temperature 
change, (b) average percent change in annual mean precipitation, (c) Northern Hemisphere September sea ice extent, and (d) change in ocean surface pH. 
Changes in panels (a), (b) and (d) are shown relative to 1986–2005. The number of CMIP5 models used to calculate the multi-model mean is indicated in 
the upper right corner of each panel. For panels (a) and (b), hatching indicates regions where the multi-model mean is small compared to natural internal 
variability (i.e., less than one standard deviation of natural internal variability in 20-year means). Stippling indicates regions where the multi-model mean is 
large compared to natural internal variability (i.e., greater than two standard deviations of natural internal variability in 20-year means) and where at least 
90% of models agree on the sign of change (see Box 12.1). In panel (c), the lines are the modelled means for 1986−2005; the filled areas are for the end 
of the century. The CMIP5 multi-model mean is given in white colour, the projected mean sea ice extent of a subset of models (number of models given in 
brackets) that most closely reproduce the climatological mean state and 1979 to 2012 trend of the Arctic sea ice extent is given in light blue colour. For 
further technical details see the Technical Summary Supplementary Material. {Figures 6.28, 12.11, 12.22, and 12.29; Figures TS.15, TS.16, TS.17, and TS.20}
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Dengue	  ~	  clima1cally-‐sensi1ve	  vector-‐borne	  virus	  

Dengue	  distribu1on	  (2013)	  From	  WHO	  

E.g.	  Dengue	  …	  

•  transmiWed	  by	  Aedes	  
mosquitoes	  (Ae.	  aegyp*	  
and	  Ae.	  Albopictus)	  

•  Highly	  anthrophyllic	  
vectors	  

•  Same	  vectors	  transmit	  
chikungunya,	  yellow	  
fever	  and	  zika	  (and	  Ri<	  
Valley	  fever	  virus	  in	  
Africa!)	  

	  
•  Vectors	  and	  diseases	  are	  

expanding	  range	  &	  
severity	  of	  infec1ons	  is	  
increasing	  

•  Not	  everyone	  infected	  
shows	  symptoms!	  

Can	  expect	  distribu1on	  and	  epidemic	  
poten1al	  of	  climate	  sensi1ve	  infec1ous	  
diseases	  to	  shi\	  ….	  



Recent	  spread	  of	  dengue	  to	  higher	  al1tude	  parts	  of	  Asia	  (e.g.	  Nepal)	  suggests	  that	  
climate	  change	  may	  be	  a	  factor	  

Dengue	  epidemics	  in	  southern	  
Taiwan:	  a	  possible	  link	  to	  climate?	   Dengue	  in	  southern	  

Taiwan	  associated	  
with	  laWer	  stages	  of	  
wet	  season	  

But	  epidemics	  correlate	  with	  El	  Niño	  

Especially	  with	  
modoki	  form	  of	  El	  
Niño	  –	  modoki	  El	  Niño	  
forces	  south	  the	  main	  
typhoon	  track	  bringing	  
more	  rain	  to	  Taiwan	  



From	  Messina	  et	  al.	  (2014)	  Global	  spread	  of	  dengue	  virus	  types:	  mapping	  the	  70	  year	  history,	  Trends	  
in	  Microbiology	  22:	  138-‐146	  

Spread	  of	  dengue	  from	  late	  1970s	  suggests	  more	  than	  climate	  change	  



Rate	  of	  spread	  of	  
new	  and	  exis1ng	  
infec1ous	  diseases	  
raises	  ques1ons	  
about	  conven1onal	  
disease	  surveillance	  
and	  containment	  
techniques	  …	  

Quaran*ne	  –	  the	  first	  
public	  health	  ini1a1ve?	  
First	  men1oned	  in	  12th	  
century,	  the	  re-‐
emergence	  of	  plague	  
around	  Bari	  in	  the	  1690s	  
led	  to	  soldiers	  being	  used	  
to	  enforce	  restric1ons	  on	  
movement	  ….	  



Other	  factors	  behind	  the	  rapid	  spread	  of	  some	  infec1ous	  diseases	  
include	  land	  cover	  change,	  travel	  &	  trade,	  pollu1on	  etc	  



Just	  as	  modern	  technologies	  have	  facilitated	  the	  rapid	  spread	  of	  
infec1ous	  diseases,	  we	  can	  also	  use	  modern	  technologies	  to	  
monitor	  and	  an1cipate	  their	  effects	  

6Instituto de Física Interdisciplinar y
Sistemas Complejos IFISC (CSIC-
UIB), E07122 Palma de Mallorca,
Spain
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proxies for the tracking of human movement patterns such as banknotes [6] or the distribution
of family names [8]. However, the arrival of the geolocated smartphone, effectively a tracking
device now voluntarily carried by billions of people, has generated massive volumes of geo-
referenced movements, which now constitute [394_TD$DIFF]big data (see [99]). The data from these devices
describe human mobility and behaviour with unprecedented resolution, and for the first time in
human history, individual patterns of human movement [9–11] and interactions [12–14] can be
revealed at almost every spatial scale with a remarkable degree of detail, immediacy, and
precision (Box 1). With the advent of smartphones and other new technologies such as
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Figure 1. Timeline of Technological Advances in Animal Movement and Human Mobility. Timeline shows the technological advances from animal movement and
human mobility research since 1900 to present. [367_TD$DIFF]Pop-up satellite archival tags (PSATs) are data loggers with a means to transmit the collected data via satellite
developed for gill-breathing animals that spend little time at the surface. The International Cooperation for Animal Research Using Space Initiative (ICARUS) is a new
animal tracking antenna on the International Space Station that would allow smaller tags to send data back through the low-orbit satellite. The dollar bill represents the
first published paper on human mobility, which tracked records of dollar bills across the United States as a proxy for human movement [6]. [368_TD$DIFF]Abbreviation: GPS, global
positioning system.

Trends in Ecology & Evolution, March 2017, Vol. 32, No. 3 199

Timeline	  of	  technological	  
advances	  in	  animal	  
movement	  and	  human	  
mobility.	  
	  
From	  Meekan	  et	  al.	  (2017)	  
The	  ecology	  of	  human	  
mobility.	  Trends	  in	  Ecology	  &	  
Evolu*on	  32:	  198-‐210	  



Generally	  (e.g.	  Kitchin	  2013)	  large	  datasets	  that	  are	  characterised	  by	  the	  three	  vs	  
++:	  
	  
•  Huge	  in	  volume	  
•  High	  in	  velocity	  
•  Diverse	  in	  variety	  
	  
And	  a	  4th	  “v”:	  veracity	  (?)	  
	  
	  
And	  	  
•  Exhaus1ve	  in	  scope	  –	  capture	  en1re	  popula1ons	  of	  data	  
•  Fine-‐grained	  in	  resoluAon	  
•  RelaAonal	  –	  different	  datasets	  can	  be	  linked	  
•  Flexible	  –	  easy	  to	  add	  to	  and	  to	  vary	  the	  scale	  

No	  agreed	  defini1on	  of	  Big	  Data	  

Also	  includes	  the	  technologies	  to	  analyse	  big	  data	  



Different	  sources	  of	  big	  data:	  
	  
1)  Directed	  –	  generated	  by	  digital	  forms	  of	  surveillance	  

2)  Automated	  –	  generated	  by	  an	  inherent,	  automa1c	  func1on,	  e.g.	  credit	  card	  
transac1ons,	  use	  of	  travel	  cards,	  tweets,	  interac1ons	  with	  the	  internet	  
(clickstream	  data	  etc)	  etc	  

3)  Volunteered	  –	  gi\ed	  by	  users,	  e.g.	  crowdsourcing	  of	  data,	  social	  media	  posts	  
etc	  



We	  all	  contribute	  to	  the	  produc1on	  of	  data	  (create	  “data	  shadows”),	  	  
much	  of	  it	  with	  spa1al	  aWributes	  (“geotags”)	  

The	  total	  amount	  of	  data	  produced	  and	  consumed	  is	  rapidly	  increasing	  



Big	  data	  comes	  in	  different	  forms,	  and	  generally	  needs	  “cleaning”	  
Structured Data vs. Unstructured Data

Structured

Semi-Structured

Unstructured
(texts, photos, videos)

Need	  to	  separate	  signal	  from	  noise,	  iden1fy	  misinforma1on	  (“fake	  news”)	  and	  
determine	  how	  representa1ve	  the	  informa1on	  is	  



The risk values calculated are based on scheduled in-
coming flight routes in 2011, the traffic capacity on these
routes, the climatic similarity to origin regions and the
predicted presence of the disease at the origin airport
region and competent vector at the destination airport
region. These estimates do not take into account add-
itional risk-modifying factors such as passenger num-
bers, vector preferences, passenger activities, seasonal
variations in disease vector population sizes, or vector
control measures in place.

VBD-AIR tool architecture
VBD-AIR adopts a three tier design: (i) a web server tier,
(ii) a data server tier and (iii) a map service tier (Figure 3).
The web server for VBD-AIR is constructed in an asp.net
Model-View-Controller (MVC) framework adopting agile
development principles. The MVC framework provides
facilities for separating the modules and functionalities
defined by the knowledge integration method via the
MVC framework [39]: the model reacts and responds to
the commands from the controller, queries the database
and transfers data to the application domain (usually a
data view is generated), and alters the application state if
instructions are received from the controller. The view
formulates a web form with structural data presentation
to the user. The controller receives inputs from the users
via html form and sends it to the model.
In the VBD-AIR web server (Figure 3), the controller

is responsible for the page actions from the user (also

known as 'Http Post' and 'Http Get'), as the user clicks
on a button or a dropdown list, the collection of the
user’s operations are sent as an object to the server. The
controller receives actions from the user and selects an
appropriate model for building a data view. The data
view, which is usually a projection of a data model, is
rendered in an HTML form or a JSON (JavaScript
Object Notation) format for data exchange between
the server and the client. In VBD-AIR particular, the
knowledge graph is rendered in JSON. The model in
VBD-AIR is a repository of intermediate data, which is
a collection of data entities and their relationships gen-
erated from the data server. This data assimilation
process includes an object-oriented mapping procedure
and add-ons of analytical logics. The controller also
has the responsibilities to call the map server for the
overlays of base maps and raster spatial dataset layers.
The data server is an SQL database, employed in a

snow-flake structure, as the airport table is assigned as a
fact table in the database. This table contains geograph-
ical information on the 3,682 airports. All disease, vector,
route capacity and climate spatial data are mapped into
this relational database management system. The data
have been rectified for occasional misalignment error
using ArcGIS v10. This schema simplifies the data struc-
ture for queries on airports and facilitates the data ex-
change process and interoperation.
The communication between the web server and the

data server is largely based on a repository pattern with

Figure 3 The architecture of the VBD-AIR tool. VBD-AIR adopts a three tier design: Web Server Tier, Data Server Tier and a Map Service Tier.
The web interface follows AJAX standards. The web server implements a Model-View-Controller (MVC) framework. The data server is an SQL
database, employed in a snow-flake structure and interpolated in the web server as data entities. The Web Mapping Services hosts the coverage
file for predicted disease and vector distributions on a GeoServer. The base map service retrieves maps from Google and OpenStreetMap.

Huang et al. International Journal of Health Geographics 2012, 11:33 Page 8 of 14
http://www.ij-healthgeographics.com/content/11/1/33

Figure 5 User input example for the VBD-AIR tool. A sample user input for the VBD-AIR tool for a user interested in imported dengue
infection risks to Miami in January. a) The user selects their airport, disease and month of interest; b) The result shows the direct flight routes
from dengue suitable areas to Miami, and the user can select risk assessments that include imported disease risk and onward transmission risks;
c) The result shows the direct and one-transfer flight routes from dengue suitable areas to Miami, and the user can navigate through all the
results for more detailed information.

Huang et al. International Journal of Health Geographics 2012, 11:33 Page 11 of 14
http://www.ij-healthgeographics.com/content/11/1/33

Huang,	  Z.	  et	  al.	  (2012)	  Web-‐based	  GIS:	  the	  vector-‐borne	  disease	  airline	  importa1on	  risk	  
(VBD-‐AIR)	  tool.	  Interna*onal	  Journal	  of	  Health	  Geographies	  11:	  33	  

VBD-‐AIR	  tool	  is	  used	  to	  
determine	  the	  disease	  
importa1on	  risk	  at	  airports	  
around	  the	  world	  –	  e.g.	  
dengue	  for	  Miami	  airport,	  
US	  

Big	  data	  creates	  new	  opportuni1es	  (e.g.	  new	  sub-‐disciplines	  of	  
infodemiology	  and	  macroecology)	  and	  brings	  new	  insights	  (e.g.	  link	  
between	  travel	  &	  spread	  of	  infec1ous	  disease)	  



Data
VBD-AIR utilizes an entity-relationship model to inte-
grate data sources from airport locations and air routes,
disease and vector distributions, global climate data, and
global land-based travel time data. All of these datasets
are described below.

Air travel data
Information on a total of 3,632 airports across the world,
together with their coordinate locations was obtained
using Flightstats (www.flightstats.com) and is mapped in
Figure 1a. Information on the airport name, IATA code,
city and country are all stored in the VBD-AIR database
that was constructed for the tool (see methods). Flight
schedule and seat capacity data for 2010 and 2011 were
purchased from OAG (Official Airline Guide, www.
OAG.com). These included information on origin and
destination airports, flight distances, and passenger

capacity by month of each year. All routes used in the
tool are mapped in Figure 1b.

Disease distribution datasets
The current version of VBD-AIR at the time of writing
focuses on four vector-borne diseases and their related
vectors, chosen due to the availability of spatially-
referenced data for map production and rates of import-
ation by air travel: Malaria (Plasmodium falciparum and
P. vivax), dengue, yellow fever and chikungunya, all
transmitted by mosquitoes. The methods behind the
construction of each of these datasets are described
briefly here, with an example map that is shown in
Figure 2a, and the remaining output maps and mapping
process presented in Additional file 1.
Plasmodium falciparum is a protozoan parasite, one of

the species of Plasmodium that cause malaria in
humans. P. falciparum is the most dangerous of these
infections as P. falciparum (or malignant) malaria has

Figure 1 2011 Air network data used in VBD-AIR. (a) The location of the 3,632 airports across the world; (b) the flight routes for 2011
captured within the VBD-AIR tool.

Huang et al. International Journal of Health Geographics 2012, 11:33 Page 3 of 14
http://www.ij-healthgeographics.com/content/11/1/33

the highest rates of complications and mortality, while P.
vivax is the most frequent and widely distributed cause
of recurring (tertian) malaria. Non-endemic countries
often see many cases of imported malaria each year
through travellers or returning migrants. The geograph-
ical distribution of predicted P. falciparum malaria en-
demicity in 2010 was obtained from the Malaria Atlas
Project (www.map.ox.ac.uk) and the methods behind the
construction of the map are presented in Gething et al.
[18]. In brief, 22,212 community prevalence surveys
were used in combination with model-based geostatisti-
cal methods to map the prevalence of P. falciparum glo-
bally within limits of transmission estimated by annual
parasite incidence and satellite covariate data [25]. The
mapping and modeling framework for P. vivax is

presently not as advanced as for P. falciparum, however,
the limits of transmission and stable/unstable endemicity
have been mapped [26], and this dataset was used within
VBD-AIR to define areas of P. vivax malaria endemicity.
Dengue fever is an infectious tropical disease caused

by the dengue virus. The incidence of dengue fever has
increased dramatically since the 1960s, with around 50–
100 million people infected yearly, and imported cases
through air travel to non-endemic regions are on the
rise [27]. Global dengue distribution was mapped in
three different ways: (i) a map of environmental 'suit-
ability' for transmission, (ii) the same map, but only
with countries/regions of known recent transmission
shown, and (iii) a map of environmental similarity to
recent outbreaks. For construction of the first map,

Figure 2 Example disease and vector distribution maps from the VBD-AIR tool. The predicted distribution of (a) chikungunya outbreak risk
based on geolocated data on recorded outbreaks since 2008 combined with satellite-derived environmental covariates within a boosted
regression tree species distribution prediction model. The color scale shows predicted unsuitable to suitable conditions for outbreaks as a
continuous scale from yellow to dark blue. (b) climatic and environmental suitability for Aedes albopictus presence based on field survey data
combined with satellite-derived environmental covariates within a boosted regression tree species distribution prediction model. The colour scale
shows predicted unsuitable to suitable conditions as a continuous scale from yellow to dark blue.

Huang et al. International Journal of Health Geographics 2012, 11:33 Page 4 of 14
http://www.ij-healthgeographics.com/content/11/1/33

Air	  network	  data	  (a)	  airports,	  (b)	  flight	  routes	  for	  2011	  
Informa1on	  on	  risk	  of	  chikungunya	  infec1on	  (a)	  
and	  suitability	  for	  Aedes	  alopictus	  vector	  (b)	  	  



	  
Big	  data	  have	  the	  poten1al	  to:	  
	  
•  Augment	  exis1ng	  surveillance	  systems	  

•  Provide	  an	  early	  warning	  of	  a	  disease	  outbreak	  

•  Provide	  a	  basis	  for	  research	  on	  health	  and	  related	  maWers	  
	  



	  
Big	  data	  have	  the	  poten1al	  to:	  
	  
•  Augment	  exisAng	  surveillance	  systems	  

•  Provide	  an	  early	  warning	  of	  a	  disease	  outbreak	  

•  Provide	  a	  basis	  for	  research	  on	  health	  and	  related	  maWers	  
	  



(Mobile)	  Cellular	  phone	  data	  provide	  up-‐to-‐date	  informa1on	  
on	  loca1ons	  on	  individuals	  and	  their	  movements	  

Cellular	  network	  comprises	  a	  network	  of	  
Base	  Transceiver	  Sta1ons	  (BTS)	  
	  
Each	  cell	  in	  the	  network	  has	  a	  Cell	  Iden1fier	  
(ID)	  
	  
During	  movement	  between	  cells,	  the	  
network	  commands	  the	  mobile	  unit	  to	  
switch	  to	  the	  next	  cell	  
	  
The	  cellular	  handover	  records	  all	  of	  the	  cells	  
through	  which	  the	  mobile	  unit	  passes	  
	  
Cellular	  network	  is	  divided	  into	  larger,	  geo-‐
administra1ve	  zones	  (Loca1on	  Areas,	  LA)	  
	  
Cellular	  network	  must	  know	  the	  posi1on	  of	  
all	  mobile	  units	  at	  all	  1mes	  to	  facilitate	  high	  
connec1on	  speeds	  



Mobile	  phone	  data	  collected	  either	  ac1vely	  or	  passively	  

AcAve	  data	  collecAon	  involves	  
provoking	  produc1on	  of	  
localisa1on	  informa1on	  for	  a	  
specific	  mobile	  device	  (e.g.	  
through	  so\ware	  or	  a	  GPS	  
device	  included	  in	  the	  phone)	  
	  
Can	  be	  complemented	  with	  
seman1c	  informa1on	  
	  
Generally	  requires	  agreement	  
of	  mobile	  unit	  owner	  to	  
par1cipate	  

Data	  collec1on	  &	  decoding	  using	  cell	  tracing	  on	  a	  mobile	  
phone	  (doWed	  line	  real	  trajectory,	  solid	  line	  =	  cell	  change	  
based	  trajectory	  
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Our dataset produced the following results: 58% of trajectories are matched with the railway 
network, 23% of trajectories are matched with the road network, 2% of trajectories are matched 
with airlines routes (airports in the two cities), 2% of trajectories are non-matched, and 15% of 
trajectories are classified as ambiguous. This last class consists of trajectories composed of less 
than four points or with a confidence measure of less than 0.6.  
  

3.2.2. Billing data 
  
Call  Detail  Records  (CDR),  which  are  the  basis  of  telephone  operators’  billing systems, are the 
most  popular  form  of  mobile  phone  data  among  researchers.  They  cover  each  customer’s  com-
munications history and are recorded for each communication (call, SMS, internet connection...). 
In practice, operators must archive this information for at least one year for litigation manage-
ment purposes. The CDR contains the timestamp, call duration and type of call (voice, SMS, 
data), as well as the code of the cell in which the communication occurs. The system may also 
record handovers (cells crossed during a call) or the first and the last cell of each call, but it most 
cases only the cell in which the call begins is recorded. The popularity of CDRs in the research is 
mainly due to their huge size (months and months of communication and mobility behavior 
traces of millions of people) and their relative ease of extraction and use (they have a standard 
format, are preprocessed for billing purposes, and are recorded in highly secured databases) 
rather than the location data itself. As shown in figure 10, the localization information provided 
by CDRs is poorer than that obtained using any the methods discussed above. The phone posi-
tion  records  are  based  solely  on  the  user’s  communication  activities.   
 
 

 
Figure 10. Location information using CDRs (dotted line - real trajectory; solid line - GSM 
based trajectory reconstruction). The only recorded points are the receipt of two SMS and the 
cell in which the call began.  
 

Passive	  data	  collecAon	  u1lises	  
billing	  data,	  or	  Call	  Detail	  Records	  	  
	  
Mobile	  phone	  operators	  collect	  a	  
large	  mass	  of	  data	  for	  billing	  
purposes/system	  management	  
	  
Mass	  of	  data	  available	  
	  
Main	  draw-‐back	  is	  the	  lack	  of	  
seman1c	  informa1on	  and	  the	  
need	  for	  valida1on	  
	  
Also	  ques1ons	  re	  privacy	   Loca1on	  informa1on	  using	  Call	  Detail	  Records	  

(doWed	  line	  =	  real	  trajectory,	  solid	  line	  =	  route	  
based	  on	  CDR	  (2	  SMSs	  and	  one	  call)	  



e.g.	  malaria	  in	  Zanzibar	  

From	  Le	  Menach	  et	  al.	  (2011)	  Travel	  risk,	  malaria	  importa1on	  and	  malaria	  transmission	  in	  Zanzibar	  
Scien*fic	  Reports	  1:93	  

Malaria	  infec1ons	  in	  Zanzibar	  largely	  result	  from	  malaria	  imported	  from	  parts	  of	  mainland	  
Tanzania	  where	  malaria	  is	  endemic	  and	  subsequent	  transmission.	  	  



Mobile	  phone	  usage	  data	  used	  
to	  refine	  models	  of	  
importa1on	  of	  Plasmodium	  
falciparum	  malaria	  to	  Unguja	  
–	  help	  quan1fy	  risk	  from	  
infec1ous	  visitors	  and	  
returnees.	  
	  
Most	  malaria	  on	  Unguja	  is	  
from	  returning	  islanders,	  
rather	  than	  visitors	  to	  the	  
island.	  
	  
Improved	  malaria	  control	  
measures	  based	  as	  a	  result	  
contribute	  towards	  
elimina1on	  of	  malaria	  



	  
Big	  data	  have	  the	  poten1al	  to:	  
	  
•  Augment	  exis1ng	  surveillance	  systems	  

•  Provide	  an	  early	  warning	  of	  a	  disease	  outbreak	  

•  Provide	  a	  basis	  for	  research	  on	  health	  and	  related	  maWers	  
	  
	  



Early	  warning	  of	  disease	  outbreaks	  	  
through	  tracking	  consumer	  behaviour	  

Simple	  idea	  =	  human	  behaviour	  as	  reflected	  in	  our	  data	  shadows	  can	  be	  used	  as	  
an	  early	  warning	  of	  disease	  outbreak	  and	  to	  track	  the	  spread	  of	  illness	  

Simple	  idea	  –	  but	  fraught	  with	  difficul1es	  (e.g.	  agreement	  over	  defini1on	  of	  terms	  
such	  as	  fever,	  malaria,	  dengue,	  uncertain1es	  in	  self-‐diagnosing	  etc)	  

Data	  on	  the	  purchasing	  of	  drugs	  from	  pharmacies	  available	  several	  days/weeks	  
before	  hospital	  data	  on	  posi1ve	  disease	  tests	  available	  

Figure	  depicts	  the	  1melines	  of	  
pharmacy,	  clinical	  and	  laboratory	  
data	  rela1ve	  to	  the	  es1mated	  onset	  
of	  illness	  and	  the	  availability	  of	  the	  
informa1on	  for	  the	  purpose	  of	  
respiratory	  surveillance.	  	  
From	  Muchaal	  et	  al.	  (2015)	  
Evalua*on	  of	  a	  na*onal	  pharmacy-‐
based	  syndromic	  surveillance	  
system	  CCDR	  online	  41	  (9)	  



	  
Big	  data	  have	  the	  poten1al	  to:	  
	  
•  Augment	  exis1ng	  surveillance	  systems	  

•  Provide	  an	  early	  warning	  of	  a	  disease	  outbreak	  

•  Provide	  a	  basis	  for	  research	  on	  health	  and	  related	  maKers	  
	  
	  



Infodemiology	  in	  an	  age	  of	  TwiWer	  

Social	  media	  plauorms	  (SMPs)	  mean	  that	  the	  public	  is	  no	  longer	  a	  passive	  
recipient	  of	  informa1on	  
	  
Public	  now	  play	  a	  larger	  role	  in	  knowledge	  transla1on,	  including	  informa1on	  
genera1on,	  filtering	  and	  amplifica1on	  
	  
Public	  health	  authori1es	  can	  use	  informa1on	  from	  SMPs	  to	  monitor	  public	  
percep1ons	  of	  and	  responses	  to	  health	  risks,	  and	  the	  effec1veness/
penetra1on	  of	  health	  campaigns	  
	  
E.g,	  public	  health	  researchers	  use	  TwiWer	  –	  established	  in	  2006	  –	  to	  interact	  
with	  the	  public	  and	  to	  mine	  the	  plauorm	  for	  data	  



the online version of this article at http://
www.ajph.org).

Twitter metadata. Of the 38 potential
Twitter data features extracted for review,
25 data features were reported by less than 5%
of studies. The data most often included in
analysis were content analysis (55%; n= 77),
geotags (20%; n= 28), and number of
followers (19%; n= 26). Very few studies
(4%; n= 5), reported on the demographics
of the Twitter users producing the content
used in their research including age, gender,
and race (Table 1).

Current State of Twitter Health
Research

Publication date.Most articles were recent,
with 33% (n = 46) published in 2015 com-
pared with only 1% (n = 2) published in
2010, the first year represented in this review
(Figure 1).

Research field and topic. The most com-
monly represented research fields in the
review were public health (22%; n = 30),
infectious disease (20%; n = 27), behavioral
medicine (18%; n = 24), and psychiatry

(11%; n = 16; Table 3 and Table F, available
as a supplement to the online version of this
article at http://www.ajph.org). The most
common research topics included influenza
(8%; n = 11), smoking (7%; n = 9), cancer
(5%; n = 7), and Ebola (4%; n = 5; Table 3).

Ethical discussion. Several articles (32%;
n=43) discussed acquiring ethics board ap-
proval for their research. Fewer articles (12%;
n=16) discussed consent for use of the Twitter
data. The majority of articles that discussed
consent (56%; n=9 of 16) used traditional
online or written consent with study partici-
pants. These 9 studies all involveduse ofTwitter
as an intervention or for participant recruitment.
Several articles (4%; n=6) accounted for con-
sent via theTwitter terms of service or by stating
that all data published on Twitter is public
(TableC, available as a supplement to the online
version of this article at http://www.ajph.org).

Funding. There was a wide breadth of
funding organizations supporting the studies
included in this review. Funding by the
National Institutes of Health represented 38%
of the funding sources reported by the articles.
Many other federal organizations, founda-
tions, and universities were also identified as

funding Twitter-based research (Table D,
available as a supplement to the online version
of this article at http://www.ajph.org).

DISCUSSION
This review has 3 main findings. First, we

defined a new taxonomy to describe how
Twitter is used in health research consisting
of 6 categories: content analysis, surveillance,
engagement, recruitment, intervention,
and network analysis. Second, we identified
a significant amount of variability in how
Twitter use was reported in the studies, and
many types of Twitter-based data that have
to date been underutilized by health re-
searchers. Finally, we described the current
state of Twitter in health research and found
a growing field as evidenced by the increasing
number of Twitter-related publications each
year and the diversity of funding organizations.

We defined a new taxonomy describing
6 different uses of Twitter among health
researchers. The studies in our review were
varied and included using Twitter to ana-
lyze stigma associated with schizophrenia,

TABLE 2—Taxonomy of Use of Twitter-Generated Data in Included Articles: 2010–2015

Taxonomy Description
Articles,
No. (%) Examples

Use of Twitter

data

Content

analysis

Assessment of body of tweets for themes in relation to a specific subject 77 (56) Smoking, diabetes, obesity, concussion

Sentiment

analysis

Assessment of body of tweets for positive or negative discussion of

a specific subject

21 (15) Schizophrenia, vaccination, trans health

Image

analysis

Assessment of images within body of tweets for themes in relation to

a specific subject

1 (1) #thinspo

Surveillance Monitoring of Twitter traffic for mentions of a particular topic above the

normal background level of discussion

36 (26) Influenza, Ebola, adverse drug reactions

Prediction Using Twitter to estimate prevalence of disease or behavior 7 (5) Heart disease mortality, influenza infection, Affordable Care Act

enrollment, asthma emergency department visits

Engagement Assessing impact of discussion on Twitter by analyzing presence of an

account, number of retweets, favorites, followers, etc.

19 (14) Nutrition public health marketing campaign, social media impact of local

health departments, social media adoption by pharmaceutical

companies

Network

analysis

Assessing the relationship and interactions between Twitter users about

a certain topic

5 (4) Communities of cancer patients, sharing of health information by health

organizations

Use of Twitter

platform

Recruitment Use of Twitter to enroll patients in research studies 9 (7) Recruit for surveys of youth soccer parents, keepers of venomous snakes,

smokers

Intervention Use of Twitter as an intervention in a research study 9 (7) Weight loss randomized controlled trial, smoking cessation
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Taxonomy	  of	  use	  of	  twiWer	  generated	  data	  in	  health	  ar1cles,	  2010-‐2015*	  

*See	  Sinneberg	  et	  al.	  (2017)	  TwiWer	  as	  a	  tool	  for	  health	  research:	  A	  systema1c	  review.	  AJPH	  107,	  e1-‐8.	  



Applica1on	  Programme	  Interface	  (API)s	  such	  as	  BirdIQ	  provide	  a	  means	  of	  downloading	  
informa1on	  on	  tweets	  that	  can	  then	  be	  analysed	  (loca1on,	  content	  etc).	  
	  
BirdIQ	  allows	  informa1on	  to	  be	  exported	  as	  an	  EXCEL	  file	  
	  
NCapture	  exports	  social	  media	  informa1on	  to	  Nvivo	  
hWp://www.qsrinterna1onal.com/support/faqs/what-‐is-‐ncapture	  	  
	  
Other	  online	  tools	  –	  such	  as	  the	  One	  Million	  Tweet	  Map	  –	  maps	  the	  tweets	  for	  a	  par1cular	  
hashtag	  or	  keyword	  

hWps://birdiq.net/twiWer-‐search	  	  



hWp://onemilliontweetmap.com/	  



Content analysis

Four main public topics of concern were discussed in tweet
content (Fig 4). They are as follows: (1) risk factors: cause of EVD (ie,
transmission, infection); (2) prevention education: health infor-
mation (ie, prevention methods, signs, symptoms); (3) disease
trends: spread and location (ie, nameof locations, informationabout
spread); and (4) compassion: prayer for countries in Africa. An N-
gram was computed from the natural language processing and
cluster analysis results (Fig 4). Thebubble chart in Figure 4 illustrates
the 4 topics of EVD tweets. The sizes of chart bubbles are normalized
byclusters and represent the relative frequencyof theN-gram. Topic
1, cause of EVD, includes “transmitted” (0.21) and “animal” (0.20),
whichwere themost frequentwords. Topic 2, prevention education,
includes “signs and symptoms” (3.76) and “symptoms and preven-
tion” (3.76), the most frequent words. “Virus” (0.49) and “Africa”
(0.25) frequently appeared in topic 3. “Pray for Sierra,” “Sierra Leone
Guinea,” and “pray for Africa” were the frequent words in topic 4.

DISCUSSION

The conceptual framework of public health surveillance and
action identifies the essential need for active surveillance during
re-emerging rare infections such as EVD. The framework also

demonstrates how health systems can link outbreak surveillance to
action through data information messages.14 The current study
reveals how tweets can be collected and analyzed to support early
warning systems for epidemic trends and to inform data informa-
tion messages for health education interventions.28 The delivery of
useful and effective information is the foundation of outbreak
surveillance.16 Moreover, outbreak public health education efforts,
suggested by the CDC, include surveying public knowledge and
attitudes and disseminating mass media messages. Electronic in-
formation sources that provide additional opportunities to improve
health knowledge with respect to person, place, or time,16 such as
Twitter, have the ability to support achievement of these goals.

Early warning signs and timely detection

We demonstrated how Twitter can support and contribute to
early warning systems in outbreak surveillance. Our unique dataset
reflects the early stage of health alerts around the recent EVD
spread during the current outbreak. Our geocodewas provided by 2
sources, IP addresses of users and self-report through tweet content
analysis. Our novel findings are 2-fold. The analysis captured pro-
gressive increases in the number of tweets discussing EVD case
identification in Nigeria beginning on July 24, 2014, occurring 3
days prior to the news alert and 7 days before the official CDC

Fig 2. Geographic location of disseminated tweets mentioning Ebola and Chikungunya (top), and number of tweets generated on July 30, 2014 in the Caribbean area and Africa
(bottom).
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From	  Odium	  &	  Yoon	  (2015)	  What	  can	  we	  learn	  about	  the	  Ebola	  outbreak	  from	  tweets?	  AJIC	  563-‐571	  

Daily	  geographic	  spread	  of	  tweets	  
men1oning	  Ebola	  Virus	  Disease	  
(EVD).	  	  
	  
Following	  July	  29	  2014	  health	  
advisory	  announcement	  by	  CNC,	  
US	  –	  awareness	  of	  EVD	  spread,	  
but	  possibly	  at	  expense	  of	  
aWen1on	  to	  Chikungunya	  
outbreak	  in	  Caribbean	  
everywhere	  but	  in	  Caribbean	  	  

e.g.	  Ebola	  Virus	  Disease	  outbreak,	  2014	  



e.g.	  H1N1	  pandemic,	  2009	  

responses. Several studies have used telephone, internet, and in-
person surveys to elicit such information during the H1N1
pandemic (e.g., [4,5]). Rapid-turnaround surveys best capture
changes in attitudes and behaviour influenced by specific events
and produce the most relevant information for agency intervention
[6]. Unfortunately, time is needed to gather resources, funding,
and survey instruments for polling [6].

New ‘‘infoveillance’’ methods such as mining, aggregating, and
analysing online textual data in real-time are becoming available
[7,8]. Twitter (www.twitter.com) is potentially suitable for
longitudinal text mining and analysis. The brief (,140 characters)
text status updates (‘‘tweets’’) users share with ‘‘followers’’ (e.g.,
thoughts, feelings, activities, opinions) contain a wealth of data.

Mining these data provides an instantaneous snapshot of the
public’s opinions and behavioural responses. Longitudinal tracking
allows identification of changes in opinions or responses. In
addition to quantitative analysis, the method also permits
qualitative exploration of likely reasons why sudden changes have
occurred (e.g., a widely read news report) and may indicate what is
holding the public’s attention [9].

H1N1 marks the first instance in which a global pandemic has
occurred in the age of Web 2.0 and presents a unique opportunity
to investigate the potential role of these technologies in public
health emergencies. Using an ‘‘infoveillance’’ approach we report
on: 1) the use of the terms ‘‘H1N1’’ versus ‘‘swine flu’’ over time
on Twitter, to establish the feasibility of creating metrics to

Figure 1. Tweets containing H1N1, swine flu, or both from May to December 2009. Lines = absolute number. Bars = relative percentage.
Blue = ‘‘swine flu’’ or swineflu. Red = H1N1. Green = (‘‘swine flu’’ or swineflu) AND H1N1.
doi:10.1371/journal.pone.0014118.g001

Table 1. Descriptions and Examples of Content Categories.

Content Description Example Tweets

Resource Tweet contains H1N1 news, updates, or information.
May be the title or summary of the linked article.
Contents may or may not be factual.

‘‘China Reports First Case of Swine Flu (New York Times): A 30-
year-old man who flew from St. Louis to Chengdu is.. http://
tinyurl.com/rdbhcg’’
‘‘Ways To Prevent Flu http://tinyurl.com/r4l4cx #swineflu #h1n1’’

Personal Experience Twitter user mentions a direct (personal) or indirect (e.g.,
friend, family, co-worker) experience with the H1N1 virus
or the social/economic effects of H1N1.

‘‘Swine flu panic almost stopped me from going to US, but now
back from my trip and so happy I went :-))’’
‘‘Oh we got a swine flu leaflet. clearly the highlight of my day’’
‘‘My sister has swine flu!’’

Personal Opinion and Interest Twitter user posts their opinion of the H1N1 virus/situation/
news or expresses a need for or discovery of information.
General H1N1 chatter or commentary.

‘‘More people have died from Normal Flu than Swine flu, its just a
media hoax, to take people’s mind off the recession’’
‘‘Currently looking up some info on H1N1’’
‘‘Swine flu is scary!’’

Jokes/Parody Tweet contains a H1N1 joke told via video, text, or photo;
or a humourous opinion of H1N1 that does not refer to a
personal experience.

‘‘If you’re an expert on the swine flu, does that make you Fluent?’’

Marketing Tweet contains an advertisement for an H1N1-related
product or service.

‘‘Buy liquid vitamin C as featured in my video http://is.gd/y87r
#health #h1n1’’

Spam Tweet is unrelated to H1N1 ‘‘musicmonday MM lamarodom Yom Kippur Polanski Jay-Z H1N1
Watch FREE online LATEST MOVIES at http://a.gd/b1586f’’

doi:10.1371/journal.pone.0014118.t001
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Tweets	  containing	  H1N1,	  swine	  flu,	  or	  both	  from	  May	  to	  December	  2009.	  Lines	  =	  
absolute	  number.	  Bars	  =	  rela1ve	  percentage.	  Blue	  =	  ‘‘swine	  flu’’	  or	  swineflu.	  Red	  =	  
H1N1.	  Green	  =	  (‘‘swine	  flu’’	  or	  swineflu)	  AND	  H1N1	  

From:	  Chew	  &	  Eysenbach	  (2010)	  Pandemics	  in	  the	  age	  of	  twiWer:	  content	  analysis	  of	  
tweets	  during	  the	  2009	  H1N1	  outbreak	  PLoS	  ONE	  5,	  e14118	  



resources were the most common type of content shared (52.6%),
followed by personal experiences (22.5%). 39% of tweets were
coded with 1 or more qualifiers. Tweets expressing humour
(12.7%), concern (11.7%), and questions (10.3%) were the most
common, while 4.5% were classified as possible misinformation.
61.8% of all tweets had links, 23.2% of all posts linked to a news
website, while links to government and public health agencies were
not commonly shared (1.5%). 90.2% of tweets provided links when
a reference was necessary.

The chi-square test for trend showed several linear trends in the
data (Table 4). The proportion of tweets containing resources and
personal experiences increased over time, while the amount of
jokes and personal opinions/interest decreased. Tweets expressing
humour, frustration, and downplayed risk became less common.
Mainstream and local news websites were cited significantly less,
while references to news blogs/feeds/niches, social networks, and
other web pages increased. No significant trends were found for
misinformation, but the data exhibited a non-linear pattern
(Figure 2).

3) Automated Content & Sentiment Analysis
Validation. Table 5 presents examples of search patterns

used to develop queries (see Table S1 for full list of detailed
queries). 7/10 automated queries were found to correlate
significantly with the results of manual coding (Table 6),
including personal experiences (r = 0.91), concern (r = 0.87), and
personal opinion/interest (r = 0.86) (Figure 3). H1N1 incidence
rates were correlated with the absolute number of tweets sharing

personal experiences (r = .77, p,.001) (Figure 4) and concern
(r = .66, p,.001, Figure 5), as did the percentage of tweets sharing
personal experiences (r = .67, p,.001) and concern (r = 0.39,
p = .02).

Chi-square tests for trend found that all 3 content concepts and
4 of 7 qualifier concepts displayed significant linear trends over our
timeframe (Table 7). The content categories all trended in the
same direction as in the manual coding. Humour/sarcasm and
downplayed risk trends also had the same downward trends as in
the manual analysis. Trends for misinformation and concern were
unique to the automated coding. Although a downward trend for
frustration was found in the manual coding, no such pattern was
observed in the automated analysis.

Public Attention on Twitter. Sharp increases in absolute
H1N1-related tweet volume coincided with major H1N1 news
events. For example, a large peak on June 11 (Figure 1)
corresponded to the WHO’s Pandemic Level 6 announcement
[12]. The volume of humorous tweets also decreased on this
day (Figure 6) and the number of frustrated tweets increased
(Figure 7).

In Figure 8, the October to November peak directly coincides
with the second wave of H1N1 in North America [13]. Similarly,
when personal experiences were further broken down into sub-
concepts, tweet volume of vaccination experiences increased
rapidly following the arrival of H1N1 vaccinations in the United
States on October 6 [14].

Tweets expressing concern had one outstanding peak on July 5
(Figure 9), coinciding with a news story that one of the actors from

Figure 7. The relative proportion of tweets expressing frustration from May 1 to December 31, 2009. Figure was scaled to the highest
peak on May 1 where 4.65% of all tweets expressed frustration. The peak was assigned a score of 100. A = June 11: WHO pandemic level 6
announcement.
doi:10.1371/journal.pone.0014118.g007

Figure 8. The relative proportion of tweets sharing personal experiences from May 1 to December 31, 2009. Figure was scaled to the
highest peak on Oct. 20 where 5.64% of all tweets shared personal experiences. The peak was assigned a score of 100. Subconcepts: Red = indirect
(family/friend) experience. Yellow = personal/direct experience. Blue = vaccination experience. A = June 11: WHO pandemic level 6 announcement.
1 = Oct 6: H1N1 vacctionations arrive in the US.
doi:10.1371/journal.pone.0014118.g008
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Rela1ve	  propor1on	  of	  tweets	  sharing	  personal	  experiences,	  1	  May-‐31	  December,	  2009.	  Figure	  was	  
scaled	  to	  the	  highest	  peak	  on	  Oct.	  20.	  Red	  =	  indirect	  (family/friend)	  experience.	  Yellow	  =	  personal/
direct	  experience.	  Blue	  =	  vaccina1on	  experience.	  A	  =	  June	  11:	  WHO	  pandemic	  level	  6	  announcement.	  1	  
=	  Oct	  6:	  H1N1	  vaccina1ons	  arrive	  in	  the	  US.	  	  

gradual adoption of WHO-recommended terminology by the
public and media on Twitter. With some exceptions (#oink
campaign, see above) it is likely that the media’s and not the
public’s adoption of ‘‘H1N1’’ was the primary reason for this
trend. However, the importance of the media’s terminology choice
cannot be underestimated as they hold much influence as major
information transmitters and word choice is critical in encouraging
or discouraging certain risk behaviours [21].

Tweet Content & Public Attention
In our manual coding we found that news and information were

the most commonly tweeted H1N1-related material (52.6%). Our
results correspond to a study of Twitter use during Hurricane
Gustav and Ike, where roughly half of all hurricane-related tweets
contained URLs (web-resources) [22]. Collectively, our findings
highlight the role of social networking tools in rapid, widespread
communication in emergencies.

The change of tweet content over our timeframe is not
unexpected. H1N1 surveys reporting longitudinal results using
traditional methods also found that public behaviour and attitudes
varied over the course of the epidemic. In these studies, public
concern and engagement in protective behaviours increased when
the threat of the outbreak increased and decreasing when the
perceived risk declined [23,24,25]. Similarly, we found that
personal accounts of H1N1 increased over time, while the amount
of humorous comments decreased, possibly due to the increasing

perceived seriousness of the situation and/or the declining
popularity of the subject.

More minute changes were also observed and were found to be
highly influenced by the media and external events. Examples of
this included the large spike in tweets that resulted from the WHO
pandemic level 6 announcement and the two peaks in personal
experiences that coincided with the first and second wave of H1N1
in North America. Similarly, a study on tweets circulated during
the 2009 Red River flooding in North America also found that
tweet volume related to the emergency increased when the threat
was largest [26], indicating that perceived severity and intense
news coverage are likely factors that dictate tweet posting activity.
It is possible to qualitatively examine tweet content and see what
story has captured the online public’s attention and what
sentiments those stories evoke. Similar to media stories, both viral
dissemination of information and Twitter campaigns had a
considerable effect on tweet volume and posting behaviour. The
use of these techniques and methods may have potential usefulness
in public health and should be studied further.

Our retweet analysis found that the only significant difference
was that original tweets contained significantly more tweets with
personal experiences compared to retweets. This finding indicates
that users are not likely to repost another user’s status update en
mass and there is potentially little interest or perceived benefit in
reposting second-hand personal information. Similarly, other
studies have shown that retweets must have either broad appeal

Figure 11. The relative proportion of tweets expressing misinformation from May 1 to December 31, 2009. Figure was scaled to the
highest peak on Sept. 20 where 1.93% of all tweets expressed misinformation. The peak was assigned a score of 100. A = June 11: WHO pandemic
level 6 announcement. 1 = Aug 2: CBS reports on parental concerns about H1N1. 2 = Sept 18–21: Ten swine flu lies told by the mainstream media.
3 = Nov 27: WHO and drug companies in collusion. 4 = Dec 25: Carbon monoxide poisoning can create same symptoms as H1N1.
doi:10.1371/journal.pone.0014118.g011

Figure 12. The relative proportion of tweets expressing downplayed risk from May 1 to December 31, 2009. Figure was scaled to the
highest peak on July 20 where 6.96% of all tweets expressed downplayed risk. The peak was assigned a score of 100. A = June 11: WHO pandemic
level 6 announcement. 1 = July 20: Viral dissemination of the ‘‘face mask (H1N1) versus condom (AIDS) comparison.’’ 2 = Dec 1: Viral dissemination of
the ‘‘face mask (H1N1) versus condom (AIDS) comparison.’’
doi:10.1371/journal.pone.0014118.g012
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Rela1ve	  propor1on	  of	  tweets	  expressing	  misinforma1on,	  1	  May-‐31	  December,	  2009.	  Figure	  was	  scaled	  to	  
the	  highest	  peak	  on	  Sept.	  20.	  A	  =	  June	  11:	  WHO	  pandemic	  level	  6	  announcement.	  1	  =	  Aug	  2:	  CBS	  reports	  
on	  parental	  concerns	  about	  H1N1.	  2	  =	  Sept	  18–21:	  Ten	  swine	  flu	  lies	  told	  by	  the	  mainstream	  media.	  3	  =	  
Nov	  27:	  WHO	  and	  drug	  companies	  in	  collusion.	  4	  =	  Dec	  25:	  Carbon	  monoxide	  poisoning	  can	  create	  same	  
symptoms	  as	  H1N1	  



Quick	  summary	  
	  
(Re)-‐emergence	  &	  spread	  of	  (exis1ng	  and)	  new	  infec1ous	  diseases	  occur	  at	  a	  high	  rate	  
	  

	  facilitated	  by	  human	  ac*vity,	  including	  climate	  change	  impacts	  
	  
Rate	  means	  that	  conven1onal	  surveillance	  methods	  –	  where	  they	  exist	  –	  are	  not	  fit	  for	  
purpose	  
	  
Big	  data	  offer	  opportuni1es	  to	  health	  researchers/prac11oners	  
	  
But	  not	  straighuorward,	  as	  big	  data	  	  
	  

	  are	  not	  the	  same	  as	  total	  data	  
	  

	  may	  not	  be	  representa*ve	  
	  

	  require	  new	  forms	  of	  analysis	  –	  current	  sta*s*cal	  techniques	  not	  designed	  to	  handle	  
	  the	  variety,	  volume	  and	  velocity	  of	  big	  data?	  


