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Can an insulator become a SC?
How does SC arise when there is no Fermi surface?
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Another way the BCS paradigm can break down if

(1) Strong coupling to glue: Fermi 
sphere greatly perturbed

(2) non-adiabatic limit: electrons 
are slower than the mode
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How can the BCS paradigm break down?

(1) Strong coupling to glue:
Fermi sphere greatly perturbed
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(2) Non-adiabatic limit: 
electrons are slower than the mode
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attraction

Strong glue:   BCS-BEC Crossover

BCS limit
• cooperative
Cooper pairing

• pair size 

BEC limit
• tightly bound
molecules

• pair size

M. Randeria and E. Taylor, 
Ann. Rev. Cond. Mat. Phys. 5, 209 (2014) 

weak attraction: 
pairing and coherence 
occur at the same 
temperature

strong attraction: 
pairing and coherence 
occur at different 
temperatures

€ 

Tc =min(Δ 0,ρS )



Superfluid density and stiffness
ns= superfluid number density
rs= sf mass density
ws= sf plasma frequency scale

directly related to the spectral weight in the 
delta function in the optical conductivity
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Insulator: charge cannot move

Band C-Mott                              S-Mott
Pauli Attraction Repulsion               

⌦

+ many other examples of insulators including disordered (localized) insulators
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Superconductivity domes

Tc~rs

g

Tc scale set by electronic 
energies not necessarily by 
coupling to a mode

g:    Driven by pressure, magnetic field, 
doping, gating



D. N. Basov & Andrey V. Chubukov, Nature Phys. 7, 272 (2011)

Cuprates Pnictides CeRhIn5
(Heavy	  Fermion)

Georg Knebel, Dai Aoki, Jacques 
Flouquet, arXiv:0911.5223

Organic Superconductors
κ-‐(ET)2Cu2(CN)3

P. Giraldo-Gallo et al. (I. Fisher), PRB 85, 174503 
(2012),; Nature Comm. 6, 8231 (2015)

BaPb1-xBixO3

Kurosaki et al. (Saito), PRL 
95, 177001 (2005)

SrTiO3-‐δ
SrTi1-‐xNbxO3

SrTiO3

Xiao Lin et al. (K. Behnia), PRL 112, 207002 (2014)



arXiv:1703.06369 A full superconducting dome of strong Ising protection in gated monolayer WS2
J. M. Lu, O. Zheliuk, Q. H. Chen, I. Leermakers, N. E. Hussey, U. Zeitler, J. T. Ye
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Band Insulator                 à SC

Fermi 
Insulator

Bose 
Insulator BEC BCS 

crossover crossover
SC- Insulator

Transition

Loh, Randeria, Trivedi, Chen, Scalettar, : Superconductor-Insulator Transition and Fermi-Bose Crossovers”
Phys. Rev. X 6, 021029 (2016) 
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2D Fermion model for band-insulator à SC transition

• Translationally invariant;  no disorder

• (at least) 2 sites/orbitals per unit cell à 2 bands in insulator

• Attractive interactions à SC 
local attraction -|U| à no sign-problem in QMC

à possible to realize in cold atoms expts.

• Non-bipartite lattice à suppress CDW order 
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Triangular	  bilayer	  attractive	  Hubbard	  model

Fix T=0, t? = 1

t/t?

|U |/t?
attraction

band structure

hni = 1

The	  Model



Diagrams & Mean-field theory
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Fig. 8 look so different from the more correct results shown
in Fig. 1(a).

2. Ordered state

In the superconducting state, there is a finite pairing
amplitude Δ ¼ ðjUj=NÞ

P
ihci↑ci↓i. We solve the mean-

field theory equations,

1=jUj ¼ N−1
X

k

tanhðEk=2TÞ=2Ek; ðD4Þ

ðn − 1Þ=2 ¼ −N−1
X

k

ðεk=2EkÞ tanhðEk=2TÞ; ðD5Þ

to find Δ and μ, where the Hartree-shifted dispersion
εk ¼ ε0k − μH determines the Bogoliubov quasiparticle
spectrum Ek ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
εk2 þ Δ2

p
. Using this we can calculate

the energy gap Eg ¼ minEk in the DOS NðωÞ for single-
particle excitations. (The k integrals over the 2D Brillouin
of the triangular lattice are performed by reducing them to
1D integrals using the exact density of states in terms of the
triangular lattice Green function.) The BEC-BCS boundary
[dotted black curves in Figs. 6(b) and 6(c)] is determined by
the criterion that the dispersion minimum occurs at k ¼ 0
in the BEC regime and at k ≠ 0 in the BCS regime.

3. Choice of chemical potential

We are interested in studying the superconductor-
insulator transition tuned by hopping t, rather than by
fermion density n. Thus, in the superconducting phase we
choose the chemical potential μ [according to Eq. (D5)]
such that the average density corresponds to half filling,
n ¼ 1. In the insulating phase, we choose μ such that the
two-particle excitation gap is particle-hole symmetric. In
other words, the energy cost of adding a pair of fermions,
ωe2 , is equal to the energy cost of removing a pair of
fermions, ωh2 . This choice of μ corresponds to the dashed

blue curve in Figs. 6(b) and 6(c), which bisects the n ¼ 1
insulator lobe and passes through the tip of the lobe. The
quantities in Fig. 2 are plotted for this choice of μ.
Note that the single-particle excitation gap Eg is not

particle-hole symmetric along this trajectory. The value of
Eg plotted in Fig. 2 corresponds to the smaller of the
particle gap and the hole gap, minðEe; EhÞ.
If one attempts to choose μ to make Ee ¼ Eh, one finds

that ωe2 ≠ ωh2 . This μðtÞ trajectory exits through the side
of the lobe rather than the tip of the lobe, representing a
density-tuned transition rather than a hopping-tuned one.

4. Strengths and limitations of MFT

MFT allows us to track the behavior of many quantities
(see Fig. 2) that are intuitively meaningful, but not
accessible in DQMC or other methods. For fixed, small
jUj and varying t, MFT gives a good idea of the general
behavior of various observables. Specifically, we can
understand the insulator-to-SC transition at fixed, small
U, where a change in the band structure (reduction in band
gap) causes χ0 to increase beyond 1=jUj and precipitates a
pairing instability.
However, MFT gives unreliable results as a function of

jUj, particularly at large jUj. We see this most clearly from
a comparison of the MFT phase diagram Fig. 8 with the
phase diagram of Fig. 1(a), which incorporates strong
coupling and DQMC inputs, namely, the existence of a
SIT at nonzero value of t=t⊥ at intermediate and large
values of jUj. Even at weak coupling, the MFT phase
boundary jUjcðtÞ for the SIT is a decreasing function of t,
whereas atomic limit and DQMC results suggest that it is an
increasing function, as shown in Fig. 1(a).
In MFT the interaction is decoupled exclusively in terms

of the order parameter. Hence, it fails to capture important
correlations in the insulating state. In the atomic limit
(t ¼ 0), as jUj increases, the ground state wave function
adjusts itself to take advantage of the attraction to produce a
binding energy. There is no superfluid state at t ¼ 0 (as
would have been predicted by MFT). In fact, the spurious
MFT phase transition as a function of jUj in Fig. 8 is
actually akin to the Fermi-to-Bose crossover in the insulat-
ing state in Fig. 1(a).

[1] M. P. A. Fisher, P. B. Weichman, G. Grinstein, and D. S.
Fisher, Boson Localization and the Superfluid-Insulator
Transition, Phys. Rev. B 40, 546 (1989).

[2] M. Greiner, O. Mandel, T. Esslinger, T. W. Hansch, and
I. Bloch, Quantum Phase Transition from a Superfluid
to a Mott Insulator in a Gas of Ultracold Atoms, Nature
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[3] W. Witczak-Krempa, E. Sorensen, and S. Sachdev, The
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different from MFT, which is reliable only for small jUj=t⊥;
see text.
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Fig. 8 look so different from the more correct results shown
in Fig. 1(a).

2. Ordered state

In the superconducting state, there is a finite pairing
amplitude Δ ¼ ðjUj=NÞ

P
ihci↑ci↓i. We solve the mean-

field theory equations,

1=jUj ¼ N−1
X
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tanhðEk=2TÞ=2Ek; ðD4Þ

ðn − 1Þ=2 ¼ −N−1
X

k

ðεk=2EkÞ tanhðEk=2TÞ; ðD5Þ

to find Δ and μ, where the Hartree-shifted dispersion
εk ¼ ε0k − μH determines the Bogoliubov quasiparticle
spectrum Ek ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
εk2 þ Δ2

p
. Using this we can calculate

the energy gap Eg ¼ minEk in the DOS NðωÞ for single-
particle excitations. (The k integrals over the 2D Brillouin
of the triangular lattice are performed by reducing them to
1D integrals using the exact density of states in terms of the
triangular lattice Green function.) The BEC-BCS boundary
[dotted black curves in Figs. 6(b) and 6(c)] is determined by
the criterion that the dispersion minimum occurs at k ¼ 0
in the BEC regime and at k ≠ 0 in the BCS regime.

3. Choice of chemical potential

We are interested in studying the superconductor-
insulator transition tuned by hopping t, rather than by
fermion density n. Thus, in the superconducting phase we
choose the chemical potential μ [according to Eq. (D5)]
such that the average density corresponds to half filling,
n ¼ 1. In the insulating phase, we choose μ such that the
two-particle excitation gap is particle-hole symmetric. In
other words, the energy cost of adding a pair of fermions,
ωe2 , is equal to the energy cost of removing a pair of
fermions, ωh2 . This choice of μ corresponds to the dashed

blue curve in Figs. 6(b) and 6(c), which bisects the n ¼ 1
insulator lobe and passes through the tip of the lobe. The
quantities in Fig. 2 are plotted for this choice of μ.
Note that the single-particle excitation gap Eg is not

particle-hole symmetric along this trajectory. The value of
Eg plotted in Fig. 2 corresponds to the smaller of the
particle gap and the hole gap, minðEe; EhÞ.
If one attempts to choose μ to make Ee ¼ Eh, one finds

that ωe2 ≠ ωh2 . This μðtÞ trajectory exits through the side
of the lobe rather than the tip of the lobe, representing a
density-tuned transition rather than a hopping-tuned one.

4. Strengths and limitations of MFT

MFT allows us to track the behavior of many quantities
(see Fig. 2) that are intuitively meaningful, but not
accessible in DQMC or other methods. For fixed, small
jUj and varying t, MFT gives a good idea of the general
behavior of various observables. Specifically, we can
understand the insulator-to-SC transition at fixed, small
U, where a change in the band structure (reduction in band
gap) causes χ0 to increase beyond 1=jUj and precipitates a
pairing instability.
However, MFT gives unreliable results as a function of

jUj, particularly at large jUj. We see this most clearly from
a comparison of the MFT phase diagram Fig. 8 with the
phase diagram of Fig. 1(a), which incorporates strong
coupling and DQMC inputs, namely, the existence of a
SIT at nonzero value of t=t⊥ at intermediate and large
values of jUj. Even at weak coupling, the MFT phase
boundary jUjcðtÞ for the SIT is a decreasing function of t,
whereas atomic limit and DQMC results suggest that it is an
increasing function, as shown in Fig. 1(a).
In MFT the interaction is decoupled exclusively in terms

of the order parameter. Hence, it fails to capture important
correlations in the insulating state. In the atomic limit
(t ¼ 0), as jUj increases, the ground state wave function
adjusts itself to take advantage of the attraction to produce a
binding energy. There is no superfluid state at t ¼ 0 (as
would have been predicted by MFT). In fact, the spurious
MFT phase transition as a function of jUj in Fig. 8 is
actually akin to the Fermi-to-Bose crossover in the insulat-
ing state in Fig. 1(a).
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T ¼ 0. Note that the actual phase diagram in Fig. 1(a) is very
different from MFT, which is reliable only for small jUj=t⊥;
see text.
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pair susceptibility
Im�(q = 0,!)

!pair

Pairing Instability in a Band Insulator
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Egð0Þ ¼ E3 − E2 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

4
jUj2 þ 4t2⊥

r
− t⊥ − μ: ðC1Þ

If t > 0, the lowest single-particle excited state is mainly a
superposition of states, such as j…2322…i and j…2232…i,
connected by hopping t. Thus, we might expect that the new
single-particle gap is

EgðtÞ ≈ Egð0Þ − αt; ðC2Þ

where α is a constant of order unity.
In the strong-coupling limit jUj ≫ t⊥, Eg ≈ jUj=2, so we

expect the single-particle gap to collapse to zero at about
t ∼ jUj. However, this is not an insulator-metal transition
(as we see in the next section). Rather, the collapse of the
“nominal” single-particle gap represents a crossover from a
BEC superfluid to a BCS superfluid regime. This behavior,
tBEC-BCS ∝ jUj, is shown as a dashed line in Fig. 1(a).
In the weak-coupling limit jUj ≪ t⊥, the above approxi-

mation suggests a transition at t ∼ t⊥. This is a crude
estimate; we know that the transition actually occurs at
t ≈ 2t⊥=9 as jUj vanishes, as shown earlier.

3. Corrections to excited state with two extra particles

If t ¼ 0, the lowest two-particle excited state is of the
form j…2422…i, and the two-particle gap is

ωpairð0Þ ¼ E4 − E2 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

4
jUj2 þ 4t2⊥

r
−
1

2
jUj − 2μ: ðC3Þ

If t > 0, a local two-particle excitation can hop from
one rung to an adjacent rung in a two-step process. The
effective boson hopping is of the order of tboson ¼ 4t2=jUj.
Hence, the two-particle gap is reduced to

ωpairðtÞ ≈ ωpairð0Þ − αtboson; ðC4Þ

where α is a constant of order unity [not the same as
in Eq. (C2)]. In the limit jUj ≫ t⊥, we have ωpairð0Þ≈
4t⊥2=jUj. This suggests that the two-particle gap ωpair

falls to zero when 4t⊥2=jUj − α × 4t2=jUj ¼ 0, i.e., when
t ∼ t⊥. Then the system becomes overrun by two-particle
excitations and makes a transition from BI to BEC.
This estimate is crude, as it neglects a large number of
corrections to the initial and final state. Nevertheless, we
expect that the general idea is correct, i.e., that for jUj ≫ t⊥
the BI-BEC phase boundary in the ðt; UÞ plane has a
vertical asymptote at some finite value of t=t⊥. This
behavior is illustrated in Fig. 1(a).

APPENDIX D: PAIRING SUSCEPTIBILITY
AND MEAN-FIELD THEORY

Here, we present a mean-field approach, which works
best in the jUj ≪ t regime, and thus complements the

atomic limit analysis presented in the two previous
appendixes.

1. Pairing instability

As we discuss in the text, we first calculate the bare
particle-particle channel susceptibility, with center-of-mass
momentum q ¼ 0, given by

χ0ðωÞ ¼
1

N

X

k

1 − 2fk
2εk − ω − i0þ

: ðD1Þ

Here, εk ¼ ε0k − μH takes into account the Hartree shift
μH ¼ jUjðn − 1Þ=2, with the bare dispersion ε0k given by
Eq. (2). n is the density, N the number of lattice sites, and
fk the Fermi function. The k sum is over the two bands
kz ¼ 0; π and over the 2D Brillouin zone ðkx; kyÞ.
In the metallic phase χ0 has the well-known lnω

divergence of BCS theory. However, we concentrate
here on the pairing instability in the insulating phase,
where χ0 is finite. The T ¼ 0 result for the n ¼ 1 insulator,
which corresponds to a choice of chemical potential
−t⊥ þ 3t < μ < t⊥ − 6t, can be shown to be

χ0ðωÞ¼
1

4t

"
Gtri

#
ω=2þμþ t⊥

t

$
−Gtri

#
ω=2þμ− t⊥

t

$%
:

ðD2Þ

We are able to write the susceptibility χ0 in terms of a
single-particle Green function because we are looking
only at pairs with total momentum q ¼ 0, built up from
two single-particle excitations with momenta %k, and
ε0k ¼ ε0−k. We also find that similar expressions hold for
the n ¼ 0 and n ¼ 2 insulating states.
We then calculate the pairing susceptibility in the ladder

approximation,

χðωÞ ¼ 1

χ−10 ðωÞ − jUj
: ðD3Þ

We find the critical in-plane hopping tc in MFT by locating
the value of t at which χ0ðω ¼ 0Þ ¼ 1=jUj, so that χðωÞ
diverges.
Figure 6(c) shows the MFT phase diagram in the ðt; μÞ

plane, for a fixed coupling jUj=t⊥ ¼ 1.8. In the insulating
phase there is a finite pairing susceptibility χ0, which can
lead to a pairing instability in the presence of attraction jUj.
As jUj increases, more and more of the insulating lobe is
converted into a BEC superfluid.
Figure 8 shows the MFT phase diagram in the ðt; UÞ

plane at half filling. As jUj increases, the system undergoes
a transition from an insulator to a superfluid (BEC), due to
the pairing instability. At the end of this appendix we
discuss the limitations of MFT and why the MFT results in

SUPERCONDUCTOR-INSULATOR TRANSITION AND … PHYS. REV. X 6, 021029 (2016)
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III. NONINTERACTING AND ATOMIC LIMITS

We begin with exactly solvable limits in the phase
diagram in Fig. 1. First, consider the noninteracting
(U ¼ 0) system with dispersion

ε0k¼−t
X6

m¼1

ei½kx cosðmπ=3Þþky sinðmπ=3Þ&− t⊥coskz−μ: ð2Þ

Here, ðkx; kyÞ lie in the triangular lattice Brillouin zone
and kz takes on values 0 (and π) for the bonding (and
antibonding) band. For fixed n ¼ 1, this implies a transition
from a band insulator (gap E0

g ¼ 2t⊥ − 9t) to a metal at
t ¼ 2t⊥=9; see Fig. 1(a). At U ¼ 0 the ðt; μÞ phase diagram
looks qualitatively similar to Fig. 1(b), except that the
insulating “lobes” are triangular in shape with μc=t⊥ ¼ '1
and the SC is replaced by a metal [see Fig. 6(a) in
Appendix A].
Next, consider the “atomic” limit t ¼ 0, for which the

lattice breaks up into disconnected (vertical) rungs. We
solve in Appendix B the two-site Hubbard model on a rung
for arbitrary t⊥ and jUj. For n ¼ 1, there is a crossover from
a fermionic insulator to a bosonic insulator at jUj=t⊥ ≃ 2.
For jUj=t⊥ < 2, the lowest energy excitation is a single
fermion (particle or hole), so the ground state is a fermionic
insulator. On the other hand, for jUj=t⊥ > 2, the lowest
energy excitation is a pair of fermions. In the large U limit,
the ground state is a Mott insulator of bosons, with one

boson per rung. Turning on a small hopping t, the system is
effectively described by the Bose-Hubbard model on a
triangular lattice with one boson per “site.”
At t ¼ 0, we also find that the extent of the n ¼ 1

insulating phase, ð−μc; μcÞ in Fig. 1(b), is reduced with
increasing jUj=t⊥. Thus, the n ¼ 0 and 2 lobes grow in size
relative to n ¼ 1 as jUj=t⊥ increases. We note that the
description of the atomic limit phases as “insulators” is
justified given that the gap is robust to turning on a small
t ≠ 0 hopping (see Appendix C). The nature of the charge
gap in the insulator changes across the crossover: in the
Fermi insulator it is determined by “charge e” excitations,
while in the Bose insulator it is determined by “charge 2e”
excitations, as explained above.

IV. PAIRING INSTABILITY IN THE INSULATOR

We next describe a weak-coupling theory for the
dominant instability in the band insulator as we turn on
an attraction jUj. The q ¼ 0 pairing susceptibility in the
ladder approximation is given by χðωÞ ¼ ½χ−10 ðωÞ − jUj&−1,
with χ0ðωÞ ¼ N−1P

kð1 − 2fkÞ=ð2εk − ω − i0þÞ. Here,
N is the number of lattice sites, fk is the Fermi function,
and εk ¼ ε0k − μH includes the Hartree shift μH ¼
jUjðn − 1Þ=2. We analyze the problem for n ¼ 1, choosing
μ in the insulator so that we take a trajectory in Fig. 1(a) that
goes through the tip of the lobe. (This choice of chemical
potential is described in Appendix D.)
The divergence of χ ≡ χðω ¼ 0Þ at the SIT is shown in

Fig. 2. We tune through the SIT by varying t=t⊥, which
controls the gap in the band structure, keeping jUj=t⊥ fixed.
It is energetically favorable to create pairs of particles and
of holes when the gain in pair binding energy exceeds the
band gap. This triggers the SIT, a particle-particle channel
analog of exciton condensation in semiconductors [17,18].
The dynamical pair susceptibility χðωÞ exhibits a pole

at the two-particle gap ωpair. We see in Fig. 2 how ωpair, the
energy to insert a pair into the insulator, goes soft and
vanishes at the SIT. In the SC, where pairs can be inserted
into the condensate at no cost, ωpair ≡ 0. We show
below that the single-particle gap Eg remains finite across
the SIT.

V. MEAN-FIELD THEORY OF SC STATE

In the small jUj limit, we have a two-band super-
conductor, as becomes apparent in the results below;
see Fig. 3(b). We find it more convenient to analyze the
problem in the site basis, rather than the band basis, given
the local attraction. Symmetry implies that the pairing
amplitude is the same on the both layers, and is defined
by Δ ¼ jUj

P
ihci↑ci↓i=N. We find Δ and μ from the

mean-field equations 1=jUj ¼ N−1P
k tanhðEk=2TÞ=2Ek

and ðn − 1Þ=2 ¼ −N−1P
kðεk=2EkÞ tanhðEk=2TÞ. The

Hartree-shifted dispersion εk ¼ ε0k − μH determines the
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FIG. 2. Mean-field theory (MFT) results across the T ¼ 0 SIT
in the attractive Hubbard model on a triangular lattice bilayer
(inset). The SIT is tuned by t=t⊥ at fixed filling n ¼ 1 and
attraction jUj=t⊥ ¼ 1.7. The inverse pairing susceptibility 1=χ
and gap to pair excitations ωpair in the insulator both vanish at
the SIT. The SC is characterized by a pairing amplitude Δ and
superfluid stiffness Ds, which also vanish at the SIT. The single-
particle energy gap Eg remains finite across the SIT: Eg ¼ E0

g in
the insulator, Eg ¼ ½ðE0

gÞ2 þ Δ2&1=2 in the BEC regime near the
SIT, and Eg ¼ Δ in the BCS regime.
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III. NONINTERACTING AND ATOMIC LIMITS

We begin with exactly solvable limits in the phase
diagram in Fig. 1. First, consider the noninteracting
(U ¼ 0) system with dispersion

ε0k¼−t
X6

m¼1

ei½kx cosðmπ=3Þþky sinðmπ=3Þ&− t⊥coskz−μ: ð2Þ

Here, ðkx; kyÞ lie in the triangular lattice Brillouin zone
and kz takes on values 0 (and π) for the bonding (and
antibonding) band. For fixed n ¼ 1, this implies a transition
from a band insulator (gap E0

g ¼ 2t⊥ − 9t) to a metal at
t ¼ 2t⊥=9; see Fig. 1(a). At U ¼ 0 the ðt; μÞ phase diagram
looks qualitatively similar to Fig. 1(b), except that the
insulating “lobes” are triangular in shape with μc=t⊥ ¼ '1
and the SC is replaced by a metal [see Fig. 6(a) in
Appendix A].
Next, consider the “atomic” limit t ¼ 0, for which the

lattice breaks up into disconnected (vertical) rungs. We
solve in Appendix B the two-site Hubbard model on a rung
for arbitrary t⊥ and jUj. For n ¼ 1, there is a crossover from
a fermionic insulator to a bosonic insulator at jUj=t⊥ ≃ 2.
For jUj=t⊥ < 2, the lowest energy excitation is a single
fermion (particle or hole), so the ground state is a fermionic
insulator. On the other hand, for jUj=t⊥ > 2, the lowest
energy excitation is a pair of fermions. In the large U limit,
the ground state is a Mott insulator of bosons, with one

boson per rung. Turning on a small hopping t, the system is
effectively described by the Bose-Hubbard model on a
triangular lattice with one boson per “site.”
At t ¼ 0, we also find that the extent of the n ¼ 1

insulating phase, ð−μc; μcÞ in Fig. 1(b), is reduced with
increasing jUj=t⊥. Thus, the n ¼ 0 and 2 lobes grow in size
relative to n ¼ 1 as jUj=t⊥ increases. We note that the
description of the atomic limit phases as “insulators” is
justified given that the gap is robust to turning on a small
t ≠ 0 hopping (see Appendix C). The nature of the charge
gap in the insulator changes across the crossover: in the
Fermi insulator it is determined by “charge e” excitations,
while in the Bose insulator it is determined by “charge 2e”
excitations, as explained above.

IV. PAIRING INSTABILITY IN THE INSULATOR

We next describe a weak-coupling theory for the
dominant instability in the band insulator as we turn on
an attraction jUj. The q ¼ 0 pairing susceptibility in the
ladder approximation is given by χðωÞ ¼ ½χ−10 ðωÞ − jUj&−1,
with χ0ðωÞ ¼ N−1P

kð1 − 2fkÞ=ð2εk − ω − i0þÞ. Here,
N is the number of lattice sites, fk is the Fermi function,
and εk ¼ ε0k − μH includes the Hartree shift μH ¼
jUjðn − 1Þ=2. We analyze the problem for n ¼ 1, choosing
μ in the insulator so that we take a trajectory in Fig. 1(a) that
goes through the tip of the lobe. (This choice of chemical
potential is described in Appendix D.)
The divergence of χ ≡ χðω ¼ 0Þ at the SIT is shown in

Fig. 2. We tune through the SIT by varying t=t⊥, which
controls the gap in the band structure, keeping jUj=t⊥ fixed.
It is energetically favorable to create pairs of particles and
of holes when the gain in pair binding energy exceeds the
band gap. This triggers the SIT, a particle-particle channel
analog of exciton condensation in semiconductors [17,18].
The dynamical pair susceptibility χðωÞ exhibits a pole

at the two-particle gap ωpair. We see in Fig. 2 how ωpair, the
energy to insert a pair into the insulator, goes soft and
vanishes at the SIT. In the SC, where pairs can be inserted
into the condensate at no cost, ωpair ≡ 0. We show
below that the single-particle gap Eg remains finite across
the SIT.

V. MEAN-FIELD THEORY OF SC STATE

In the small jUj limit, we have a two-band super-
conductor, as becomes apparent in the results below;
see Fig. 3(b). We find it more convenient to analyze the
problem in the site basis, rather than the band basis, given
the local attraction. Symmetry implies that the pairing
amplitude is the same on the both layers, and is defined
by Δ ¼ jUj

P
ihci↑ci↓i=N. We find Δ and μ from the

mean-field equations 1=jUj ¼ N−1P
k tanhðEk=2TÞ=2Ek

and ðn − 1Þ=2 ¼ −N−1P
kðεk=2EkÞ tanhðEk=2TÞ. The

Hartree-shifted dispersion εk ¼ ε0k − μH determines the

0.0 0.1 0.2 0.3 0.4
0.0

0.2

0.4

0.6

0.8

1.0
FI BI BEC BCS

t t

en
er

gy
sc

al
es

t

1

pair

Eg

Eg0 Ds

FIG. 2. Mean-field theory (MFT) results across the T ¼ 0 SIT
in the attractive Hubbard model on a triangular lattice bilayer
(inset). The SIT is tuned by t=t⊥ at fixed filling n ¼ 1 and
attraction jUj=t⊥ ¼ 1.7. The inverse pairing susceptibility 1=χ
and gap to pair excitations ωpair in the insulator both vanish at
the SIT. The SC is characterized by a pairing amplitude Δ and
superfluid stiffness Ds, which also vanish at the SIT. The single-
particle energy gap Eg remains finite across the SIT: Eg ¼ E0

g in
the insulator, Eg ¼ ½ðE0

gÞ2 þ Δ2&1=2 in the BEC regime near the
SIT, and Eg ¼ Δ in the BCS regime.
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(6) The BCS-to-BEC crossover can be precisely iden-
tified by a change in the topology of the minimum
gap locus from a k-space contour (BCS) to a point in
k space (BEC). This leads to a gap-edge singularity
in the fermion density of states with an inverse
square-root divergence in the BCS regime but a
jump discontinuity (in 2D) in the BEC regime.

Wework with a half-filled attractive Hubbard model on a
triangular lattice bilayer; the reasons for this particular
choice of lattice are explained in detail below. Our results
are based on a variety of analytical approaches, including a
strong-coupling analysis about the atomic limit, a weak-
coupling analysis of the pairing instability in an insulator,
and mean-field theory (MFT). We also present numerical
results from determinant quantum Monte Carlo (DQMC)
simulations that are free of the fermion sign problem.

Before describing our work in detail, we comment on its
relationship with the classic paper by Nozières and Pistolesi
on “pairing across a semiconducting gap” [13]. They used
MFT and estimates of phase fluctuations to analyze super-
conductivity in a system with a band gap that separates two
bands, each with a constant density of states. Building on
their ideas, our work goes beyond their analysis in terms of
what we calculate and the methodology we use, and this
leads to new insights into the problem. Our explicit lattice
Hamiltonian permits us to use DQMC and is of a form that
can be realized in cold atom experiments. At the end of this
paper, we comment on the connection between our results
and other problems—such as the disorder-tuned SIT, the
superfluid-Mott transition for bosons, and the BCS-BEC
crossover in multiband systems.

II. MODEL

We begin by choosing a fermion Hamiltonian subject to
the constraints that it must support both a band-insulating
state as well as a superconducting state. First, we need at
least two sites (or orbitals) per unit cell to describe a
band insulator. Second, we must ensure that the attraction
needed for SC does not lead to other broken symmetries.
The attractive Hubbard model on a bipartite lattice has an
SU(2) symmetry at half filling, with a degeneracy between
SC and charge density waves (CDW) that leads to Tc ¼ 0
in 2D. To avoid this, we choose a nonbipartite lattice.
Finally, we want to tune the SIT at a fixed commensurate
filling. Away from this filling, the band insulator becomes a
metal, and we do not get an insulator-to-SC transition.
A simple model that meets these criteria is the attractive

Hubbard model on two coupled triangular lattices (inset of
Fig. 2) with the Hamiltonian

H ¼ −t
X

hiji∥σ
ðc†iσcjσ þ H:c:Þ − t⊥

X

hiji⊥σ
ðc†iσcjσ þ H:c:Þ

− μ
X

iσ

niσ − jUj
X

i

ðni↑ − 1=2Þðni↓ − 1=2Þ: ð1Þ

The spin σ ¼ ↑;↓ fermion operators at site i are c†iσ and ciσ,
with hopping t between in-plane neighbors hiji∥ and t⊥
between interlayer neighbors hiji⊥. The chemical potential
is μ, the local attraction is jUj, and niσ ¼ c†iσciσ .
Recently, the SIT has been studied [14] in an attractive

Hubbard model on a square lattice with near- and next-
near-neighbor hopping and a staggered (“ionic”) potential
to double the unit cell. This model differs from ours in that
it has one additional parameter and exhibits CDWorder in a
limiting case. Problems related to the SIT and the BCS-
BEC crossover have also been studied in Refs. [15,16].
However, the specific questions we address, the observ-
ables we calculate, and the methodology we use are
different from all these references.
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FIG. 1. Schematic phase diagrams at T ¼ 0. (a) The ðt; jUjÞ
phase diagram at density n ¼ 1 is based on mean-field theory at
small jUj=t⊥, on QMC for intermediate jUj=t⊥, on atomic limit
calculations near t=t⊥ ¼ 0, and strong-coupling arguments
at large jUj=t⊥; see text for details. The jUj ¼ 0 phase for
t=t⊥ > 2=9 is a metal. (b) In the ðt; μÞ phase diagram at fixed
jUj, the top, middle, and bottom insulating lobes correspond to
densities of n ¼ 2, 1, and 0 (vacuum), respectively. The Fermi
insulator (FI)–Bose insulator (BI) crossovers in (a) and (b) are
defined by the nature of the excitations, single fermion (charge
e) or pair (charge 2e), with the lowest gap. The BCS-BEC
crossover in the SC is determined by the location of the
minimum gap in k space; see text.
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Fig. 8 look so different from the more correct results shown
in Fig. 1(a).

2. Ordered state

In the superconducting state, there is a finite pairing
amplitude Δ ¼ ðjUj=NÞ

P
ihci↑ci↓i. We solve the mean-

field theory equations,

1=jUj ¼ N−1
X

k

tanhðEk=2TÞ=2Ek; ðD4Þ

ðn − 1Þ=2 ¼ −N−1
X

k

ðεk=2EkÞ tanhðEk=2TÞ; ðD5Þ

to find Δ and μ, where the Hartree-shifted dispersion
εk ¼ ε0k − μH determines the Bogoliubov quasiparticle
spectrum Ek ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
εk2 þ Δ2

p
. Using this we can calculate

the energy gap Eg ¼ minEk in the DOS NðωÞ for single-
particle excitations. (The k integrals over the 2D Brillouin
of the triangular lattice are performed by reducing them to
1D integrals using the exact density of states in terms of the
triangular lattice Green function.) The BEC-BCS boundary
[dotted black curves in Figs. 6(b) and 6(c)] is determined by
the criterion that the dispersion minimum occurs at k ¼ 0
in the BEC regime and at k ≠ 0 in the BCS regime.

3. Choice of chemical potential

We are interested in studying the superconductor-
insulator transition tuned by hopping t, rather than by
fermion density n. Thus, in the superconducting phase we
choose the chemical potential μ [according to Eq. (D5)]
such that the average density corresponds to half filling,
n ¼ 1. In the insulating phase, we choose μ such that the
two-particle excitation gap is particle-hole symmetric. In
other words, the energy cost of adding a pair of fermions,
ωe2 , is equal to the energy cost of removing a pair of
fermions, ωh2 . This choice of μ corresponds to the dashed

blue curve in Figs. 6(b) and 6(c), which bisects the n ¼ 1
insulator lobe and passes through the tip of the lobe. The
quantities in Fig. 2 are plotted for this choice of μ.
Note that the single-particle excitation gap Eg is not

particle-hole symmetric along this trajectory. The value of
Eg plotted in Fig. 2 corresponds to the smaller of the
particle gap and the hole gap, minðEe; EhÞ.
If one attempts to choose μ to make Ee ¼ Eh, one finds

that ωe2 ≠ ωh2 . This μðtÞ trajectory exits through the side
of the lobe rather than the tip of the lobe, representing a
density-tuned transition rather than a hopping-tuned one.

4. Strengths and limitations of MFT

MFT allows us to track the behavior of many quantities
(see Fig. 2) that are intuitively meaningful, but not
accessible in DQMC or other methods. For fixed, small
jUj and varying t, MFT gives a good idea of the general
behavior of various observables. Specifically, we can
understand the insulator-to-SC transition at fixed, small
U, where a change in the band structure (reduction in band
gap) causes χ0 to increase beyond 1=jUj and precipitates a
pairing instability.
However, MFT gives unreliable results as a function of

jUj, particularly at large jUj. We see this most clearly from
a comparison of the MFT phase diagram Fig. 8 with the
phase diagram of Fig. 1(a), which incorporates strong
coupling and DQMC inputs, namely, the existence of a
SIT at nonzero value of t=t⊥ at intermediate and large
values of jUj. Even at weak coupling, the MFT phase
boundary jUjcðtÞ for the SIT is a decreasing function of t,
whereas atomic limit and DQMC results suggest that it is an
increasing function, as shown in Fig. 1(a).
In MFT the interaction is decoupled exclusively in terms

of the order parameter. Hence, it fails to capture important
correlations in the insulating state. In the atomic limit
(t ¼ 0), as jUj increases, the ground state wave function
adjusts itself to take advantage of the attraction to produce a
binding energy. There is no superfluid state at t ¼ 0 (as
would have been predicted by MFT). In fact, the spurious
MFT phase transition as a function of jUj in Fig. 8 is
actually akin to the Fermi-to-Bose crossover in the insulat-
ing state in Fig. 1(a).
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(6) The BCS-to-BEC crossover can be precisely iden-
tified by a change in the topology of the minimum
gap locus from a k-space contour (BCS) to a point in
k space (BEC). This leads to a gap-edge singularity
in the fermion density of states with an inverse
square-root divergence in the BCS regime but a
jump discontinuity (in 2D) in the BEC regime.

Wework with a half-filled attractive Hubbard model on a
triangular lattice bilayer; the reasons for this particular
choice of lattice are explained in detail below. Our results
are based on a variety of analytical approaches, including a
strong-coupling analysis about the atomic limit, a weak-
coupling analysis of the pairing instability in an insulator,
and mean-field theory (MFT). We also present numerical
results from determinant quantum Monte Carlo (DQMC)
simulations that are free of the fermion sign problem.

Before describing our work in detail, we comment on its
relationship with the classic paper by Nozières and Pistolesi
on “pairing across a semiconducting gap” [13]. They used
MFT and estimates of phase fluctuations to analyze super-
conductivity in a system with a band gap that separates two
bands, each with a constant density of states. Building on
their ideas, our work goes beyond their analysis in terms of
what we calculate and the methodology we use, and this
leads to new insights into the problem. Our explicit lattice
Hamiltonian permits us to use DQMC and is of a form that
can be realized in cold atom experiments. At the end of this
paper, we comment on the connection between our results
and other problems—such as the disorder-tuned SIT, the
superfluid-Mott transition for bosons, and the BCS-BEC
crossover in multiband systems.

II. MODEL

We begin by choosing a fermion Hamiltonian subject to
the constraints that it must support both a band-insulating
state as well as a superconducting state. First, we need at
least two sites (or orbitals) per unit cell to describe a
band insulator. Second, we must ensure that the attraction
needed for SC does not lead to other broken symmetries.
The attractive Hubbard model on a bipartite lattice has an
SU(2) symmetry at half filling, with a degeneracy between
SC and charge density waves (CDW) that leads to Tc ¼ 0
in 2D. To avoid this, we choose a nonbipartite lattice.
Finally, we want to tune the SIT at a fixed commensurate
filling. Away from this filling, the band insulator becomes a
metal, and we do not get an insulator-to-SC transition.
A simple model that meets these criteria is the attractive

Hubbard model on two coupled triangular lattices (inset of
Fig. 2) with the Hamiltonian

H ¼ −t
X

hiji∥σ
ðc†iσcjσ þ H:c:Þ − t⊥

X

hiji⊥σ
ðc†iσcjσ þ H:c:Þ

− μ
X

iσ

niσ − jUj
X

i

ðni↑ − 1=2Þðni↓ − 1=2Þ: ð1Þ

The spin σ ¼ ↑;↓ fermion operators at site i are c†iσ and ciσ,
with hopping t between in-plane neighbors hiji∥ and t⊥
between interlayer neighbors hiji⊥. The chemical potential
is μ, the local attraction is jUj, and niσ ¼ c†iσciσ .
Recently, the SIT has been studied [14] in an attractive

Hubbard model on a square lattice with near- and next-
near-neighbor hopping and a staggered (“ionic”) potential
to double the unit cell. This model differs from ours in that
it has one additional parameter and exhibits CDWorder in a
limiting case. Problems related to the SIT and the BCS-
BEC crossover have also been studied in Refs. [15,16].
However, the specific questions we address, the observ-
ables we calculate, and the methodology we use are
different from all these references.
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FIG. 1. Schematic phase diagrams at T ¼ 0. (a) The ðt; jUjÞ
phase diagram at density n ¼ 1 is based on mean-field theory at
small jUj=t⊥, on QMC for intermediate jUj=t⊥, on atomic limit
calculations near t=t⊥ ¼ 0, and strong-coupling arguments
at large jUj=t⊥; see text for details. The jUj ¼ 0 phase for
t=t⊥ > 2=9 is a metal. (b) In the ðt; μÞ phase diagram at fixed
jUj, the top, middle, and bottom insulating lobes correspond to
densities of n ¼ 2, 1, and 0 (vacuum), respectively. The Fermi
insulator (FI)–Bose insulator (BI) crossovers in (a) and (b) are
defined by the nature of the excitations, single fermion (charge
e) or pair (charge 2e), with the lowest gap. The BCS-BEC
crossover in the SC is determined by the location of the
minimum gap in k space; see text.
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the onset of both jΔj2 and Ds as a function of t=t⊥ at
fixed jUj=t⊥ ¼ 4. We find similar results at jUj=t⊥ ¼ 3
(not shown).
We see thatDs increases monotonically with t=t⊥, but Ps

exhibits nonmonotonic behavior, similar to the MFT results
for Δ, which we can understand as follows. In the BEC
regime, close to the SIT, the order parameter Δ increases
with t=t⊥, however, eventually the increase in bandwidth
leads to a smaller normal-state DOS, and the BCS Δ
decreases.
Determining the universal critical exponents at the

SIT would require careful finite-size scaling of the
DQMC data, which is beyond the scope of this paper,
where we focus on establishing the nature of the phases.
Note that the MFT results in Fig. 2 exhibit mean-field
exponents Δ ∼ δ1=2 and Ds ∼ δ, where δ is the deviation of
the tuning parameter t=t⊥ from its critical value.
Finally, we show in Fig. 5 that the persistence of a finite

single-particle gap Eg from the insulator to the SC is not
an artifact of MFT, and is clearly seen in the DQMC results
for the DOS. The DOS NðωÞ is obtained from analytic
continuation of DQMC data using the maximum entropy
method [29]. A detailed analysis of our DQMC results will
be presented elsewhere.

IX. COMPARISON WITH OTHER SIT PROBLEMS

We compare the results and insights obtained above with
other systems that exhibit a SIT. Specifically, we discuss

(i) the Mott insulator to superfluid transition in the BHM
and (ii) the SIT in a system of disordered fermions.

(i) The SIT in a fermionic system we discuss here shows
surprising similarities with the boson superfluid-Mott
transition [1] experimentally realized in optical latti-
ces [2]. The critical behavior at the SIT in our model
is expected to be in the same universality class as
the BHM. It is, however, remarkable that the phase
diagrams of the two models in the ðμ; tÞ plane are also
similar [see Fig. 1(b)] even though, for small jUj, our
fermionic system cannot be mapped onto bosons.

In the large jUj limit, an important difference from
the standard BHM is that our model maps onto a
system of bosons with density nb ¼ 1=2 per site
(corresponding to the fermion density of n ¼ 1).
Naively, one might have thought that one needs an
integer boson filling to obtain an insulator. However,
our analysis shows that our large jUj bosons live on
rungs rather than on sites, and, hence, the bilayer
model does have a bosonic insulating phase.

(ii) Next, we compare the results of our disorder-
free (“clean”) fermonic SIT with the well-known
problem of strongly disordered 2D SCs. There is a

FIG. 4. DQMC results across the SIT for L × L × 2 bilayer
systems with jUj=t⊥ ¼ 4 at T ¼ 0.0803t⊥. (a) q ¼ 0 pairing
structure factor Ps (see text) and (b) superfluid stiffness Ds.

FIG. 5. DQMC density of states NðωÞ, calculated using the
maximum entropy method, clearly shows the persistence of
the single-particle energy gap across the SIT from the
insulator to the SC. The dashed black line indicates the
SIT. (a) False-color plot of NðωÞ as a function of t=t⊥ on a
12 × 12 × 2 bilayer with jUj=t⊥ ¼ 4 and T ¼ 0.0803t⊥.
(b) NðωÞ for specific values of t=t⊥.
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the onset of both jΔj2 and Ds as a function of t=t⊥ at
fixed jUj=t⊥ ¼ 4. We find similar results at jUj=t⊥ ¼ 3
(not shown).
We see thatDs increases monotonically with t=t⊥, but Ps

exhibits nonmonotonic behavior, similar to the MFT results
for Δ, which we can understand as follows. In the BEC
regime, close to the SIT, the order parameter Δ increases
with t=t⊥, however, eventually the increase in bandwidth
leads to a smaller normal-state DOS, and the BCS Δ
decreases.
Determining the universal critical exponents at the

SIT would require careful finite-size scaling of the
DQMC data, which is beyond the scope of this paper,
where we focus on establishing the nature of the phases.
Note that the MFT results in Fig. 2 exhibit mean-field
exponents Δ ∼ δ1=2 and Ds ∼ δ, where δ is the deviation of
the tuning parameter t=t⊥ from its critical value.
Finally, we show in Fig. 5 that the persistence of a finite

single-particle gap Eg from the insulator to the SC is not
an artifact of MFT, and is clearly seen in the DQMC results
for the DOS. The DOS NðωÞ is obtained from analytic
continuation of DQMC data using the maximum entropy
method [29]. A detailed analysis of our DQMC results will
be presented elsewhere.

IX. COMPARISON WITH OTHER SIT PROBLEMS

We compare the results and insights obtained above with
other systems that exhibit a SIT. Specifically, we discuss

(i) the Mott insulator to superfluid transition in the BHM
and (ii) the SIT in a system of disordered fermions.

(i) The SIT in a fermionic system we discuss here shows
surprising similarities with the boson superfluid-Mott
transition [1] experimentally realized in optical latti-
ces [2]. The critical behavior at the SIT in our model
is expected to be in the same universality class as
the BHM. It is, however, remarkable that the phase
diagrams of the two models in the ðμ; tÞ plane are also
similar [see Fig. 1(b)] even though, for small jUj, our
fermionic system cannot be mapped onto bosons.

In the large jUj limit, an important difference from
the standard BHM is that our model maps onto a
system of bosons with density nb ¼ 1=2 per site
(corresponding to the fermion density of n ¼ 1).
Naively, one might have thought that one needs an
integer boson filling to obtain an insulator. However,
our analysis shows that our large jUj bosons live on
rungs rather than on sites, and, hence, the bilayer
model does have a bosonic insulating phase.

(ii) Next, we compare the results of our disorder-
free (“clean”) fermonic SIT with the well-known
problem of strongly disordered 2D SCs. There is a

FIG. 4. DQMC results across the SIT for L × L × 2 bilayer
systems with jUj=t⊥ ¼ 4 at T ¼ 0.0803t⊥. (a) q ¼ 0 pairing
structure factor Ps (see text) and (b) superfluid stiffness Ds.

FIG. 5. DQMC density of states NðωÞ, calculated using the
maximum entropy method, clearly shows the persistence of
the single-particle energy gap across the SIT from the
insulator to the SC. The dashed black line indicates the
SIT. (a) False-color plot of NðωÞ as a function of t=t⊥ on a
12 × 12 × 2 bilayer with jUj=t⊥ ¼ 4 and T ¼ 0.0803t⊥.
(b) NðωÞ for specific values of t=t⊥.
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(6) The BCS-to-BEC crossover can be precisely iden-
tified by a change in the topology of the minimum
gap locus from a k-space contour (BCS) to a point in
k space (BEC). This leads to a gap-edge singularity
in the fermion density of states with an inverse
square-root divergence in the BCS regime but a
jump discontinuity (in 2D) in the BEC regime.

Wework with a half-filled attractive Hubbard model on a
triangular lattice bilayer; the reasons for this particular
choice of lattice are explained in detail below. Our results
are based on a variety of analytical approaches, including a
strong-coupling analysis about the atomic limit, a weak-
coupling analysis of the pairing instability in an insulator,
and mean-field theory (MFT). We also present numerical
results from determinant quantum Monte Carlo (DQMC)
simulations that are free of the fermion sign problem.

Before describing our work in detail, we comment on its
relationship with the classic paper by Nozières and Pistolesi
on “pairing across a semiconducting gap” [13]. They used
MFT and estimates of phase fluctuations to analyze super-
conductivity in a system with a band gap that separates two
bands, each with a constant density of states. Building on
their ideas, our work goes beyond their analysis in terms of
what we calculate and the methodology we use, and this
leads to new insights into the problem. Our explicit lattice
Hamiltonian permits us to use DQMC and is of a form that
can be realized in cold atom experiments. At the end of this
paper, we comment on the connection between our results
and other problems—such as the disorder-tuned SIT, the
superfluid-Mott transition for bosons, and the BCS-BEC
crossover in multiband systems.

II. MODEL

We begin by choosing a fermion Hamiltonian subject to
the constraints that it must support both a band-insulating
state as well as a superconducting state. First, we need at
least two sites (or orbitals) per unit cell to describe a
band insulator. Second, we must ensure that the attraction
needed for SC does not lead to other broken symmetries.
The attractive Hubbard model on a bipartite lattice has an
SU(2) symmetry at half filling, with a degeneracy between
SC and charge density waves (CDW) that leads to Tc ¼ 0
in 2D. To avoid this, we choose a nonbipartite lattice.
Finally, we want to tune the SIT at a fixed commensurate
filling. Away from this filling, the band insulator becomes a
metal, and we do not get an insulator-to-SC transition.
A simple model that meets these criteria is the attractive

Hubbard model on two coupled triangular lattices (inset of
Fig. 2) with the Hamiltonian

H ¼ −t
X

hiji∥σ
ðc†iσcjσ þ H:c:Þ − t⊥

X

hiji⊥σ
ðc†iσcjσ þ H:c:Þ

− μ
X

iσ

niσ − jUj
X

i

ðni↑ − 1=2Þðni↓ − 1=2Þ: ð1Þ

The spin σ ¼ ↑;↓ fermion operators at site i are c†iσ and ciσ,
with hopping t between in-plane neighbors hiji∥ and t⊥
between interlayer neighbors hiji⊥. The chemical potential
is μ, the local attraction is jUj, and niσ ¼ c†iσciσ .
Recently, the SIT has been studied [14] in an attractive

Hubbard model on a square lattice with near- and next-
near-neighbor hopping and a staggered (“ionic”) potential
to double the unit cell. This model differs from ours in that
it has one additional parameter and exhibits CDWorder in a
limiting case. Problems related to the SIT and the BCS-
BEC crossover have also been studied in Refs. [15,16].
However, the specific questions we address, the observ-
ables we calculate, and the methodology we use are
different from all these references.
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FIG. 1. Schematic phase diagrams at T ¼ 0. (a) The ðt; jUjÞ
phase diagram at density n ¼ 1 is based on mean-field theory at
small jUj=t⊥, on QMC for intermediate jUj=t⊥, on atomic limit
calculations near t=t⊥ ¼ 0, and strong-coupling arguments
at large jUj=t⊥; see text for details. The jUj ¼ 0 phase for
t=t⊥ > 2=9 is a metal. (b) In the ðt; μÞ phase diagram at fixed
jUj, the top, middle, and bottom insulating lobes correspond to
densities of n ¼ 2, 1, and 0 (vacuum), respectively. The Fermi
insulator (FI)–Bose insulator (BI) crossovers in (a) and (b) are
defined by the nature of the excitations, single fermion (charge
e) or pair (charge 2e), with the lowest gap. The BCS-BEC
crossover in the SC is determined by the location of the
minimum gap in k space; see text.
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2 Predictions:

• Topology of “Minimum Gap Locus”–
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• Gap-edge singularity in DOS – tunneling
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insulator?
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FIG. 3. (a) Left panel: T ! 0 spectral gap Egap and order
parameter DOP (see text) as functions of disorder V . The
two coincide for small V but become very different at large
disorder. (b) Right panel: Gray-scale plot showing the spatial
variation of D!ri" for the same disorder configuration with
different V . Larger D!ri"’s are indicated by darker shades.
Note the spatially correlated structures at V ! 2t with “SC
islands” separated by a “sea” of nearly vanishing D’s.

off-diagonal long range order parameter DOP is de-
fined by the (disorder averaged) correlation function
#c

y
i"c

y
i#cj#cj"$ ! D2

OP%jUj2 for large jri 2 rjj. From
Fig. 3(a) we see that DOP is the same as the spectral gap
(and both equal the uniform pairing amplitude) for small
disorder, as expected from BCS theory. However beyond
a certain V the two quantities deviate from each other: in
contrast to the spectral gap, the order parameter decreases
with increasing disorder (we find that DOP &

R
dD 3

DP!D", i.e., the average value of the pairing amplitude).
The superfluid stiffness D0

s is given by [14] D0
s %p !

#2kx$ 2 Lxx!qx ! 0, qy ! 0, v ! 0". The diamagnetic
term #2kx$ is one-half (in 2D) the kinetic energy #2K $,
and the paramagnetic term Lxx is the (disorder averaged)
transverse current-current correlation function. We have
also checked that the charge stiffness D0 is equal to D0

s .
[D0 is the strength of the delta function in s!v", and
given in terms of Lxx!q ! 0, v ! 0" [14].]
The D0

s calculated within BdG theory shows a large
reduction [15] by 2 orders of magnitude with increasing
disorder; see Fig. 4. We see that for U ! 22t, at V ! 0,
D0

s ¿ Egap , characteristic of weak coupling BCS theory,
where the vanishing of the gap determines Tc, while
for U ! 24t, D0

s and Egap are comparable at V ! 0,
indicative of an intermediate coupling regime [16] where
thermal phase fluctuations are important for determining
Tc [17]. However, for all jUj%t, we always find D0

s ø
Egap at large disorder, and thus phase fluctuations have to
be taken into account. In fact, the reason why D0

s is not
driven to zero at large V within the BdG framework is
due to the neglect of these fluctuations.

FIG. 4. The T ! 0 BdG superfluid stiffness D0
s and the

spectral gap Egap plotted as a function of disorder strength for
two different values of attraction jUj. Note that irrespective of
whether D0

s is larger than or comparable to Egap at V ! 0, the
gap persists with increasing disorder while stiffness decreases.

To make a rough estimate of the effect of phase fluctua-
tions about the inhomogeneous BdG state we use a quan-
tum XY model with an effective Hamiltonian [1] Hu !

2!k%8"
P

j
"u2

j 1 !D0
s %4"

P
# jk$ cos!uj 2 uk", whose pa-

rameters are obtained from the preceding analysis: the bare
D0

s is the BdG superfluid stiffness and k ! dn%dm is
the BdG compressibility. The large reduction in dn%dm
with disorder seen in Fig. 5(a) can be understood qualita-
tively at large V in terms of the charging energy of the SC
islands. Note that, in this simplified description using Hu ,
we ignore the inhomogeneity in the local bare stiffness and
charging energies.
We use a variational approximation [18] to estimate

the renormalized superfluid stiffness Ds ! Ds!k, D0
s ",

by finding the best harmonic Htrial ! 2!k%8"
P

j
"u2

j 1
!Ds%8"

P
# jk$!uj 2 uk"2, which describes Hu . The phase

variables ui are assumed to live on a lattice with lattice
constant set by the BdG coherence length j0. For U !

24t we choose j0 & 1.8 [19] by demanding that the
renormalized Ds at V ! 0 agrees with that obtained from
quantum Monte Carlo (QMC) [20] (Ds%p & 0.45t) for
the pure case.
We now calculate the renormalized Ds as a function

of disorder, using the V -dependent k and D0
s from the

BdG analysis as input and keeping j0 fixed (details will
be presented elsewhere [13]). As shown in Fig. 5(b), Ds

is driven to zero beyond a critical disorder Vc which is
in very reasonable agreement with QMC [20]. Thus a
transition to a non-SC (insulating) state is indeed obtained
by incorporating the effects of phase fluctuations about the
inhomogeneous BdG state.
We emphasize that the finite spectral gap obtained

in the BdG analysis at large V will survive inclusion
of phase fluctuations, since this gap is related to the
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Single-particle spectra. We show in Fig. 2 the disorder and
temperature dependence of the DOS N (!). Figure 2a,b shows the
evolution with disorder at a very low temperature T = 0.1. The gap
!dos clearly remains finite in both superconducting and insulating
states, a counterintuitive observation that agrees qualitatively with
BdG results14,15. In contrast, the coherence peaks diminish with
increasingV and disappear near the SIT atVc ⇡1.6.

Figure 2c,d shows the temperature evolution of N (!) at weak
disorder V <Vc. Unlike in BCS theory, the hard SC gap does not
close with increasing T . Instead, the coherence peaks gradually
disappear as the temperature increases across Tc. Above Tc, the gap
gradually fills up, with a pseudogap persistingwell aboveTc.

The temperature evolution of N (!) at strong disorder V > Vc
is shown in Fig. 2e,f. Here the ground state is an insulator with a
hard gap and little evidence for coherence peaks, and the pseudogap
persists up to an even higher temperature.

Two-particle spectra. Given that we find an insulator with a
single-particle gap, what is the energy scale that vanishes on
approaching the quantum critical point from the insulating side?
We propose that it is the typical energy for a two-particle
excitation in the insulator. To access this scale, we examine the
pair susceptibility P(!) obtained by analytical continuation of
the correlation function P(⌧ ) = P

R

hT⌧F(R;⌧ )F †(R;0)i, where
F(R,⌧ )= c

R#(⌧ )cR"(⌧ ). ThusP(⌧ ) is the amplitude for a pair created
at a site R at ⌧ = 0 to be found at the same site at a later time
⌧ . We find that in the insulating phase P(⌧ ) decays exponentially,
which allows us to define !pair, the characteristic energy scale for
two-particle excitations.

In Fig. 3 we show the imaginary part of the pair susceptibility
P 00(!)/! for three disorder strengths. At weak disorder P 00(!)/! is
very large at low!, whereas at strong disorder it has a clear two-peak
structure with a characteristic energy scale !pair. This dominant
scale represents the typical energy required to insert a pair into the
system. We find that !pair collapses to zero at the SIT because there
is no cost for inserting a pair into a condensate.

At sufficiently small energies our insulating state is similar
to a Bose glass, in which rare regions28 give rise to a very
small but non-zero spectral weight in P 00(!)/! at low energies.
Such Griffiths–McCoy–Wu singularities can be very difficult to
pin down in numerical simulations and even experimentally.
Nevertheless, we do indeed see some signs of low-energy spectral
weight in, for example, Fig. 3b. In this paper, however, we focus
on the most salient features in P 00(!)/!. These are the peaks
at ±!pair, which imply that the typical energy cost to insert a
pair is finite.

Local probes. In Fig. 4 we track the behaviour of various local
quantities with increasing disorder strength V . We show the LDOS
N (R,!) at representative points, maps of the spatial variation of
the density n(R), and the BdG pairing amplitude 1op(R)= hc

R#cR"i
(which cannot be computed in QMC). We see that the system
becomes increasingly inhomogeneous with increasing disorder as
we move from left to right in Fig. 4. The SIT occurs owing to loss
of phase coherence between superconducting islands, seen as blue
patches in themap of the pairing amplitude1op(R).

We predict experimentally measurable signatures of the local
density and pairing amplitude in the LDOS N (R,!). Let us focus
on three representative sites R

1

, R
2

, and R

3

. At moderate and
strong disorder, R

1

is located on a potential hill, with a low density
n(R

1

)⇡ 0 and a negligible pairing amplitude 1op(R1

)⇡ 0. Thus the
LDOS atR

1

is highly asymmetric, withmost of the spectral weight at
! > 0, for adding an electron. In contrast, R

3

is in a potential well,
with a high density n(R

3

) ⇡ 2 and a negligible pairing amplitude
1op(R3

)⇡ 0. Thus R
3

also has a highly asymmetric LDOS, but with
most of the spectral weight at ! < 0, for removing an electron.
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Figure 3 | Imaginary part of the dynamical pair susceptibility. P00(!)/! at
T= 0.1t, averaged over 10 disorder realizations at three disorder strengths.
Error bars represent variations between disorder realizations. For V<Vc,
there is a large peak at ! = 0, indicating zero energy cost to insert a pair
into the SC. For V>Vc, there is a gap-like structure with an energy scale
!pair, the typical energy required to insert a pair into the insulator, which
increases with V.

We believe that MEM correctly captures the gap, coherence peaks,
and integrated spectral asymmetry (tested by sum rules); it is much
less reliable for high-energy spectral features, which are in any case
irrelevant for our purposes.

Finally, R
2

lies in a superconducting island close to half-filling,
n(R

2

) ⇡ 1, which permits particle–hole mixing, and therefore a
large pairing amplitude 1op(R2

). The LDOS at R
2

is much more
symmetrical, with large coherence peaks that persist across the SIT
and even in the insulating state. Note that all the LDOS curves
have a clear gap. We thus find that symmetrical coherence peaks
in the LDOS, and not the local energy gap, are a clear experimental
signature of a local pairing amplitude, which is difficult to probe by
other means.

Discussion
We now discuss our results in light of existing theories. We
have ignored the renormalization of the effective interaction
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Single-particle spectra. We show in Fig. 2 the disorder and
temperature dependence of the DOS N (!). Figure 2a,b shows the
evolution with disorder at a very low temperature T = 0.1. The gap
!dos clearly remains finite in both superconducting and insulating
states, a counterintuitive observation that agrees qualitatively with
BdG results14,15. In contrast, the coherence peaks diminish with
increasingV and disappear near the SIT atVc ⇡1.6.

Figure 2c,d shows the temperature evolution of N (!) at weak
disorder V <Vc. Unlike in BCS theory, the hard SC gap does not
close with increasing T . Instead, the coherence peaks gradually
disappear as the temperature increases across Tc. Above Tc, the gap
gradually fills up, with a pseudogap persistingwell aboveTc.

The temperature evolution of N (!) at strong disorder V > Vc
is shown in Fig. 2e,f. Here the ground state is an insulator with a
hard gap and little evidence for coherence peaks, and the pseudogap
persists up to an even higher temperature.

Two-particle spectra. Given that we find an insulator with a
single-particle gap, what is the energy scale that vanishes on
approaching the quantum critical point from the insulating side?
We propose that it is the typical energy for a two-particle
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pair susceptibility P(!) obtained by analytical continuation of
the correlation function P(⌧ ) = P

R

hT⌧F(R;⌧ )F †(R;0)i, where
F(R,⌧ )= c

R#(⌧ )cR"(⌧ ). ThusP(⌧ ) is the amplitude for a pair created
at a site R at ⌧ = 0 to be found at the same site at a later time
⌧ . We find that in the insulating phase P(⌧ ) decays exponentially,
which allows us to define !pair, the characteristic energy scale for
two-particle excitations.

In Fig. 3 we show the imaginary part of the pair susceptibility
P 00(!)/! for three disorder strengths. At weak disorder P 00(!)/! is
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system. We find that !pair collapses to zero at the SIT because there
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at ±!pair, which imply that the typical energy cost to insert a
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Local probes. In Fig. 4 we track the behaviour of various local
quantities with increasing disorder strength V . We show the LDOS
N (R,!) at representative points, maps of the spatial variation of
the density n(R), and the BdG pairing amplitude 1op(R)= hc

R#cR"i
(which cannot be computed in QMC). We see that the system
becomes increasingly inhomogeneous with increasing disorder as
we move from left to right in Fig. 4. The SIT occurs owing to loss
of phase coherence between superconducting islands, seen as blue
patches in themap of the pairing amplitude1op(R).

We predict experimentally measurable signatures of the local
density and pairing amplitude in the LDOS N (R,!). Let us focus
on three representative sites R

1
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2

, and R

3
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strong disorder, R
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n(R

1

)⇡ 0 and a negligible pairing amplitude 1op(R1

)⇡ 0. Thus the
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with a high density n(R
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We believe that MEM correctly captures the gap, coherence peaks,
and integrated spectral asymmetry (tested by sum rules); it is much
less reliable for high-energy spectral features, which are in any case
irrelevant for our purposes.

Finally, R
2

lies in a superconducting island close to half-filling,
n(R

2

) ⇡ 1, which permits particle–hole mixing, and therefore a
large pairing amplitude 1op(R2

). The LDOS at R
2

is much more
symmetrical, with large coherence peaks that persist across the SIT
and even in the insulating state. Note that all the LDOS curves
have a clear gap. We thus find that symmetrical coherence peaks
in the LDOS, and not the local energy gap, are a clear experimental
signature of a local pairing amplitude, which is difficult to probe by
other means.

Discussion
We now discuss our results in light of existing theories. We
have ignored the renormalization of the effective interaction
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Local gap and Local superfluid density

show inhomogeneities on mesoscopic spatial scales.
Typical local tunneling data are shown in Fig. 1(b). In
contrast with earlier macroscopic tunneling studies per-
formed with lithographed junctions on bismuth films
[21], our local STM measurements systematically showed
fully gapped shapes for any degree of disorder indicating
the absence of quasiparticles at the Fermi level. These
BCS-like spectra at low energy allowed us to extract !
values which were significantly reduced as compared to
!bulk ¼ 730 !eV in bulk TiN [22]. Yet, spectra taken at
different positions on the surface give different values of!.
This evidences that the superconducting state is spatially
inhomogeneous.

The top panel of Fig. 2 presents the spatial map of
superconducting gap ! measured over the 200"
150 nm2 area with a pitch of 3.3 nm. The characteristic

scale of the inhomogeneity is estimated as a few tens of
nanometers. The measured 2700 spectral gap amplitudes

give a Gaussian distribution with an average value "! ¼
265 !eV and a standard deviation " ¼ 11 !eV. The spa-
tial fluctuations are straightforwardly seen in the bottom
panel of Fig. 2 displaying a color map of 256 LDOS spectra
measured on TiN2 every 11.7 nm along a straight line.
Note that spectra are symmetric with respect to voltage

direction. We find "! ¼ 220 !eV and " ¼ 13 !eV. In
TiN3, probably because of the plasma etching, the surface
did not suit for spatially regular STS measurements.
Therefore we performed point-contact spectroscopy, the
STM tip gently touching the surface sample. From the
30 BCS-like spectra, we obtained the magnitudes of the
gap scattered in the interval from 125 to 215 !eV, with an
average "! ¼ 160 !eV. For the three samples, every spec-
tra measured in the scanning window of 3" 3 !m2 dis-
played gaps consistent with the evaluated distribution. All
of the data are summarized in Table I. They show an
unusually large (as compared to the BCS-predicted

1.76 value) "!=kBTc ratio and an increasing relative stan-

dard deviation "= "! with disorder.

TABLE I. Sample characteristics: R300—resistance per square
at 300 K. Tc—critical temperature determined from the quantum
correction fits. "!—average value of the superconducting gap.
"—standard deviation of the superconducting gap.

R300 k# Tc K "! !eV " !eV "= "! "!=kBTc

TiN1 2.45 1.3 265 11 0.04 2.37
TiN2 2.7 1.0 220 13 0.06 2.55
TiN3 3.5 0.45 160 # # # # # # 4.13
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FIG. 2 (color online). Top: The color map of spatial fluctua-
tions of ! on TiN1. Inhomogeneities of the superconducting
properties show up on a scale of a few tens of nanometers.
Bottom: Spectra measured along a straight line on TiN2. The
BCS-like LDOS fluctuates symmetrically around the Fermi
level.

FIG. 1 (color online). (a) Sheet resistance Rh versus tempera-
ture for three samples. The solid lines are fits according to
localization-interaction and superconducting fluctuations correc-
tions. The legend of panel (a) describes the two panels.
(b) Normalized differential tunneling conductance measured at
T ¼ 50 mK (dots). Spectra are shifted for clarity. The BCS fits
(solid lines) were calculated with the following parameters:
TiN1—! ¼ 260 !eV and an effective temperature Teff ¼
0:25 K; TiN2—! ¼ 225 !eV and Teff ¼ 0:32 K; TiN3—! ¼
154 !eV and Teff ¼ 0:35 K.
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Figure 1 | Coherent versus incoherent Cooper pairing revealed by local tunnelling spectroscopy. a–d, T-evolutions of the local tunnelling conductance G
characterized by the presence (a,c) or absence (b,d) of superconducting coherent peaks. Both sets of data were measured, at a fixed location, in a
low-disorder sample (a,c) and in a high-disorder sample (b,d). The black dashed lines show the spectra measured at Tc. a,b, Set of spectra for selected
temperatures equal to a fraction of the low-T spectral gap. The spectral gap values are �= 560 µeV and �= 500 µeV for a and b respectively (see the
Methods section). c,d, Three-dimensional view of the same data versus temperature and bias voltage.

with half flux-quantum periodicity in insulating Bi films patterned
with a honeycomb array of holes33,34. Finally, recent tunnelling
results on superconducting TiN films35 can be reinterpreted as
showing the precursor of the Cooper-pair localization. Although
these observations are in agreement with the presence of preformed
Cooper pairs at the SIT (ref. 30), they constitute only indirect
evidence for their existence.

The existence of Cooper pairs at short length scales is more
directly revealed by the observation of a superconducting gap
in the density of states10,36 (DOS) using scanning tunnelling
microscope (STM) spectroscopy37. In good BCS superconductors,
global coherence sets in at Tc. Below Tc, a DOS suppression
begins below the gap energy, �, and the lost spectral weight
appears as distinct peaks at �. These ‘coherence’ peaks are closely
linked to the emergence of a long-range superconducting state.
In the case of preformed Cooper pairs without global coherence,
it is theoretically expected16,30 that the spectrum will remain
gapped but the coherence peaks will be missing. Only when global
superconductivity sets-in, the coherence peaks re-emerge. The
height of these coherence peaks is predicted to fluctuate strongly
from one location to another.

Here, we report on a systematic spectroscopic study of the local
properties of superconductivity in highly disordered amorphous
InO films close to the SIT. Our results, obtained using an STM
mounted in a custom-made dilution refrigerator capable of a base
temperature of 50mK, provide the first direct evidence for the
existence of preformed Cooper pairs along with their localization in
the vicinity of SIT in homogeneously disordered films.

Localization of preformed Cooper pairs
The main feature of our results is the existence of two qualitatively
different T -evolutions of the DOS spectra illustrated in Fig. 1a,b.
Although the spectrawere taken from two superconducting samples
characterized by a different level of disorder, in both samples one
can find locations that exhibit these types of T -evolution of the
spectra, albeit with a different probability.

For T > Tc (Tc is indicated by the black dashed trace in the
figures), both T -evolutions exhibit very similar behaviour with a
low-energy DOS suppression that deepens as T is lowered towards
Tc. A similar DOS suppression above Tc has been seen in other
superconductors37,38, in particular in TiN (ref. 39), and has been
dubbed the pseudogap.

As T is lowered further, the two sets of spectra evolve in
a distinctly different fashion. As coherence sets in at Tc, the
spectrum of Fig. 1a develops the familiar BCS coherence peaks
at �. As T is reduced below Tc the coherence peaks increase
in size whereas the DOS at E < � is suppressed further and
seems to vanish as T ! 0. In contrast, although a full gap does
develop in the spectrum of Fig. 1b, with a similar magnitude and
a vanishing DOS at low energy, the accompanying coherence peaks
are conspicuously absent. The contrast (below Tc) and similarities
(above Tc) between the two types of spectrum are highlighted
by the corresponding plots of Fig. 1c,d, where more complete
T -evolutions of the spectra are shown.

The similarity between the T -evolution (above Tc), as well as the
gap magnitude, of both types of spectrum indicates that they share
the same physical origin. As the unique shape of the BCS tunnelling

240 NATURE PHYSICS | VOL 7 | MARCH 2011 | www.nature.com/naturephysics

ARTICLES

NATURE PHYSICS DOI: 10.1038/NPHYS1892

0.01 × 
0.16 × 

0.40 × 
0.50 × 

0.60 × 
0.86 × 

Tc

¬1 0 1

V (mV)

V (mV) V (mV)

1.0

0.5

0
2

4
6T (K)

2

T (K)1
0

¬1

1.0

0.5G, 
no

rm
aliz

ed

1.5

0
¬1 0 1

V (mV)

1.0

0.5G, 
no

rm
aliz

ed

1.5

0

1.5

0

G, 
no

rm
aliz

ed 1.0

0.5

0

4
6 1

0
¬1

1.5

0

G, 
no

rm
aliz

ed

a b

c d

∆
∆

∆
∆
∆
∆

Figure 1 | Coherent versus incoherent Cooper pairing revealed by local tunnelling spectroscopy. a–d, T-evolutions of the local tunnelling conductance G
characterized by the presence (a,c) or absence (b,d) of superconducting coherent peaks. Both sets of data were measured, at a fixed location, in a
low-disorder sample (a,c) and in a high-disorder sample (b,d). The black dashed lines show the spectra measured at Tc. a,b, Set of spectra for selected
temperatures equal to a fraction of the low-T spectral gap. The spectral gap values are �= 560 µeV and �= 500 µeV for a and b respectively (see the
Methods section). c,d, Three-dimensional view of the same data versus temperature and bias voltage.

with half flux-quantum periodicity in insulating Bi films patterned
with a honeycomb array of holes33,34. Finally, recent tunnelling
results on superconducting TiN films35 can be reinterpreted as
showing the precursor of the Cooper-pair localization. Although
these observations are in agreement with the presence of preformed
Cooper pairs at the SIT (ref. 30), they constitute only indirect
evidence for their existence.

The existence of Cooper pairs at short length scales is more
directly revealed by the observation of a superconducting gap
in the density of states10,36 (DOS) using scanning tunnelling
microscope (STM) spectroscopy37. In good BCS superconductors,
global coherence sets in at Tc. Below Tc, a DOS suppression
begins below the gap energy, �, and the lost spectral weight
appears as distinct peaks at �. These ‘coherence’ peaks are closely
linked to the emergence of a long-range superconducting state.
In the case of preformed Cooper pairs without global coherence,
it is theoretically expected16,30 that the spectrum will remain
gapped but the coherence peaks will be missing. Only when global
superconductivity sets-in, the coherence peaks re-emerge. The
height of these coherence peaks is predicted to fluctuate strongly
from one location to another.

Here, we report on a systematic spectroscopic study of the local
properties of superconductivity in highly disordered amorphous
InO films close to the SIT. Our results, obtained using an STM
mounted in a custom-made dilution refrigerator capable of a base
temperature of 50mK, provide the first direct evidence for the
existence of preformed Cooper pairs along with their localization in
the vicinity of SIT in homogeneously disordered films.

Localization of preformed Cooper pairs
The main feature of our results is the existence of two qualitatively
different T -evolutions of the DOS spectra illustrated in Fig. 1a,b.
Although the spectrawere taken from two superconducting samples
characterized by a different level of disorder, in both samples one
can find locations that exhibit these types of T -evolution of the
spectra, albeit with a different probability.

For T > Tc (Tc is indicated by the black dashed trace in the
figures), both T -evolutions exhibit very similar behaviour with a
low-energy DOS suppression that deepens as T is lowered towards
Tc. A similar DOS suppression above Tc has been seen in other
superconductors37,38, in particular in TiN (ref. 39), and has been
dubbed the pseudogap.

As T is lowered further, the two sets of spectra evolve in
a distinctly different fashion. As coherence sets in at Tc, the
spectrum of Fig. 1a develops the familiar BCS coherence peaks
at �. As T is reduced below Tc the coherence peaks increase
in size whereas the DOS at E < � is suppressed further and
seems to vanish as T ! 0. In contrast, although a full gap does
develop in the spectrum of Fig. 1b, with a similar magnitude and
a vanishing DOS at low energy, the accompanying coherence peaks
are conspicuously absent. The contrast (below Tc) and similarities
(above Tc) between the two types of spectrum are highlighted
by the corresponding plots of Fig. 1c,d, where more complete
T -evolutions of the spectra are shown.

The similarity between the T -evolution (above Tc), as well as the
gap magnitude, of both types of spectrum indicates that they share
the same physical origin. As the unique shape of the BCS tunnelling
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Figure 1 | Coherent versus incoherent Cooper pairing revealed by local tunnelling spectroscopy. a–d, T-evolutions of the local tunnelling conductance G
characterized by the presence (a,c) or absence (b,d) of superconducting coherent peaks. Both sets of data were measured, at a fixed location, in a
low-disorder sample (a,c) and in a high-disorder sample (b,d). The black dashed lines show the spectra measured at Tc. a,b, Set of spectra for selected
temperatures equal to a fraction of the low-T spectral gap. The spectral gap values are �= 560 µeV and �= 500 µeV for a and b respectively (see the
Methods section). c,d, Three-dimensional view of the same data versus temperature and bias voltage.

with half flux-quantum periodicity in insulating Bi films patterned
with a honeycomb array of holes33,34. Finally, recent tunnelling
results on superconducting TiN films35 can be reinterpreted as
showing the precursor of the Cooper-pair localization. Although
these observations are in agreement with the presence of preformed
Cooper pairs at the SIT (ref. 30), they constitute only indirect
evidence for their existence.

The existence of Cooper pairs at short length scales is more
directly revealed by the observation of a superconducting gap
in the density of states10,36 (DOS) using scanning tunnelling
microscope (STM) spectroscopy37. In good BCS superconductors,
global coherence sets in at Tc. Below Tc, a DOS suppression
begins below the gap energy, �, and the lost spectral weight
appears as distinct peaks at �. These ‘coherence’ peaks are closely
linked to the emergence of a long-range superconducting state.
In the case of preformed Cooper pairs without global coherence,
it is theoretically expected16,30 that the spectrum will remain
gapped but the coherence peaks will be missing. Only when global
superconductivity sets-in, the coherence peaks re-emerge. The
height of these coherence peaks is predicted to fluctuate strongly
from one location to another.

Here, we report on a systematic spectroscopic study of the local
properties of superconductivity in highly disordered amorphous
InO films close to the SIT. Our results, obtained using an STM
mounted in a custom-made dilution refrigerator capable of a base
temperature of 50mK, provide the first direct evidence for the
existence of preformed Cooper pairs along with their localization in
the vicinity of SIT in homogeneously disordered films.

Localization of preformed Cooper pairs
The main feature of our results is the existence of two qualitatively
different T -evolutions of the DOS spectra illustrated in Fig. 1a,b.
Although the spectrawere taken from two superconducting samples
characterized by a different level of disorder, in both samples one
can find locations that exhibit these types of T -evolution of the
spectra, albeit with a different probability.

For T > Tc (Tc is indicated by the black dashed trace in the
figures), both T -evolutions exhibit very similar behaviour with a
low-energy DOS suppression that deepens as T is lowered towards
Tc. A similar DOS suppression above Tc has been seen in other
superconductors37,38, in particular in TiN (ref. 39), and has been
dubbed the pseudogap.

As T is lowered further, the two sets of spectra evolve in
a distinctly different fashion. As coherence sets in at Tc, the
spectrum of Fig. 1a develops the familiar BCS coherence peaks
at �. As T is reduced below Tc the coherence peaks increase
in size whereas the DOS at E < � is suppressed further and
seems to vanish as T ! 0. In contrast, although a full gap does
develop in the spectrum of Fig. 1b, with a similar magnitude and
a vanishing DOS at low energy, the accompanying coherence peaks
are conspicuously absent. The contrast (below Tc) and similarities
(above Tc) between the two types of spectrum are highlighted
by the corresponding plots of Fig. 1c,d, where more complete
T -evolutions of the spectra are shown.

The similarity between the T -evolution (above Tc), as well as the
gap magnitude, of both types of spectrum indicates that they share
the same physical origin. As the unique shape of the BCS tunnelling
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Figure 1 | Energy and temperature scales across SIT. The superconducting
Tc (blue dots) decreases to zero at the critical disorder strength Vc. The
single-particle gap !dos (black diamonds), obtained from the DOS shown in
Fig. 2, is large and finite in all states. The two-particle energy scale !pair

(red squares), obtained from the dynamical pair susceptibility shown in
Fig. 3, is non-zero in the insulator but vanishes at the SIT. The dashed
curves are guides to the eye; extracting critical exponents requires
finite-size scaling beyond the scope of this paper. The statistical error bars
in all the figures are dominated by disorder averaging and not from the
QMC. These results are obtained at fixed attraction |U| = 4 and average
density hni ⇡ 0.87 on 10 disorder realizations on 8⇥8 lattices. !pair and
!dos are calculated at the lowest accessible temperature, T= 0.1. For
specific parameter values, we have run extensive simulations that average
over 100 disorder realizations.

choose |U | = 4, so that the coherence length is within the system
size, and hni = 0.875. We have made extensive comparisons of the
QMC results with self-consistent BdG calculations, which take into
account only the spatial amplitude variations; see Supplementary
Information. These comparisons permit us to separate the effects of
amplitude inhomogeneity and phase fluctuations.

We compute frequency-dependent observables across the SIT
for the first time. The single-particle DOS, LDOS and the pair
susceptibility are obtained using the maximum entropy method
(MEM) for analytic continuation24,25. We have verified that these
results obey various sum rules to high precision, and that the
MEM correctly reproduces the low-energy structure of test spectra
as shown in the Supplementary Information. What gives us
confidence is that our central results on the single- and two-
particle gaps can be equally well estimated directly from the
exponential decay of the imaginary-time QMC data, without
recourse to the MEM.

Phase diagram. In Fig. 1 we summarize our key results for the
disorder dependence of various temperature and energy scales. As
the finite temperature transition is expected to be in the Berezinskii–
Kosterlitz–Thouless universality class, we estimate the critical
temperature Tc from the superfluid density ⇢s, calculated from the
transverse current correlator26,27. We note that this procedure on
finite systems provides an upper bound on the actual Tc in the
thermodynamic limit. As disorder strength V increases, Tc falls and
finally vanishes at the critical disorder Vc, which defines the SIT.
The single-particle energy gap!dos remains non-zero across the SIT,
whereas the two-particle energy scale !pair is finite in the insulator
and goes to zero at the transition. These gap scales are extracted
from the DOS and the dynamical pair susceptibility discussed in
detail below. Figure 1 can be interpreted as a phase diagram:Tc is the
superconducting transition temperature, !pair is a crossover scale
between the insulator and the quantum critical region, and !dos is
related to the pseudogap crossover scale described below.
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Figure 2 | The single-particle DOS. N(!) (upper panels) and representative spectra (lower panels) along three different cuts through the
temperature–disorder plane. a,b, Disorder dependence of N(!) at a fixed low temperature. A hard gap (black region) persists for all V above and below the
SIT (Vc ⇡ 1.6), but the coherence peaks (red) exist only in the SC state and not in the insulator. c,d, T-dependence of the N(!) for the superconductor
(V<Vc). The coherence peaks (red) visible in the SC state, vanish for T ⇠> Tc ⇡ 0.14. A disorder-induced pseudogap, with loss of low-energy spectral
weight, persists well above Tc. e,f, T-dependence of N(!) for the insulator (V>Vc). The hard insulating gap at low T evolves into a pseudogap at higher T.
No coherence peaks are observed at any T. All panels show data averaged over 10–100 disorder realizations.
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Figure 5 | Emergent granularity. a, Disorder realization V(R) on a 36⇥36 lattice at V= 3t. b, Local pairing amplitude 1op(R) from a BdG calculation at
|U| = 1.5t, T= 0, and n= 0.875. Note the emergent ‘granular’ structure where the pairing amplitude ‘self-organizes’ into superconducting islands on the
scale of the coherence length, even though the ‘homogeneous’ disorder potential in a varies on the scale of a lattice spacing. c, Local energy gap !dos(R)
from BdG, defined as the smallest energy at which the local DOS is non-zero (N(R,!) > 0.004). Note that this gap is finite everywhere and that the
smallest gaps occur on the SC islands defined by the largest pairing amplitude.

1op(R)= hc
R#cR"i generated in the presence of large disorder, as we

now explain.
We show in Fig. 5 that even for ‘homogeneous’ disorder, that

is, an uncorrelated random potential V (R) (Fig. 5a), the pairing
amplitude1op(R) exhibits an emergent ‘granular’ structure (shown
in Fig. 5b). The system self-organizes into superconducting islands,
on the scale of the coherence length, with finite1op(R), interspersed
with insulating regions where 1op(R) is negligible. The spatial
variations of spectral features (asymmetry and coherence peaks)
in this inhomogeneous state were already discussed above in
connection with Fig. 4.

The close connection between inhomogeneity and energy gaps
is made clear in Fig. 5b,c, which demonstrates two striking facts.
We see that (1) there is an energy gap in the LDOS at every site,
and (2) small gaps !dos(R) in the LDOS are spatially correlated with
large 1op(R) SC islands.

A simple way to understand these results is to use the pairing-
of-exact-eigenstates approach generalized to highly disordered
systems15. In the limit ofweak attraction, pairing leads to a gap in the
low-energy DOS in the underlying Anderson insulator and leads to
the islands with non-zero 1op and a small energy gap. On the other
hand, the insulating sea corresponds to the higher-energy strongly
localized states in the system.

From this perspective one can see that the gap !dos, observed
in the spatially average DOS, initially decreases with increasing
disorder owing to a reduction in the DOS near the chemical
potential in our model. (In a real material, the coupling will
also decrease29 with disorder.) However, at high disorder, the
gap grows (consistent with Fig. 1) like !dos ⇡ |U |/(2⇠ 2

loc), where
⇠loc is the single-particle localization length15. This is due to the
enhanced effective attraction between fermions confined to a
smaller localization volume ⇠ 2

loc.
The phase stiffness (or superfluid density) ⇢s(T = 0), on the

other hand, decreases monotonically with disorder as the SC
islands become smaller and the Josephson coupling between islands
becomes weaker. Thus, even if one starts with a weak-coupling
BCS superconductor with !dos ⌧ ⇢s, disorder will necessarily
drive it into the !dos � ⇢s regime. Eventually, quantum phase
fluctuations destroy long-range order at T = 0, leading to an
insulator with low-energy excitations that are pairs localized on
SC islands.

The low-⇢s regime on the SC side of the SIT leads to a finite-
temperature transition driven by thermal phase fluctuations30 with
Tc ⇠ ⇢s(0). The large energy gap then leads to a marked deviation
from conventional BCS theory, with a pairing pseudogap in the
the temperature range Tc ⇠< T ⇠< !dos. This pseudogap exists even
in the weak-coupling regime, provided one is close enough to the
SIT so that ⇢s ⌧ !dos.

Comparison with experiments. We describe the connection
between our predictions and experiments on the disorder-tuned
SIT in systems such as indium oxide, titanium nitride, and niobium
nitride films, forwhich our theory seems to be themost appropriate.
First, let us discuss the insulating side of the SIT. The existence of
a gap in the insulator implies activated transport, consistent with
earlymeasurements on amorphous InOx films5. Furthermore, there
is evidence for pairs on the insulating side of the transition8 in
specially patterned amorphous bismuth films.

Recent scanning tunnelling microscpy (STM) experiments are
directly relevant to our predictions on the superconducting side
of the SIT. Experiments on homogeneously disordered TiN films18
have shown that, whereas Tc goes to zero at the SIT, the STM
gap !dos remains finite, in agreement with Fig. 1. Furthermore, the
gap in the LDOS shows marked inhomogeneity, which supports
our picture of emergent granularity (see Figs 4 and 5). After our
paper was written, we became aware of new experiments that
corroborate our predictions. STM experiments on InOx (ref. 31),
TiN (ref. 32), and NbN films33 have all found a pseudogap
persisting up to many times Tc. In particular, they observe a
marked suppression of the low-energy DOS together with a
destruction of coherence peaks above Tc, in complete agreement
with our predictions.

We hope that future STM experiments will study in detail
the anticorrelation that we predict between the height of the
coherence peaks (associated with large pairing amplitude) and the
small energy gaps in the local DOS. The obvious quantum critical
scaling between Tc and ⇢s(0) at the SIT, well studied in rather
different systems34, also remains to be tested experimentally in
s-wave superconducting films.

Conclusion
In conclusion, we have obtained detailed insights and predictions
for observable properties of the highly disordered superconducting
and insulating states in 2D films, and of the transition between
these states. Although we focused on s-wave SC films, it has
not escaped our attention that aspects of our results bear a
striking resemblance to the completely different—and much less
understood—problem of the pseudogap in the d-wave high-Tc
superconductors. Features such as the loss of low-energy spectral
weight persisting across thermal or quantum phase transitions,
even as coherence peaks are destroyed, may well be common to
all systems where the small superfluid stiffness drives the loss of
phase coherence. The pseudogap in underdoped cuprates is driven
by the proximity to the Mott insulator and further complicated
by competing order parameters, with disorder probably playing a
secondary role, unlike the disorder-induced pseudogap near the SIT
discussed in this paper.
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Figure 1 | Energy and temperature scales across SIT. The superconducting
Tc (blue dots) decreases to zero at the critical disorder strength Vc. The
single-particle gap !dos (black diamonds), obtained from the DOS shown in
Fig. 2, is large and finite in all states. The two-particle energy scale !pair

(red squares), obtained from the dynamical pair susceptibility shown in
Fig. 3, is non-zero in the insulator but vanishes at the SIT. The dashed
curves are guides to the eye; extracting critical exponents requires
finite-size scaling beyond the scope of this paper. The statistical error bars
in all the figures are dominated by disorder averaging and not from the
QMC. These results are obtained at fixed attraction |U| = 4 and average
density hni ⇡ 0.87 on 10 disorder realizations on 8⇥8 lattices. !pair and
!dos are calculated at the lowest accessible temperature, T= 0.1. For
specific parameter values, we have run extensive simulations that average
over 100 disorder realizations.

choose |U | = 4, so that the coherence length is within the system
size, and hni = 0.875. We have made extensive comparisons of the
QMC results with self-consistent BdG calculations, which take into
account only the spatial amplitude variations; see Supplementary
Information. These comparisons permit us to separate the effects of
amplitude inhomogeneity and phase fluctuations.

We compute frequency-dependent observables across the SIT
for the first time. The single-particle DOS, LDOS and the pair
susceptibility are obtained using the maximum entropy method
(MEM) for analytic continuation24,25. We have verified that these
results obey various sum rules to high precision, and that the
MEM correctly reproduces the low-energy structure of test spectra
as shown in the Supplementary Information. What gives us
confidence is that our central results on the single- and two-
particle gaps can be equally well estimated directly from the
exponential decay of the imaginary-time QMC data, without
recourse to the MEM.

Phase diagram. In Fig. 1 we summarize our key results for the
disorder dependence of various temperature and energy scales. As
the finite temperature transition is expected to be in the Berezinskii–
Kosterlitz–Thouless universality class, we estimate the critical
temperature Tc from the superfluid density ⇢s, calculated from the
transverse current correlator26,27. We note that this procedure on
finite systems provides an upper bound on the actual Tc in the
thermodynamic limit. As disorder strength V increases, Tc falls and
finally vanishes at the critical disorder Vc, which defines the SIT.
The single-particle energy gap!dos remains non-zero across the SIT,
whereas the two-particle energy scale !pair is finite in the insulator
and goes to zero at the transition. These gap scales are extracted
from the DOS and the dynamical pair susceptibility discussed in
detail below. Figure 1 can be interpreted as a phase diagram:Tc is the
superconducting transition temperature, !pair is a crossover scale
between the insulator and the quantum critical region, and !dos is
related to the pseudogap crossover scale described below.
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Figure 2 | The single-particle DOS. N(!) (upper panels) and representative spectra (lower panels) along three different cuts through the
temperature–disorder plane. a,b, Disorder dependence of N(!) at a fixed low temperature. A hard gap (black region) persists for all V above and below the
SIT (Vc ⇡ 1.6), but the coherence peaks (red) exist only in the SC state and not in the insulator. c,d, T-dependence of the N(!) for the superconductor
(V<Vc). The coherence peaks (red) visible in the SC state, vanish for T ⇠> Tc ⇡ 0.14. A disorder-induced pseudogap, with loss of low-energy spectral
weight, persists well above Tc. e,f, T-dependence of N(!) for the insulator (V>Vc). The hard insulating gap at low T evolves into a pseudogap at higher T.
No coherence peaks are observed at any T. All panels show data averaged over 10–100 disorder realizations.
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