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Climate modeling grew out of 
numerical weather prediction

7

Schär, ETH Zürich

Lewis F. Richardson (1881-1953)

In 1922, Richardson provided the first
formulation of the atmospheric equations
on a computational grid.

“If the coordinate chequer were 200 km
square in plan, ... 64,000 computers
would be needed to race the weather. In
any case, the organisation indicated is a
central forecast-factory.”



This illustration depicts Richardson’s “forecast factory.” Image courtesy of L. Bengtsson.
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Complex topography over the Asian summer 
monsoon regions

Produced by 12.5km topography



(Zhang and Tao 1998 CJAS)
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From COMET

Predictability Beyond the Deterministic Limit
Brian Hoskins, Bulletin nº : Vol 61 (1) - 2012

How to improve the modeling skills?



Participating models 
17 international modelling 
groups have committed to at 
least the Tier 1 simulations. 
T h e p r o p o s e d m o d e l 
resolutions (if known) are 
shown in Table 1. 

There will be a wide range of 
atmosphere resolutions, from 
100/200km up to 14km, while 
the ocean resolutions are 
generally either 1 degree or 
eddy-permitting ¼ degree. 

There is one unstructured 
m e s h  m o d e l  i n  t h e 
atmosphere (MPAS) and one 
in the ocean (FESOM within 
AWI-CM). 

 

There is an ambition to have 
multiple ensemble members 
from each model over the 
longer term, but this will be 
constrained by available 
computing and data storage 
limitations. 

https://dev.knmi.nl/projects/highresmip/wiki 
http://www.wcrp-climate.org/index.php/modelling-wgcm-mip-catalogue/ 
modelling-wgcm-mips/429-wgcm-hiresmip 

Contact: rein.haarsma@knmi.nl 
              malcolm.roberts@metoffice.gov.uk 

Experiment protocol 

Analysis plans and 
data 

Is there a sufficient model 
resolution? 

For particular climate 
processes, we’d like to find out 

whether there is a threshold 
resolution, beyond which the 

process is adequately 
represented by most/all 

models, or whether there is a 
continuing dependence on 

physics/dynamics parameter 
choices. It is likely that other 

model choices, such as 
parameterisation schemes, 

mean that models will not 
necessarily converge to 

observations.  

Future work 
• Complete GMD manuscript describing HighResMIP protocol (to be 

submitted by March 2016) 

•  Actively participate in discussions for preparation of CMIP6 forcing datasets 
required for HighResMIP and required diagnostics 

•  Initial simulations (prior to availability of CMIP6 forcing datasets) with six 
European models as part of EU Horizon 2020 project PRIMAVERA 

•  These due by end 2016 

• Discussion of coordinated analysis plans with other CMIP6 groups to make 
best use of DECK simulations. 

For the first time, we want to assess the 
robustness of improvements in the 
representation of important climate 
processes with “weather-resolving” global 
model resolutions (~25km or finer), within a 
simplified framework using the physical 
climate system with constrained aerosol 
forcing.  
Specifically the top priority CMIP6 broad 
question for HighResMIP is: 
•  What are the origins and 

consequences of systematic 
model biases,  

which will focus on understanding model 
error (applied to mean state, variability and 
teleconnections), via process-level 
assessment, rather than on climate 
sensitivity. 

Recent simulations with global high-
resolution climate models (e.g. [1-3]) have 
demonstrated the added value of 
enhanced resolution, but these have been 
uncoordinated and tend to use single or a 
small number of different models. Some 
analysis of models of different resolutions 
within the CMIP3 and CMIP5 archive has 
also been performed [4-7], though these 
are not clean comparisons. 

 

HighResMIP will give us a unique 
opportunity to: 

HighResMIP for CMIP6 
R. Haarsma(1), M. J. Roberts(2) 
 

(1) KNMI, Netherlands. (2) Met Office Hadley Centre, UK.  

Each simulation will consist of two 
resolutions, standard and high. Standard 
will be representative of the CMIP6 
resolution (hence strongly linking to the 
DECK), while high will aim towards 25km 
or above. It is required that a set of DECK 
experiments are carried out with the 
standard resolution version of the model 
submitted to HighResMIP, unless there are 
compelling reasons making this impossible. 
In order to highlight the impact of 
resolution, and make the models as 
comparable as possible, we want to: 
•  minimise changes to models (“tuning”) 

between standard and high resolution; 
•  constrain the impact of other factors (for 

example aerosols) by attempting to 
make the models as similar as possible. 

 
Tier 1: Historical AMIP simulations, 
1950-2014. SST and sea-ice forcing 
based on the ¼ degree daily 
HadISST dataset[1]  

Global drivers 
Regional variability 

Local processes 

Impacts and 
extremes Feedbacks to large scale 

Tier 3: This will extend the Tier 1 
simulations out to at least 2050. The 
SST and sea-ice forcing will extend 
from the observed period by a repeat 
of the observed variability in the near 
past, together with a simple climate 
change s igna l . A con t inuous 
simulation, rather than a time-slice, 
will enable a better understanding of 
transitions in the climate. 
 
Tier 2: Coupled simulations for the 
period 1950-2050 consisting of pairs 
of control (fixed 1950’s forcing) and 
transient simulations. Spin-up of the 
models will be assessed by top of 
atmosphere and near-surface ocean 
drift, but the spinup period will be 
kept relatively short since it is not 
practicable at these resolutions to 
complete 100’s years of simulation. 

Model name Contact Institute Atmos 
resolution (STD/
HI) mid-latitude 
(km) 

Ocean 
resolution (HI) 

AWI-CM Alfred Wegener 
Institute 

-- 
T255 (~50km) 

1-1/4 degree 
0.05-1 degree 

BCC-CSM2-HR Beijing Climate Center 

BESM INPE 

CAM5 Lawrence Berkeley 
National Laboratory  

100 km 
25 km 

CMCC Centro Euro-
Mediterraneo sui 
Cambiamenti Climatici 

100km 
25km 

0.25 degree 

CNRM-CM6 CERFACS T127 (~100km) 
T359 (~35km) 

1 degree 
0.25 degree 

EC-Earth SMHI and 26 other 
institutes 

T255 (~50km) 
T511/T799 
(~25/16km) 

1 degree 
0.25 degree 

FGOALS LASG, IAP, CAS 

GFDL GFDL 

INMCM-5H Institute of Numerical 
Mathematics 

-- 
0.3 x 0.4 degree 

0.25 x 0.5 
degree 
1/6 x 1/8 degree 

IPSL-CM6 IPSL 0.25 degree 

MPAS Pacific Northwest 
National Laboratory 

-- 
30-50km 

0.25 degree 

MIROC6-CGCM AORI, Univ. Of Tokyo/
JAMSTEC/National 
Institute for 
Environmental Studies 
(NIES) 

NICAM AORI, Univ. Of Tokyo/
JAMSTEC/NIES 

56/28 km 
14km 

MPI-ESM Max Planck Institute 
for Meteorology 

T63 (~200km) 
T255 (~50km) 

0.4 degree 

MRI-AGCM3.xS Meteorological 
Research Institute 

-- 
TL959 (~20km) 

NorESM Norwegian Climate 
Service Centre 

-- 
0.25 degree 

0.25 degree 

HadGEM3-GC3 Met Office Hadley 
Centre 

60km 
25km 

0.25 degree 

 
 
Table 1: models confirmed for 
at least Tier 1 simulations. 
Resolutions are indicated 
where confirmed. 

Initial analysis of the HighResMIP 
ensemble will focus in particular on 
large-scale climate processes and the 
robustness of changes with resolution 
in a multi-model ensemble. The 
emphasis here is to establish whether 
there are any significant changes, for 
example in representations of the 
hydrological cycle [4], compared to 
existing models with resolutions more 
typical of previous CMIP exercises. The 
aim is to increase our confidence in 
both understanding and projections of 
changes in water movements, a key 
aspect of climate extremes. Examples 
of processes examined in previous 
individual model studies include: 
tropical cyclones [8,9] and their 
variability, position and intensity; atmospheric blocking [10,12], ENSO simulation; jet 
stream position in aquaplanet simulations [11]. We will use the CMIP6 DECK simulations 
to help understand model variability, since this will provide more ensemble members and 
longer coupled simulations. An ambitious diagnostic list, including enhanced high 
frequency output, will allow more analysis of extreme processes and their causes. 

Study models in which key processes 
will have significantly enhanced 
resolution; 

Provide a longer timeseries in the 
near-past  (60+ years) to compare 
with the standard AMIP-II period in 
CMIP6 DECK ensemble (30 years); 

This longer period will allow an 
improved sampling of the phases of 
global modes of variability (such as 
AMO, PDO), and their impacts on 
regional and local processes; 

Simplified framework focusing on 
physical climate system, keeping 
Earth System complexity to a 
min imum to produce a more 
comparable multi-model ensemble by 
design. 

Introduction 

[4] Demory et al, 2014, Clim. Dyn. 
UPSCALE 
[5] Kinter et al, 2013, BAMS. Athena 
[6] Bacmeister et al, 2014, J. Clim. CAM5 
[7] Zhu et al, 2015, J. Clim. Minerva 

References 
[1] Watterson et al, 2014, BAMS. 
[2] Martin and Thorncroft, 2015, J. Clim 
[3] Rathmann et al, 2013, Clim. Dyn. 
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[10] Jung et al, 2012, J. Clim. 
[11] Lu et al, 2015, J. Clim. 
[12] Dawson et al, 2014, Clim. Dyn. 

(Haarsma et al., 2016, HighResMIP)



The drive to decarbonize the global 
economy is usually justified by appeal-
ing to the precautionary principle: 

reducing emissions is warranted because the 
risk of doing nothing is unacceptably high. 
By emphasizing the idea of risk, this framing 
recognizes uncertainty in the magnitude and 
timing of global warming. 

This uncertainty is substantial. If warming 
occurs at the upper end of the range projected 
in the Intergovernmental Panel on Climate 
Change (IPCC) Fifth Assessment Report1, 
then unmitigated climate change will prob-
ably prove disastrous worldwide, and rapid 
global decarbonization is paramount. If 
warming occurs at the lower end of this range, 
then decarbonization could proceed more 
slowly and some societies’ resources may be 
better focused on local adaptation measures. 

Reducing these uncertainties substantially 
will take a new generation of global climate 
simulators capable of resolving finer details, 

including cloud systems and ocean eddies. 
The technical challenges will be great, requir-
ing dedicated supercomputers faster than the 
best today. Greater international collabora-
tion will be needed to pool skills and funds. 

Against the cost of mitigating climate 
change — conceivably trillions of dollars 
— investing, say, one quarter of the cost of 
the Large Hadron Collider (whose annual 
budget is just under US$1 billion) to reduce 
uncertainty in climate-change projections is 
surely warranted. Such an investment will also 
improve regional estimates of climate change 
— needed for adaptation strategies — and our 
ability to forecast extreme weather.

GRAND CHALLENGES
The greatest uncertainty in climate projec-
tions is the role of the water cycle — cloud 
formation in particular — in amplifying or 
damping the warming effect of CO2 in the 
atmosphere2. Clouds are influenced strongly 

by two types of circulation in the atmos-
phere: mid-latitude, low-pressure weather 
systems that transport heat from the tropics 
to the poles; and convection, which conveys 
heat and moisture vertically. 

Global climate simulators calculate the 
evolution of variables such as temperature, 
humidity, wind and ocean currents over a 
grid of cells. The horizontal size of cells in 
current global climate models is roughly 
100 kilometres. This resolution is fine 
enough to simulate mid-latitude weather 
systems, which stretch for thousands of kilo-
metres. But it is insufficiently fine to describe 
convective cloud systems that rarely extend 
beyond a few tens of kilometres. 

Simplified formulae known as ‘param-
eterizations’ are used to approximate the 
average effects of convective clouds or 
other small-scale processes within a cell. 
These approximations are the main source 
of errors and uncertainties in climate 

Build high-resolution 
global climate models

International supercomputing centres dedicated to climate prediction 
are needed to reduce uncertainties in global warming, says Tim Palmer.

Local effects such as thunderstorms, crucial for predicting global warming, could be simulated by fine-scale global climate models.
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simulations3. As such, many of the param-
eters used in these formulae are impossible 
to determine precisely from observations 
of the real world. This matters, because 
simulations of climate change are very sen-
sitive to some of the parameters associated 
with these approximate representations of  
convective cloud systems4. 

Decreasing the size of grid cells to 1 kilo-
metre or less would allow major convective 
cloud systems to be resolved. It would also 
allow crucial components of the oceans to be 
modelled more directly. For example, ocean 
eddies, which are important for maintaining 
the strength of larger-scale currents such as 
the Gulf Stream and the Antarctic Circum-
polar Current, would be resolved.

The goal of creating a global simulator 
with kilometre resolution was mooted at a 
climate-modelling summit in 20095. But no 
institute has had the resources to pursue it. 
And, in any case, current computers are not 
up to the task. Modelling efforts have instead 
focused on developing better representations 
of ice sheets and biological and chemical pro-
cesses (needed, for example, to represent the 
carbon cycle) as well as quantifying climate 
uncertainties by running simulators multiple 
times with a range of parameter values. 

Running a climate simulator with 1-kilo-
metre cells over a timescale of a century will 
require ‘exascale’ computers capable of han-
dling more than 1018 calculations per second. 
Such computers should become available 
within the present decade, but may not 
become affordable for individual institutes 
for another decade or more. 

CLIMATE FACILITIES
The number of low-resolution climate simu-
lators has grown: 22 global models contrib-
uted to the IPCC Fourth Assessment Report 
in 2007; 59 to the Fifth Assessment Report 
in 2014. European climate institutes alone 

contributed 19 different climate model inte-
grations to the Fifth Assessment database (go.
nature.com/3gu8co). Meanwhile, systematic 
biases and errors in climate models have been 
only modestly reduced in the past ten years6.

It is time to establish a small number of 
international climate-prediction facilities5,7, 
in which climate institutes, weather-forecast 
centres and academic departments can com-
bine resources and talents to create the first 
cloud-resolved global climate simulators 
within a decade. Focusing on fewer simula-
tors, perhaps one per continent, would avoid 
duplication and concentrate the large num-
ber of individually poorly resourced efforts, 
yet maintain a competitive environment to 
encourage scientific innovation.

The success of the European Centre for 
Medium-Range Weather Forecasts, an inter-
governmental effort, is a good example. The 
centre was set up in the 1970s to produce 
weather forecasts up to ten days ahead using 
a global weather model. From the beginning, 
its forecasts have been the envy of the world. 
Funding from the centre’s 34 member states 
enables human talent to be drawn from 
across Europe with jointly funded super-
computing infrastructure. 

This concept now needs to be applied to 
climate prediction. A budget of a few hun-
dred million euros a year from European 
governments, the European Union and per-
haps the private sector could support such a 
centre in Europe. A multi-agency initiative 
might establish a facility in North America. 
Leading countries in climate research such 
as China, India, Japan and Korea might 
jointly fund a facility in Asia. 

Computational challenges will have to be 
overcome. For example, for software to run 
efficiently on exascale computers compris-
ing a million or more independent process-
ing elements, only essential information can 
be passed between processors, and from 

processor to memory. Climate and com-
puter scientists will need to assess the physi-
cal information content in the millions of 
climatic variables described8,9. This will also 
be relevant in deciding at what level of detail 
the plentiful model data must be archived. 
Computer hardware will need to evolve to 
allow the efficient computation, transmis-
sion and storage of model variables with a 
range of numerical precision.

Even with 1-kilometre cells, unresolved 
cloud processes such as turbulence and the 
effects of droplets and ice crystals will have to 
be parameterized (using stochastic modelling 
to represent uncertainty in these parameteri-
zations9). How, therefore, can one be certain 
that global-warming uncertainty can be 
reduced? The answer lies in the use of ‘data 
assimilation’ software — computationally 
demanding optimization algorithms that use 
meteorological observations to create accu-
rate initial conditions for weather forecasts. 
Such software will allow detailed comparisons 
between cloud-scale variables in the high-
resolution climate models and correspond-
ing observations of real clouds, thus reducing 
uncertainty and error in the climate models10.

High-resolution climate simulations 
will have many benefits beyond guiding  
mitigation policy. They will help regional 
adaptation, improve forecasts of extreme 
weather, minimize the unforeseen conse-
quences of climate geoengineering, and be 
key to attributing current weather events to 
climate change. 

High-energy physicists and astronomers 
have long appreciated that international 
cooperation is crucial for realizing the 
infrastructure they need to do cutting-edge 
science. It is time to recognize that climate 
prediction is ‘big science’ of a similar league. ■

Tim Palmer is a Royal Society research 
professor of climate physics and co-director 
of the Oxford Martin Programme on 
Modelling and Predicting Climate at the 
University of Oxford, UK. 
e-mail: t.n.palmer@atm.ox.ac.uk
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Great Challenges in high-resolution  
climate modeling

Resolving convective cloud systems



Developing the next-generation climate 

system models

AR5

• To increase the resolutions of the model mesh

• To improve the physics of the model



9��BBEG��BO�"G�(&&;.-��:

Great Challenges in CMIP models



Recent Progress in the cumulus 
parameterization

• Stochastic parameterization  
(Plant and Craig 2008;  
G. Zhang, et al , 2016 Tsinghua; 
Berner et al., 2017 , NCEP …) 
Great potential to increase the predictive capability of next-generation 
weather and climate models.  

• A Unified Convection Scheme (UNICON) 
(Park. 2014) 
Double plume convective parameterization 

 (M. Zhao, GFDL) 
• Cloud resolving scheme  

(Kodama et al 2015, NICAM) 
• Super-parameterization 

(Khairoutdinov,, and Randall,2001;  
Wang M. et al 2011, SPCAM, NCAR/PNNL )

(Plant	and	Craig	2008)

GCM Resolved Column-Physics
(SP)

CRM Forcing:

CRM Tendency:

Dynamics Step:

CRM step (subcycling)

Super-parametrization (SP)

32-64 CRM columns  x  4 km

2.8°

2.8° ~ 300 km

Prototype MMF Approach:Prototype MMF Approach:

−∇sV − ∂sω
dp

=
s* − sn

Δt

Multiscale-Modeling Framework (MMF=GCM+SP)

Benedict,	and	Randall,2011

Sungsu Park, NCAR

Miura et al. 2007



Chinese fastest supercomputers
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Main Targets

•To improve the weather and climate 

variability related with the cumulus convection

•To be scale-aware and computational 

effective 



Climate System Model: FGOALS-f

2

LICOM2.1 
POP 

(25km or 100km)

FAMIL 

25km or 100km

CPL7

CLM4 with 
Exploitation and consumption 

Dynamic root distribution

CICE4 with 
varying	sea	ice	salinity	
surface	albedo	scheme		
ice-ocean	heat	flux



Introductions to AGCM S/FAMIL 

Finite-volume/Spectral Atmospheric Model in IAP LASG 
,2005 ,2006; Bao et. al, 2010;2013; 

 Bao et al., 2014; Zhou Bao*  et al.,2014;Zhou Bao* et. al 2015

SAMIL	
(1998)	
(400km,L9)�

SAMIL2	
(2005-2010)�
(200km,L26)	

FAMIL	
(2011-2016)�
(25km,L32)�



FV3	dynamic	core:Lin	and	Rood,	1996 Lin,	1997,	1998,	2004 Putman	and	Lin,	2007

Williamson (2007).
Sadourny (1972).



High-resolution AGCM: FAMIL

Copyr ight (c ) 2017 , 
FAMIL development team 
All rights reserved.



FGOALS-f in CMIP6
CMIP5 CMIP6

Name FGOALS-s2 (Bao et al., 2013) FGOALS-f (He et al In prep;Bao In Prep.)

Atmosphere SAMIL FAMIL

Dynamic core Spectral on lon-lat grid 
(Wu et al 1996; Bao et al., 2010)

Finite Volume on Cubed-sphere grid 
(Lin 1996,2004; Zhou et al. 2015)

Resolution R42(2.81°X1.66°) L26 C96(1°X1° L32 
C384(0.25°X0.25°) L32

Radiation Edwards J. M. and A. Slingo, 1996 
Sun, Z., 2005 

RRTMG 
(Clough et al, 2005)

Convection Mass-flux 
Tiedtke, 1989;Nordeng,1994

Resolving Convective Precipitation 
Copyright (c) 2017 FAMIL development team 

One-moment  bulk (Lin et al,,1983) 
Two-moment (Chen and Liu, 2004)Microphysics None

Boundary Layer Non local (Holtslag and Boville,
1993) UW (Bretherton and Park,2009)



Computational performance
NICAM 

(KODAMA et al. 2015) FGOALS-f_C384 FGOALS-f_C96

CSM AGCM CGCM CGCM

Resolution atm/lnd: 14km atm/lnd: 25km 
ocn/ice: 100km

atm/lnd: 100km 
ocn/ice: 100km

Computer K computer Tianhe-2 Tianhe-2

CPU cores 5,120 864 864

1 wall-clock 
day 0.2 years 1.5 years 18 years



Tropical Precipitation Variability in FGOALS-f
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ITCZ

Hwang and Frierson 2013 PNAS

/��:)

tend to overprecipitate over all ocean basins in the Southern
Hemisphere tropics. The Northern Hemisphere tropical ocean
basins behave differently: a negative precipitation anomaly exists
in the Atlantic, whereas the Indian and Pacific have positive
anomalies that are smaller than the positive anomalies south of
the equator. In the immediate vicinity of the equator in the
Pacific Ocean, there is a large negative precipitation anomaly.
Central America, the Amazon, and India all have large deficits
of rainfall in the multimodel mean, whereas Indonesia has too

much rainfall. Many of these features are similar to the CMIP3
biases shown in the Intergovernmental Panel on Climate Change
(IPCC) Fourth Assessment Report (3) and are described in
detailed in SI Text.
As shown in Fig. 2A, the biases in zonal mean precipitation in

CMIP3 global climate models (2) still exist in CMIP5 global
climate models. First of all, comparing with Global Precipitation
Climatology Project (GPCP) observational data, most models
simulate excessive precipitation in the entire tropics. However,

A B

C D

Fig. 1. Latitude–longitude maps of precipitation and shortwave cloud radiative forcing in observations and global climate models. Annual mean precipitation,
1985–2004 from (A) the Global Precipitation Climatology Project (GPCP), version 2.1, and (B) the ensemble mean of historical simulations of 20 CMIP5 global
climate models. (C) Shortwave cloud radiative forcing from satellite observations [Cloud and the Earth’s Radiant Energy System (CERES)], 2001–2010. (D) Biases in
shortwave cloud radiative forcing in the ensemble mean of historical simulations of 20 CMIP5 global climate models (departure from observations).

A B

C D

E F

Fig. 2. Zonal mean and hemispheric asymmetry of precipitation, temperature, and shortwave cloud radiative forcing. Annual mean zonal mean of (A)
precipitation, (C) surface air temperature, and (E) shortwave cloud radiative forcing. (B, D, and F) The interhemispheric asymmetry (NH minus SH) of A, C, and
E, respectively. Each line is colored according to the atmospheric cross-equatorial energy transport in each global climate model. The black lines are from GPCP
and CERES observations. The gray lines represent the SD of year-to-year variability in observations.

2 of 6 | www.pnas.org/cgi/doi/10.1073/pnas.1213302110 Hwang and Frierson
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ANN Precipitation in FGOALS-f

C96 
(1°)
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FGOALS-f mitigates the double ITCZ problem

Schneider et al., 2014 Nature
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MJO/ISO

Madden and Julia(1971,1972) 

From COMET



Impacts of MJO (TISO)

From COMET

• Global	weather	and	Climate	in	mulA	Ame	scales	
- TC/TS	
- Monsoon	
- ENSO	
- AO	et	al.	

• Regional	weather	and	climate	
- TC	in	IO	and	WP	
- Drought	and	flood	
- Asian	climate	
- 	Predictability		

http://www.usclivar.org/Organization/MJO_WG.html

(e.g.,	Yasunari	1979;	Liebman	et	al.	1994;	Kessler	2001 Lin	et	al,	2006)

http://www.usclivar.org/Organization/MJO_WG.html


MJO remains a great challenge in GCMs

Jiang, X., et al. (2015), Vertical structure and physical processes 
of the Madden- Julian oscillation: Exploring key model physics 
in climate simulations, J. Geophys. Res. Atmos., 120, 4718–
4748, doi:10.1002/ 2014JD022375. 

Figure 3. Longitude-time evolution of rainfall anomalies by lag regression of 20–100 day band-pass-filtered anomalous rainfall against itself averaged over the
equatorial eastern Indian Ocean (75–85°E; 5°S–5°N). Rainfall anomalies are averaged over 10°S–10°N. Dashed lines in each panel denote the 5m s!1 eastward
propagation phase speed.

Journal of Geophysical Research: Atmospheres 10.1002/2014JD022375

JIANG ET AL. KEY PHYSICS IN MODELING THE MJO 4727

Indian Ocean 
MJO



MJO remains a great challenge in GCMs

Jiang, X., et al. (2015), Vertical structure and physical processes 
of the Madden- Julian oscillation: Exploring key model physics 
in climate simulations, J. Geophys. Res. Atmos., 120, 4718–
4748, doi:10.1002/ 2014JD022375. 

Western Pacific 
MJO

Figure 4. Same as in Figure 3 but by lag regression against rainfall over a western Pacific box (130–150°E; 5°S–5°N).

Journal of Geophysical Research: Atmospheres 10.1002/2014JD022375

JIANG ET AL. KEY PHYSICS IN MODELING THE MJO 4728



MJO over the equatorial eastern Indian Ocean in  
boreal winter

TRMM 1° FGOALS-f  AMIP type run

0.25° FGOALS-f  coupled run 1° FGOALS-f  coupled run



MJO over the equatorial western Pacific Ocean in  
boreal winter 

TRMM 1° FGOALS-f  AMIP type run

0.25° FGOALS-f  coupled run 1° FGOALS-f  coupled run



ISO over the Indian Ocean in  boreal summer 

TRMM 1° FGOALS-f  AMIP type run

0.25° FGOALS-f  coupled run 1° FGOALS-f  coupled run



Convectively Coupled Equatorial Waves(CCEWs)

TRMM 1° FGOALS-f  AMIP type run
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Convectively Coupled Equatorial Waves(CCEWs)

TRMM 1° FGOALS-f  AMIP type run

0.25° FGOALS-f  coupled run 1° FGOALS-f  coupled run



Tropical Precipitation Variability in FGOALS-f

• � /!�

• �5������

• 0����

• :MB#F.FO"OFJI�CMBLPBI#T���FIOBINFOT�

•  MJ.F#"G�#T#GJIB



0����FI�12�-6��N(� /��:�

804

Chapter 9 Evaluation of Climate Models

9

Figure 9.36 |  ENSO metrics for pre-industrial control simulations in CMIP3 and CMIP5. (a) and (b): SST anomaly standard deviation (°C) in Niño 3 and Niño 4, respectively, (c) 
precipitation response (standard deviation, mm/day) in Niño4. Reference data sets, shown as dashed lines: Hadley Centre Sea Ice and Sea Surface Temperature (HadISST) version 
1.1 for (a) and (b), CPC Merged Analysis of Precipitation (CMAP) for (c). The CMIP5 and CMIP3 multi-model means are shown as squares on the left of each panel with the whiskers 
representing the model standard deviation. Individual CMIP3 models shown as filled grey circles, and individual CMIP5 models are identified in the legend.
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of both background climate (time mean and seasonal cycle, see Section 
9.4.2.5.1) and internal variability exhibit serious systematic errors (van 
Oldenborgh et al., 2005; Capotondi et al., 2006; Guilyardi, 2006; Wit-
tenberg et al., 2006; Watanabe et al., 2011; Stevenson et al., 2012; Yeh 
et al., 2012), many of which can be traced to the representation of 
deep convection, trade wind strength and cloud feedbacks, with little 
improvement from CMIP3 to CMIP5 (Braconnot et al., 2007a; L’Ecuyer 
and Stephens, 2007; Guilyardi et al., 2009a; Lloyd et al., 2009, 2010; 
Sun et al., 2009; Zhang and Jin, 2012).

While a number of CMIP3 models do not exhibit an ENSO variability 
maximum at the observed 2- to 7- year time scale, most CMIP5 models 
do have a maximum near the observed range and fewer models have 
the tendency for biennial oscillations (Figure 9.35; see also Stevenson, 
2012). In CMIP3 the amplitude of El Niño ranged from less than half 
to more than double the observed amplitude (van Oldenborgh et al., 
2005; AchutaRao and Sperber, 2006; Guilyardi, 2006; Guilyardi et al., 
2009b). By contrast, the CMIP5 models show less inter-model spread 
(Figure 9.36; Kim and Yu, 2012). The CMIP5 models still exhibit errors 
in ENSO amplitude, period, irregularity, skewness, spatial patterns (Lin, 

2007; Leloup et al., 2008; Guilyardi et al., 2009b; Ohba et al., 2010; Yu 
and Kim, 2011; Su and Jiang, 2012) or teleconnections (Watanabe et 
al., 2012; Weller and Cai, 2013a).

Since AR4, new analysis methods have emerged and are now being 
applied. For example, Jin et al. (2006) and Kim and Jin (2011a) iden-
tified five different feedbacks affecting the Bjerknes (or BJ) index, 
which in turn characterizes ENSO stability. Kim and Jin (2011b) applied 
this process-based analysis to the CMIP3 multi-model ensemble and 
demonstrated a significant positive correlation between ENSO ampli-
tude and the BJ index. When respective components of the BJ index 
obtained from the coupled models were compared with those from 
observations, it was shown that most coupled models underestimated 
the negative thermal damping feedback (Lloyd et al., 2012; Chen et 
al., 2013) and the positive zonal advective and thermocline feedbacks. 

Detailed quantitative evaluation of ENSO performance is hampered by 
the short observational record of key processes (Wittenberg, 2009; Li 
et al., 2011b; Deser et al., 2012) and the complexity and diversity of 
the processes involved (Wang and Picaut, 2004). While shortcomings 
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FGOALS-s2

FGOALS-s2
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ENSO teleconnection pattern

FGOALS-f
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Trop)%al %y%lone
“The present annual global damage from tropical cyclones is US$26 billion (which is equal to 

0.04% of the gross world product (GWP). In 2100, global baseline damage more than doubles 
to US$56 billion per year (0.01% of GWP)”.— Medelsohn, Emanuel et al, nature climate change, 

2012



Tropical cyclone

NCAR CAM5-SE in ~111km ( Colin M. Zarzycki 2014)

NCAR CESM in ~25km (C180) (R. Justin Small et al, 2014)



Tropical cyclone

NCAR CAM5-SE in ~111km ( Colin M. Zarzycki 2014)

NCAR CESM in ~25km (C180) (R. Justin Small et al, 2014)



Tropical cyclone

Fig.8. Seasonal cycle of tropical cyclones’ numbers in Western Pacific 
Ocean (Fig 8a), and Northern Indian Ocean (Figure 8b). Time periods 
of FAMIL simulation and IBTrACS are both from 1983 to 2002.



Tropical Cyclone Roanu - May 2016

CNN

Southwestern China Suffering
 from Drought

Fig.10. 1-day lead forecast for tropical cyclone named Roanu genesis and tracks in monthly sea 
surface temperature (left of panel) and daily sea surface temperature (right of panel). Blue star 
and line means observation from RSMC; red dots and lines means 4 assembles which use 
nudging method to drive model until the two days earlier than Roanu become to tropical storm, 
then do hindcast at every 6 hours.  

Sri Lanka floods 
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Asian Summer Monsoon (ASM)

TRMM

1° FGOALS-f  AMIP

0.25° FGOALS-f 

1° FGOALS-f 0.25° FGOALS-f  AMIP



Asian Summer Monsoon (ASM)
TRMM

1° FGOALS-f  AMIP - TRMM

0.25° FGOALS-f - 
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0.25° FGOALS-f  AMIP - TRMM



Annual cycle of EA precipitation
TRMM

1° FGOALS-f  AMIP

0.25° FGOALS-f 
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Extreme precipitation over china



Extreme precipitation over china:  reanalysis？
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100km

25km
100km

25km

Extreme precipitation over china:FGOALS-f 100km vs. 25km
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Himalayan region
TRMM

FAMIL_C384(25km) 

FGOALS-f_C384(25km) 
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Practice is the sole criterion for testing 
knowledge truth



S2S prediction system
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(Barnston et al,2012, BAMS)



ECMWF

(Barnston et al,2012, BAMS)

FGOALS-f

Lead 1 2 3 4 5 6

0.96 0.93 0.90 0.86 0.81 0.76



FGOALS-f: Jul 20, 2017 ECMWF: Jul 1, 2017



ECMWF:                r=0.44
T319 ~62km

 L91   top 0.01mb
51 ensemble members

Hindcast from May
(MANGANELLO  et al., 2016)

FGOALS-f:  r=0.57 (95%)
C96 ~100km
L32 top 1mb

4 ensemble members
Hindcast from Jun 



ECMWF

IBTracs

(MANGANELLO  et al., 2016)



FGOALS-f IBTracs
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Thank you for your 
attention!
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