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• Part 1:

• What are these practical sessions for? 

• What code will we be using? Isca 

• What is Isca - components, options? 

• Part 2:

• How do we run Isca / configure it / modify it? 

• How do we analyse the output? 

• Part 3:

• A brief introduction to each project



What are these practical sessions for?

• Supplement to the lectures - apply ideas you’ve learned 

• Climate science relies heavily on collaborations - working in 
teams with diverse set of skills 

• Chance to do meaningful science - all projects have scope to 
do new things 

• Do something different to your PhD / postdoc projects - I 
would encourage you to do something different to what you 
normally do.



What code will we be using?

Useful contacts: 
• Me (at ICTP this 

week)
•  Geoff Vallis (here 

both weeks) 
• James Penn (email 

support) 
• Penny Maher and 

Ruth Geen (at the 
workshop next 
week)



• Isca is a framework within which a wide variety of different 
model types can be configured 

• At the heart of Isca is a GCM (based on GFDL’s FMS) 

• GCM: 

• General Circulation Model 

• Global Climate Model 

• GCM part is written in Fortran - configured and run using 
Python

• The key to Isca is that it can be configured to create models that 
are simple, and models that are more complicated - a model 
‘hierarchy’

Python

What is              ?

Simple

Complicated

GCM  
(Fortran)
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Figure 10. Experiments comparing the atmospheric dynamics on tidally-locked and non-tidally-locked exoplanets, using a
primitive equation model with forcing via thermal relaxation to a specified field. Filled colour contours show the temperature at
700 hPa and white contours show the location of the forcing. For the non-tidally-locked case the substellar point is shown with a
small white arrow denoting is direction of passage, which is to the left, here with a velocity of 25ms�1.

a gray or multi-band radiation scheme, parameterized for
the observed stellar output and atmospheric composition
of the star and planet, respectively, and with topography,
a continental land mass and an ocean.

9 Python Interfaces5

In addition to the many model options provided in Isca,
we have endeavoured to make the model framework as
easy as possible to use and configure. To that end we
have interfaced the model’s underlying Fortran code with
Python. The Python front end that is included provides10

a way to define, build and run experiments that are easy
to reproduce and rerun. More details are accessible in
the online documentation, but here is a brief summary
of the notable features.

1. A full experiment can be configured from a single15

Python script. Namelist parameters and diagnos-
tic output configuration are provided using native
Python dictionaries and objects, so that the entire
experimental set-up can be specified from a single
document.20

2. The Python scripts provide support for parameter
sweeps; that is, the user may perform several exper-
iments by varying one or more parameters from a
single run script.

3. The scripts simplify building and running on dif-25

ferent architectures, as the experiment scripts are

independent of the specific build requirements of
the computational architecture. Once the model is
configured to build on a computer, all Python-based
experiments can be run on that machine. 30

4. The scripts are version-control aware: experiments
can be run using a specific commit or version of
the codebase, so that if the experiment needs to be
re-run in the future to reproduce some results, the
exact same code will be used. 35

5. Using these scripts, Isca has been run on multi-core
Linux workstations and on the University of Exeter
supercomputer, and on clusters and supercomputers
elsewhere. Porting to other traditional architectures
should be fairly straightforward, given the availabil- 40

ity of an appropriate Fortran compiler, a Message
Passing Interface and Python.

The scripts are currently agnostic to Python 2.7 and
3.5, although in future Python 2.7 may be deprecated if
needed to maintain operability. 45

9.1 Post processing and diagnostics

We provide various post-processing capabilities, mainly
in Python, although the user would of course be free to
design their own. Diagnostics available within Isca itself
include Python software to interpolate model output to 50

a higher resolution and then restart the model at higher
resolution, and an interpolator to produce output on
pressure levels.
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FIG. 2. Seasonal cycle of zonal mean precipitation, mm/day, (colors) for (a) full, (b) ap2, (c) ap20. Averages

are over all longitudes for the aquaplanets, and between 60 and 150�E for full. The 8 mm/day contour is marked

in black. Gray contours indicate moist static energy at 850 hPa, the contour interval is 20 kJ/kg.
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Figure 4. Annually averaged temperature (a) and precipitation (b), with zonal averages shown in the right-hand panels. This model has an
idealized, flat, rectangular continent; clearly visible seasons; and an obliquity of 23�, and it uses Q fluxes that target zonally averaged AMIP
sea surface temperatures derived from Taylor et al. (2000). The ocean has a heat capacity of a 20 m mixed-layer depth and the land has a heat
capacity equivalent to 2 m.

ocean if desired – without it, a Gaussian mountain over land
would lead to non-zero topography over the ocean.

The user should be aware of potential inaccuracies in using
steep topography in sigma coordinates (Haney, 1991), such
as might be encountered on Mars (although mitigated there
by the low gravity), and of potential Gibbs effects (“ring-
ing”) when using sharp topography in a spectral model (e.g.
Navarra et al., 1994). For these reasons the topography may
have to be smoothed in some instances, for which function-
ality is provided in Isca’s Fortran code.

5.4 A bucket hydrology

As an alternative to using a prescribed evaporative resis-
tance to describe the differences in surface latent heat flux
over land and ocean, a bucket model similar to that of Man-
abe (1969) (also used in the idealized set-ups of Farneti and
Vallis, 2009, and Liu and Schneider, 2016) is included in
Isca. Over land, soil hydrology is taken to be described by

a bucket, which can be filled by precipitation, or emptied by
evaporation. At any time the bucket depth, W , is between
0, corresponding to an empty bucket, and its field capac-
ity, WFC, corresponding to a full bucket. When the bucket
is empty there can be no evaporation, and in general evapo-
ration is proportional to the bucket depth as a fraction of the
field capacity. Bucket depth may not exceed field capacity
so that when the bucket is full any net moisture flux into the
bucket is treated as run-off and does not increase the bucket
depth. The default field capacity over land is set as 15 cm, but
this is configurable.

The equations used to describe this behaviour over land
are

dW

dt
= P � �E0 if W < WFC or P  �E0 (11a)

dW

dt
= 0 if W = WFC and P > �E0,

Geosci. Model Dev., 11, 843–859, 2018 www.geosci-model-dev.net/11/843/2018/
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Figure 9. The time-averaged and longitudinally averaged zonal
wind, in metres per second, versus latitude and pressure level, for
(a) � = �E = 7.3 ⇥ 10�5 rad s�1 and ps = 1 bar, (b) � = �E/20
and ps = 1 bar, (c) � = �E/20 and ps = 7.9 bar, and (d) � =
�E/20 and ps = 92 bar. These results are obtained with 30 un-
equally spaced sigma levels and T42 horizontal resolution.

(where R is the ideal gas constant). The tidally locked config-
uration shows a pattern resembling a Matsuno–Gill solution
(also seen in Merlis and Schneider, 2010, and Showman and
Polvani, 2011), with Rossby lobes westward and poleward of
the heating, and with a maximum temperature (the hotspot)
at the substellar point. Interestingly, in the non-tidally locked
case the hotspot is not co-located with the substellar point
and may lead or lag, as was discussed using shallow water
dynamics by Penn and Vallis (2017).

Isca is not limited to using a thermal relaxation scheme
for such exoplanets; the array of parameterizations available
allows for increasing levels of complexity depending on the
data available and the user’s preference. Isca could be con-
figured to study a specific star–planet system using a grey or
multiband radiation scheme, parameterized for the observed
stellar output and atmospheric composition of the star and
planet, respectively, and with topography, a continental land
mass, and an ocean.

9 Python interfaces

In addition to the many model options provided in Isca, we
have endeavoured to make the model framework as easy as
possible to use and configure. To that end we have inter-
faced the model’s underlying Fortran code with Python. The
Python front end that is included provides a way to define,
build, and run experiments that are easy to reproduce and re-
run. More details are accessible in the online documentation,
but here is a brief summary of the notable features.

1. A full experiment can be configured from a single
Python script. Name list parameters and diagnostic out-
put configuration are provided using native Python dic-
tionaries and objects, so that the entire experimental set-
up can be specified from a single document.

2. The Python scripts provide support for parameter
sweeps; that is, the user may perform several experi-
ments by varying one or more parameters from a single
run script.

3. The scripts simplify building and running on different
architectures, as the experiment scripts are independent
of the specific build requirements of the computational
architecture. Once the model is configured to build on a
computer, all Python-based experiments can be run on
that machine.

4. The scripts are version-control aware: experiments can
be run using a specific commit or version of the code
base, so that if the experiment needs to be rerun in the
future to reproduce some results, the exact same code
will be used.

5. Using these scripts, Isca has been run on multicore
Linux workstations, on the University of Exeter su-

www.geosci-model-dev.net/11/843/2018/ Geosci. Model Dev., 11, 843–859, 2018
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regions of ice that are over ocean, the ocean Q-flux is set
to zero with other properties of the surface remaining
unchanged, with regions of land having the original land
surface heat capacity and regions of ocean having the
original ocean heat capacity.5

Including this representation of ice is particularly
advantageous over the poles during the summer season,
where the high ice albedo leads to much colder, and
hence more realistic, surface temperatures than if the
standard land or ocean albedo is used in these regions10

(not shown).

7 Some Results

We now show various results of using Isca for Earth
configured fairly realistically. Specifically, we use a
full radiation scheme (RRTM) with CO2 levels of 30015

ppm and an ozone distribution taken from Jucker and
Gerber (2017), a realistic distribution of continents and
topography, seasonally varying ocean Q-fluxes that target
an AMIP sea-surface temperature climatology (Taylor
et al., 2000), and the simple ice model where regions20

with ice concentrations over 50% are given an albedo
of 0.7. The ice concentration data was calculated as an
annual mean, and mean over all years, of the AMIP ice
input datasets of (Taylor et al., 2000). This configuration
leads to the results shown in Fig. 6 and Fig. 7.25

Of course, many comprehensive models, such as those
submitted to the CMIP5 archive, can produce equally
or more realistic results. Rather, our intent here is to
show that the same model framework can pass in a
near-continuous fashion from being highly idealized (as30

for example, in Fig. 1) to producing results similar to
observations.

8 Planetary Atmospheres

Atmospheres of other planets may be configured by
changing many of the parameters and configuration35

options described above. Here we give three examples of
planetary configurations: a giant planet simulation with
moisture and radiation; a slowly-rotating planet with a
deep atmosphere simulated with a dry dynamical core;
and two exoplanet cases, one tidally-locked and the other40

not.

Figure 8. Time-averaged relative vorticity plotted on the 500
hPa surface, taken from a giant planet simulation with Isca, as
described in the text. Multiple zonally-symmetric zonal jets
are visible. Time-averaging is over 720 Earth days.

8.1 Giant planets

Giant planet models may be configured with Isca, pro-
vided that the thickness of the modelled atmosphere
is small compared to the planetary radius. For exam- 45

ple, one relatively simple giant planet model, available
as a pre-configured test case in Isca, draws from the
Jupiter model described in Schneider and Liu (2009),
from which it takes a gray radiation and dry convection
scheme. The bottom boundary of this case (at 3 bars) 50

has no mixed-layer surface but energy conservation is
enforced whereby the upward thermal radiative flux is
set equal to the sum of the downward solar and thermal
fluxes at the surface. Also at the surface, a spatially-
uniform heating is added in the bottom level of the 55

atmosphere, which is used to represent heat emanating
from the planet’s interior. In the test case we turn o� all
sources and sinks of moisture, although adding moisture
is a reasonably simple extension. Instead of a boundary-
layer scheme, a Rayleigh drag is applied at the model’s 60

bottom boundary to represent dissipative processes in
the interior. This drag extends over all latitudes in the
test case but can also be applied only over a chosen range
of latitudes.

We also provide a drag formulation that can be applied 65

at di�erent levels within the atmosphere, rather than
just at the model’s bottom boundary. This is motivated
by the results of Thomson and McIntyre (2016), who
suggest that the e�ects of moist convection on Jupiter
can be thought of as a Rayleigh drag near the water-cloud 70

level (⇠ 1 bar in pressure), rather than the Rayleigh drag
often used at the bottom boundary of many GCMs. The
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(a) (b)

(c)

FIG. 8: Figures (a), (b) and (c) show a decomposition of equation (1), which is the linearized temperature-advection
equation, into its different terms. Figure (a) shows the decomposition for a single horizontal gridpoint at the centre of
the SST anomaly in case P0W4 in the complex configuration. Figure (b) shows the decomposition in case P3W, which
displays a similar balance to that shown in (a). In contrast, figure (c) shows the same decomposition over the central
gridpoint in case P4W in the complex configuration.

(a)

Complex

(b)

JRA-55

FIG. 9: The results of a ray-tracing calculation on the climatological zonal wind at 200hPa in our complex configuration
in (a) and in JRA-55 in (b). The contours show this zonal wind after a 60� zonal running mean has been applied. Three
ray paths are shown emanating from the point 235�W and 30�N. The three rays correspond to different values of the
x-wavenumber. Wave-1 is in black, wave-2 in green and wave-3 in purple.

Further evidence for the general lack of tropical effect
on the midlatitudes in JJA can be seen using linear regres-
sion. In the following, we regress SSTs onto the princi-
pal component timeseries of the EOF1 of zonal wind at
250 hPa over the Atlantic basin. The EOF used in this
analysis is the same as that plotted in figure 2. Linear re-
gression is applied separately in each of the two model
configurations and in the HadISST SST data (Rayner et al.
2003), the latter of which is combined with the PC1 time-

series from JRA-55. Maps of the regression coefficients
are shown in figure 10. Focussing first on the map of the
HadISST and JRA-55 regression in panel (c) a tripole SST
pattern is clear in the North Atlantic, consistent with previ-
ous SST regressions onto an summer NAO-like EOF (see
e.g. figure 4a of Dong et al. (2013)). This tripole is like
the NAO-associated SST tripole in DJF, as seen in figure
9(c) of Part 1. Both model configurations also show this

FIG. 9: The results of a ray-tracing calculation on the climatological zonal wind at 200hPa in our complex configuration
in (a) and in JRA-55 in (b). The contours show this zonal wind after a 60� zonal running mean has been applied. Three
ray paths are shown emanating from the point 235�W and 30�N. The three rays correspond to different values of the
x-wavenumber. Wave-1 is in black, wave-2 in green and wave-3 in purple.
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(a)
Simple

(b)
Complex

(c)
JRA-55 + HadISST

FIG. 10: Panel (a) show the linear-regression coefficients of the simple-configuration’s SST regressed onto the simple-
configuration’s PC1 timeseries of the first EOF of the zonal wind at 250 hPa over the Atlantic basin. The EOF pattern
considered is the same as that in figure 2(a). The statistical significance of the regression coefficients are calculated
using a two-sided student’s t-test, and areas above the 95% significance level are shown with stippling. Panel (b) shows
the same linear regression, but for the complex configuration, and (c) is the same linear regression, but for the HadISST
dataset for the SSTs, and the PC1 timeseries calculated from JRA-55 between 1958 and 2015.

(a)

JRA-55 + HadISST

(b)

JRA-55

FIG. 11: Panel (a) show the linear-regression coefficients of HadISST SST data regressed onto JRA-55’s PC1 timeseries
of the first EOF of the zonal wind at 250 hPa over the Atlantic basin. In contrast to figure 10(c), this linear-regression
only uses summer months when the timeseries of equatorial zonal wind at 250 hPa, averaged between 160�E-170�W,
is positive. Panel (b) shows a composite of the zonal wind at 250 hPa during months when the zonal-wind index is
positive.

from different latitudes suggests that the inter-basin con-
nections remain active in both seasons, but the latitudes of
the strongest connections are more poleward in JJA than
they are in DJF. Further investigation into the mechanisms
behind the inter-basin connections are required to under-
stand this result more fully.

One other possible explanation for the seasonal con-
trast in responses in the same latitude locations is that
a local baroclinic response is in-fact present in winter
at e.g. 30�N, but is hidden by the larger response that
projects onto the EOF. Such a scenario was shown in Deser
et al. (2004), who investigated the atmospheric response
to changes in polar SSTs and sea-ice. They found that
their atmospheric responses projected significantly onto
the internal modes of the system, but developed a method
to subtract off the internal-mode portion of the response,
which revealed a classic baroclinic response. We have im-
plemented this method for our winter results, but could
not see a baroclinic response as clearly as in Deser et al.
(2004). Despite this, the baroclinic response being hid-
den by the larger internal-mode component of the response

in DJF remains a likely scenario. This would therefore
suggest that differences in the internal modes, stationary
waves, and background eddy activity may well play a
significant role in creating contrasting responses between
DJF and JJA. An investigation into this will be investigated
as part of our future work.

8. Discussion of summer results

In this work we have compared the atmospheric re-
sponse to small-scale SST anomalies in two different con-
figurations of an idealized GCM. The aim of this study was
to assess whether the responses in northern-hemisphere
summer depended significantly on the background clima-
tological winds, and whether SST anomalies in a particu-
lar part of the globe would be of use for increasing sea-
sonal predictability for e.g. the summer NAO over the
north Atlantic. One conclusion of this work is that the lo-
cal responses to SST anomalies in the tropics are indeed
robust to small changes in the background climatologi-
cal winds, with the responses local to the SST anomalies

FIG. 10: Panel (a) show the linear-regression coefficients of the simple-configuration’s SST regressed onto the simple-
configuration’s PC1 timeseries of the first EOF of the zonal wind at 250 hPa over the Atlantic basin. The EOF pattern
considered is the same as that in figure 2(a). The statistical significance of the regression coefficients are calculated
using a two-sided student’s t-test, and areas above the 95% significance level are shown with stippling. Panel (b) shows
the same linear regression, but for the complex configuration, and (c) is the same linear regression, but for the HadISST
dataset for the SSTs, and the PC1 timeseries calculated from JRA-55 between 1958 and 2015.

JJA. To test this idea, we looked at the zonal-wind along
the equator in monthly JRA-55 data at 250 hPa, and took
sector averages of 60� width centred on 170�W, thus giv-
ing a single equatorial zonal-wind timeseries for the cen-
tral Pacific. We then re-calculated the linear regression
between the SST and the north-Atlantic EOF’s PC1, but
calculated the regression separately for summer months
when the zonal-wind timeseries was negative, as is nor-
mal, and for those summer months when the zonal-wind
timeseries was positive. The regression map in the case of
negative equatorial winds (not shown) looks very like the
map calculated using all summer months in figure 10(c).
However, the regression map in the case of positive equa-
torial winds is significantly different, and is shown in fig-
ure 11(a), alongside a composite of the zonal wind con-
ditions during the summer months with a positive zonal-
wind index in (b). It is clear from panel (a) that there is
now a much stronger association between the SSTs off the
west coast of South America and the EOF in JJA, with this

pattern of SSTs resembling an El Niño-like SST anomaly
(see e.g. figure 22.13(c) of Vallis 2017). It therefore ap-
pears that some summer months could have a strong as-
sociation between tropical SSTs and the circulation over
the North Atlantic, potentially leading to increased sea-
sonal predictability for the North Atlantic during these pe-
riods. However, these periods are the exception, rather
than the norm. Of the 174 summer months between 1958-
2015 in our JRA-55 and HadISST datasets, there are only
42 months (24%) with positive equatorial winds over our
pre-defined longitude range, with 132 months (76%) hav-
ing the standard negative equatorial winds. Using different
longitude widths and central longitudes for our zonal-wind
timeseries changes these numbers somewhat, especially as
the number of months where a negative zonal wind occurs
decreases when the central longitude of our sector aver-
age is moved away from the central Pacific3. However,

3Using a central longitude of 150�W and a sector width of 60� gives
41 months with positive equatorial zonal winds, rather like the case cen-
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• Dynamical core with separate modules 
attached to represent other physical 
processes (physics schemes), such as: 

• radiative transfer 

• convection 

• surface processes (evaporation, ocean 
temperatures) 

• Often called a ‘moist model’ because of its 
explicit representation of moisture 

• Isca has lots of different options for each of 
these processes  

• e.g. simple convection vs. complex 
convection 

• There is a hierarchy of complexity within each 
of these processes

Dynamical 
Core 

(fluid eqs)

Surface Radiative 
transfer

Convection

Configuring Isca with ‘full-physics’

In its most complex form, it can get 
pretty close to the real atmosphere 

(Thomson & Vallis, 2018a)
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Figure 6. Zonal mean zonal wind in Isca (a) and from a reanalysis, JRA-55 (Kobayashi et al., 2015, b). The Isca results are an average over
20 years with parameters as described in the text, and JRA-55 shows an average between 1958 and 2016. The thick black line is the zero
contour.

Figure 7. As in Fig. 6 but showing the zonal wind at 250 hPa, with Isca results on the left and the JRA-55 reanalysis on the right. The thick
black line is the zero contour.

6.2 Ice

Isca also includes a very simple representation of sea and
land ice, primarily designed for water ice on Earth. The rep-
resentation is a passive representation, meaning the ice distri-
bution is prescribed and does not depend on any changes in
atmospheric or oceanic temperature. Regions of ice and non-
ice are defined using an input dataset of ice concentration
(values between 0 and 1), which can be time varying or con-
stant in time. The model’s representation of ice is then binary,
with a region having either ice or no ice. The regions of ice
are decided using an configurable ice-concentration thresh-
old, with values above the threshold in the input dataset con-
sidered as ice, and those below the threshold considered as
having no ice.

In regions of ice, the model’s surface albedo is set to an
ice-albedo value, which is also an input parameter. In regions
of ice that are over ocean, the ocean Q flux is set to zero with
other properties of the surface remaining unchanged, with
regions of land having the original land surface heat capacity
and regions of ocean having the original ocean heat capacity.

Including this representation of ice is particularly advan-
tageous over the poles during the summer season, where the

high ice albedo leads to much colder, and hence more real-
istic, surface temperatures than if the standard land or ocean
albedo is used in these regions (not shown).

7 Some results

We now show various results of using Isca for Earth config-
ured fairly realistically. Specifically, we use a full radiation
scheme (RRTM) with CO2 levels of 300 ppm and an ozone
distribution taken from Jucker and Gerber (2017), a realistic
distribution of continents and topography, seasonally varying
ocean Q fluxes that target an AMIP SST climatology (Taylor
et al., 2000), and the simple ice model in which regions with
ice concentrations over 50 % are given an albedo of 0.7. The
ice concentration data were calculated as an annual mean,
and mean over all years, of the AMIP ice input datasets of
Taylor et al. (2000). This configuration leads to the results
shown in Figs. 6 and 7.

Of course, many comprehensive models, such as those
submitted to the CMIP5 archive, can produce equally or
more realistic results. Rather, our intent here is to show that
the same model framework can pass in a near-continuous
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Model is more like a 
spider diagram.  

Some bits can be more 
complicated than 

others.

Radiation

Convection

Land surface

Ocean physics

What is Isca?
• When creating a GCM with lots of choices about the complexity of 

each process, deciding whether the whole GCM is ‘simple’ or 
‘complicated’ is ambiguous

Simple

Complicated



CMIP6 model Held-Suarez model

Lots in-between

What is Isca?



CMIP6 model Held-Suarez model

• The advantage of Isca is that it has many options for all of the different 
model components 

• This means you can compare results with different schemes 

• This can be useful when considering science questions

What is Isca?



• Hypothesis - ‘the increase in long-wave optical depth due 
to increased water vapour is important for understand 
surface temperature responses to climate change’

An example…

Radiation
Radiation

Model with simple radiation 
scheme that doesn’t include 

water-vapour feedback

Model with complex radiation 
scheme that does include 
water-vapour feedback

Qun Liu’s PhD project is 
related to this - speak to 
him if you’re interested



What kind of model is Isca? - Summary

• Isca is framework containing a GCM, which has many options for its 
different components 

• This means it can be used to run simple and complex models, as the 
user chooses 

• Although it’s difficult to measure complexity in absolute terms 

• Two big questions:

• What options are there for each of the components? 

• How do I configure the model to use those different options?



What options are there for the different components?

Dynamical 
Core 

(fluid eqs)

Newtonian 
relaxation to 
prescribed 

temperatures
Dynamical 

Core 
(fluid eqs)

Radiative 
transfer

Convection

Surface

Which type of model are we using?

1. Newtonian Relaxation 2. Full-physics



What options are there for the different components?

Dynamical 
Core 

(fluid eqs)

Newtonian 
relaxation to 
prescribed 

temperatures
Dynamical 

Core 
(fluid eqs)

Radiative 
transfer

Convection

Surface

Which type of model are we using?

1. Newtonian Relaxation 2. Full-physics



What options are there for the different components?

Simple

Complicated
Newtonian Relaxation of temperature

Held Suarez

Radiative-convective equilibrium 
temperatures with seasons

Relevant Fortran file - hs_forcing.f90

(If you want references for all 
of these, they are in the Isca 

paper - Vallis et al 2018)



What options are there for the different components?

Dynamical 
Core 

(fluid eqs)

Newtonian 
relaxation to 
prescribed 

temperatures
Dynamical 

Core 
(fluid eqs)

Radiative 
transfer

Convection

Surface

Which type of model are we using?

1. Newtonian Relaxation 2. Full-physics



What options are there for the different components?

Simple

Complicated
Radiative transfer

Frierson

Byrne & O’Gorman
Geen

(Schneider & Liu)

RRTM
Socrates (ask me…!)

Relevant Fortran files: 
‘idealized_moist_phys.F90’
‘two_stream_gray_rad.F90’

‘rrtm_radiation.f90’



What options are there for the different components?

Simple

Complicated
Orbital Parameters

Obliquity, eccentricity and diurnal cycle

Zero obliquity, circular orbit with no diurnal cycle

Relevant Fortran files: 
‘astronomy.f90’



What options are there for the different components?

Simple

Complicated
Convection scheme

Dry Convection

‘Full’ Betts-Miller
Simple Betts-Miller

Relaxed Arakawa-Schubert

Relevant Fortran files: 
‘idealized_moist_phys.F90’

‘ras.f90’
‘betts_miller.f90’

‘qe_moist_convection.F90’
‘dry_convection.f90’



What options are there for the different components?

Simple

Complicated
Ocean

Mixed-layer ocean with no horizontal heat 
transfer

Mixed-layer ocean with empirical q-fluxes

Mixed-layer ocean with analytic q-fluxes

Full dynamical ocean (don’t have this)

Relevant Fortran files: 
‘mixed_layer.f90’



What options are there for the different components?

Simple

Complicated
Land surface

No land (aquaplanet)

Bucket hydrology (finite evaporation from land)

Land-sea contrast (contrast in albedo, 
heat-capacity, surface roughness)

Relevant Fortran files: 
‘mixed_layer.f90’



What options are there for the different components?

Simple

Complicated
Primitive equation dynamical core

Zonally-symmetric dynamics (no eddies)

Full 3D dynamics with variable horizontal 
and vertical resolution

Relevant Fortran files: 
‘spectral_dynamics.f90’



What options are there for the different components?

Simple

Complicated
Clouds…

There are no clouds in Isca, 
because we never have any clouds in the UK…



How can I find these different options within the fortran?

https://github.com/ExeClim/Isca/tree/pre_ictp_mods

‘FIND FILE’ -> ‘idealized_moist_phys.F90’

Let’s explore Isca on GitHub (what is GitHub?)

Can you find some of the options discussed above?

https://bit.ly/2lsYojA



Part 2: How do I run and configure the model?

Dynamical 
Core 

(fluid eqs)

Radiative 
transfer

Convection

Surface

‘Namelist’ 
options

List of 
diagnostics 

to save

e.g. want to save 
zonal-wind as 

monthly 
averages

A list of 
options 

supplied to 
the model to 
change its 
behaviour, 
without 

needing to 
recompile

Need to supply 
two sets of inputs

What do 
namelists 
look like?



What do namelists look like in the Fortran?
Near the top of the Fortran files 
there will be a section headed 
‘namelist’. This is a list of all the 
Fortran variables that can be 
changed via an input file. E.g. 

the choice of convection 
scheme ‘convection_scheme’

How do I set these 
namelist options?



Part 2: How do I run and configure the model?

Dynamical 
Core 

(fluid eqs)

Radiative 
transfer

Convection

Surface

‘Namelist’ 
options

List of 
diagnostics 

to save

e.g. want to save 
zonal-wind as 

monthly 
averages

A list of 
options 

supplied to 
the model to 
change its 
behaviour, 
without 

needing to 
recompile

Need to supply 
two sets of inputs

What do 
namelists 
look like?

• Normally with GCMs, the namelist options 
and list of diagnostics would go in separate 
files, and it gets complicated and messy… 

• With Isca, all the configuration can be done 
from a single python script…

Python

GCM  
(Fortran)



Configuring Isca using Python
https://github.com/ExeClim/ictp-isca-workshop-2018/blob/

master/experiments/initial_examples/held_suarez.py

1. Identifies where the Fortran code is 
2. Selects the diagnostics we want as output 
3. Specifies the namelist options 
4. Compiles the Fortran 
5. Setup the experiment object, including name 
6. Runs the fortran code

https://bit.ly/2Imwy1s

https://bit.ly/2Imwy1s



 
How do I run Isca at ICTP?

• We will be running all our experiments on ICTP’s supercomputer 
‘Argo’ 

• We have ~150 cores reserved between now and Saturday evening 
(30th June) 

• To run an experiment on Argo we can’t just run the python script, 
we have to submit it to the queuing system using a submission 
script (e.g. run_example_hs)

https://github.com/sit23/ictp-isca-workshop-2018/blob/master/experiments/initial_examples/grey_rad.py


Let’s get onto Argo
• At this point, please sit in your project groups

• 9 groups, each of which have 1 account on Argo 

• To access Argo, open a terminal on your machine (easy on linux or mac, if you’re 
using Windows you’ll need to install Putty (https://www.putty.org/ ) or similar)  

• (From now on, all commands you should execute will be in bold) 

• I will now switch to a PDF document that I will scroll through. 

• This PDF is part of the ictp-isca-workshop-2018 repo: 

• https://github.com/ExeClim/ictp-isca-workshop-2018/blob/master/experiments/
getting_onto_argo.pdf 

• An alternative guide, written by an Exeter student (Neil Lewis) is also available 
for reference: 

• https://github.com/ExeClim/ictp-isca-workshop-2018/blob/master/experiments/
isca_help_ictp.pdf

https://github.com/ExeClim/ictp-isca-workshop-2018/blob/master/experiments/getting_onto_argo.pdf
https://github.com/ExeClim/ictp-isca-workshop-2018/blob/master/experiments/getting_onto_argo.pdf
https://github.com/ExeClim/ictp-isca-workshop-2018/blob/master/experiments/isca_help_ictp.pdf
https://github.com/ExeClim/ictp-isca-workshop-2018/blob/master/experiments/isca_help_ictp.pdf


Part 3: Introducing the projects

• At this point, I’d like to go through the individual projects, and 
discuss the example experiments we have put together for each 

• Good for you to listen to all of the project descriptions, as then 
you’ll have an idea of who to ask if you want to e.g. change the 
rotation rate, or add land, etc. 

• We have put together a short list of papers related to each project - 
might be a good idea to start reading some of them: 

• https://github.com/ExeClim/ictp-isca-workshop-2018/blob/
master/experiments/ictp_project_reading.pdf

https://github.com/ExeClim/ictp-isca-workshop-2018/blob/master/experiments/ictp_project_reading.pdf
https://github.com/ExeClim/ictp-isca-workshop-2018/blob/master/experiments/ictp_project_reading.pdf


Introducing the projects
• Project 1: Climate Sensitivity and climate variability

• Goal - How climate sensitivity and natural variability are related, and how robust this is 
across different model formulations. 

• Experiments to do: 

• Run two or more versions of the models with different radiation or convection schemes 

• Compare their natural variability and their response to increased CO2 

• Analysis to do: 

• Climate sensitivity seasonal variability, jet latitudes, tropopause height, etc 

• Example experiments provided: 

• Aquaplanet with grey radiation, shallow mixed layer and CO2  350, 700 and 1400ppmv 

• Aquaplanet with RRTM radiation, shallow mixed layer with CO2  350, 700 and 
1400ppmv



Introducing the projects
• Project 2: Hadley Cell, Moisture and Eddies

• Goal - Understand how the Hadley Cell is affected by moisture and eddies.  

• Experiments to do: 

• Simple moist model with fully 3D dynamics and compare with zonally-symmetric dynamics 
(no eddies) 

• The same but with a ‘dry’ model 

• Analysis to do: 

• Changes in strength and width of the Hadley Cell  with and without moisture and with and 
without eddies.  

• Example experiments provided: 

• Aquaplanet with grey radiation, shallow mixed layer with 3D and zonally-symmetric 
dynamics 

• Held-Suarez model with 3D and zonally-symmetric dynamics



Introducing the projects
• Project 3: Storm tracks, continents and reversed rotation

• Goal - Understand how the location of the storm tracks depends on the location of 
continents, and how they would change if rotation was reversed. 

• Experiments to do: 

• Moist model with full radiation scheme and realistic continents 

• Reverse the rotation and run to equilibrium 

• Analysis to do: 

• Storm track diagnostics, jet position 

• Example experiments provided: 

• Earth-like planet with continents and topography, with RRTM radiation, and 
normal and reversed rotation.



Introducing the projects
• Project 4: Seasonal cycle, hysteresis and mixed-layer depth

• Goal - Understand how seasonal lags are affected by continents, mixed-
layer depth, length of season.  

• Experiments to do: 

• Configure the moist model with two different arrangements of idealized 
continents and mixed layer depths  

• Analysis to do: 

• Seasonal amplitude, lag with respect to insolation 

• Example experiments provided: 

• Aquaplanet with RRTM radiation and a seasonal cycle, with mixed-layer 
depths of 20 metres and 5 meters. 



Introducing the projects
• Project 5: Oceanic heat transport effects on atmospheric circulation

• Goal - Understand if and how the atmospheric circulation is affected by ocean heat transport (Q-fluxes), 
with and without continents, with and without seasons.  

• Experiments to do: 

• Lots of different ones… 

• Easiest thing - look at the effect of ocean heat transport on an aquaplanet, change the spatial form, 
amplitudes, etc. 

• Analysis to do: 

• Atmospheric heat transport vs oceanic heat transport 

• Hadley cell strength, ITCZ position, etc 

• Example experiments provided: 

• Aquaplanet with RRTM radiation with perpetual equinox radiation, run with and without a q-flux, 
which is read from an input file.  

• Python script provided to create q-flux input files from analytic form.



Introducing the projects
• Project 6: Obliquity changes

• Goal - Understand how the climate would change at higher or lower 
obliquity, varying from small (realistic) changes to large idealized changes.  

• Experiments to do: 

• Control aquaplanet experiment at Earth-like obliquity, then at higher and 
lower obliquities 

• Analysis to do: 

• Temperature distribution, heat transport, Hadley Cell strength, etc 

• Example experiments provided: 

• Aquaplanet with RRTM radiation with seasonal cycle, shallow mixed-layer 
depth, and two obliquity values, Earth and double Earth.



Introducing the projects
• Project 7: Ice-albedo feedback and snowball Earth

• Goal - Explore the effects of ice-albedo feedback on the climate of the model, with and 
without continents and seasons. Note, this experiment will require the user to make 
changes in the Fortran code. 

• Experiments to do: 

• Implement a temperature dependent surface albedo in the model (mixed_layer.f90) 

• Obtain stable climate, then change the solar constant / CO2 levels to see what you 
need to push it for a snowball Earth. 

• Analysis to do: 

• Surface temperature as a function of albedo, etc. 

• Example experiments provided: 

• Aquaplanet with RRTM radiation with perpetual equinox, without ice-albedo feedback



Introducing the projects
• Project P1:Effects of rotation rate and size of the planet

• Goal - Understand the basic effects of changing planetary parameters and 
the power of non-dimensionalization.  

• Experiments to do: 

• Change one or more of the rotation rate, radius, surface pressure with 
simple and more complex models 

• Analysis to do: 

• Zonal winds, angular momentum, etc 

• Example experiments provided: 

• Held-Suarez experiment with Earth-like rotation rate, then double and half 
the rotation rate



Introducing the projects
• Project P2:Effects of gravity in dry and moist atmospheres. 

• Goal - Understand how gravity changes an atmosphere (or not) with and without moisture 

• Experiments to do: 

• Run a model without moisture with 1 and 2 * Earth gravity 

• Run a model with moisture with 1 and 2 * Earth gravity 

• Analysis to do: 

• Demonstrate the truth of the premise that g does not affect a dry model, but that it 
does affect a moist model 

• Example experiments provided: 

• Held-Suarez experiment with 1 and 2 * g 

• Aquaplanet with grey radiation without a seasonal cycle with 1 and 2 * g. 



Introducing the projects
• These projects are for you to make your own - start with our suggestions, but think up your own 

ideas and experiments 

• Talk to me and the other lecturers, as they will be happy to help with discussing experiment and 
analysis ideas 

• If you want to compare with reanalysis - monthly JRA-55 data is on Argo, and an example 
script is available in the analysis folder. The same is true for the HadISST dataset. 

• Before you leave today, make sure somebody runs your group’s example experiments. 
Then you’ll have something to analyse tomorrow. 

• Split up the work within your group: 

• Who wants to run the model first?  

• Who wants to do some analysis of my example experiments so that they are ready for the 
real results later?  

• Who wants to read a related paper?  

• Make sure you have a go at a variety of tasks - good opportunity to do that!


