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Backpropagation



  

Cartpole Catch the pixel
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Deep neural network approximation of Q
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What type of neural network do we need ?Q



  

Training the Q-network

Bellman equation ...

... still the Bellman equation ...

TD-error

At the same time we want to 
- Learn the value function

- Learn to act optimally



  

Training the Q-DNN

Cost function ...

Optimized by SGD
experience

Computed by 
backpropagation



  

Experience replay: speeding up the learning

- correlated (in time) experiences slow down the learning

- the experience is immediately discarded

A possible solution*

keep a memory of the experiences and sample from it

*A3C Asynchronous Adavantage Actor-Critic methods



  

2. > jupyter notebook cartpole.ipynb   [enter]

Enough talk! Let's code!

1. Open Lecture5 directory > Mouse Right click > Open in Terminal



  

Experiment with the code
...

- greedy policy

memory size



  

Learning to play
looking the screen



  

> Open terminal in Lecture5/catch_the_pixel [enter]

> jupyter notebook catch_the_pixel.ipynb   [enter]

Let's code again!

Reward at the end

+1 catched
-1 otherwise
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