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demo

Maths pitfalls

Almost all reals cannot be represented exactly
>>> 0.1+0.2 
0.30000000000000004 

>>> print '{:10.60f}'.format(0.1) 
0.100000000000000005551115123125782702118158340454101562500000 

>>> print '{:10.60f}'.format(0.2) 
0.200000000000000011102230246251565404236316680908203125000000 

>>> print '{:10.60f}'.format(0.3) 
0.299999999999999988897769753748434595763683319091796875000000 

>>> print '{:10.60f}'.format(0.1+0.2) 
0.300000000000000044408920985006261616945266723632812500000000 

>>> 0.1 + 0.2 == 0.3 
False 
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Maths pitfalls

FP maths is commutative, but not associative

Luca HELTAI

Accuracy can be a Big Problem

32

Value1 Value2 Value3 Value4 Sum
1.0E+30 -1.0E+30 9.5 -2.3 7.2

1.0E+30 9.5 -1.0E+30 -2.3 -2.3

1.0E+30 9.5 -2.3 -1.0E+30 0

❖ Adding double-precision floating-point numbers (Excel) 

❖ Floating-Point addition is NOT associative 

❖ Produces different sums for the same data values 

❖ Rounding errors when the difference in exponent is large

Luca HELTAI

Floating-point Math Pitfalls

❖ Floating point math is commutative, but not associative! 
Example (single precision): 

❖ 1.0 + (1.5*1038 + (- 1.5*1038)) = 1.0 

❖ (1.0 + 1.5*1038) + (- 1.5*1038) = 0.0 

◇ the result of a summation depends on the order of how 
the numbers are summed up 

◇ results may change significantly, if a compiler changes the 
order of operations for optimisation 

◇ prefer adding numbers of same magnitude 

◇ avoid subtracting very similar numbers
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1.0000 x + 1.0000 y = 2.0000
1.0000 x + 1.0001 y = 2.0000

1.0000 x + 1.0000 y = 2.0000
1.0000 x + 1.0001 y = 2.0001

Ill-conditioned matrices
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Throughout this paper we use the Frobenius norm ∥A∥F :=
(∑

a2
ij

)1/2. It is
unitary as the often used spectral norm, but it is much easier to compute and of
similar size as by ∥A∥2 ≤ ∥A∥F ≤

√
rank(A) · ∥A∥2.

For a matrix A ∈ Rn×n, the condition number cond(A) = ∥A−1∥ · ∥A∥ charac-
terizes the sensitivity of the inverse of A with respect to small perturbations in A.
More precisely, for small enough ε and ∥∆A∥ = ε∥A∥,

∥(A + ∆A)−1 − A−1∥
ε∥A−1∥ ≤ cond(A). (1.1)

Practical experience verifies that for a general perturbation ∆A we can expect
almost equality in (1.1). Now consider an extremely ill-conditioned matrix A ∈
Fn×n. By that we mean a matrix A with cond(A) ≫ eps−1. As an example taken
from [10] consider

A4=

⎛

⎜⎜⎝

−5046135670319638 −3871391041510136 −5206336348183639 −6745986988231149
−640032173419322 8694411469684959 −564323984386760 −2807912511823001

−16935782447203334 −18752427538303772 −8188807358110413 −14820968618548534
−1069537498856711 −14079150289610606 7074216604373039 7257960283978710

⎞

⎟⎟⎠.

(1.2)
This innocent looking matrix is extremely ill-conditioned, namely

cond(A4) = 6.4 · 1064.

An approximate inverse R of extremely ill-conditioned matrices calculated by any
standard algorithm such as Gaussian elimination is so severely corrupted by round-
off errors that we cannot expect a single correct digit in R. For our matrix A4

we obtain

invfl(A4) =

⎛

⎜⎜⎝

−3.11 −1.03 1.04 −1.17
0.88 0.29 −0.29 0.33

−2.82 −0.94 0.94 −1.06
4.00 1.33 −1.34 1.50

⎞

⎟⎟⎠,

fl(A−1
4 ) =

⎛

⎜⎜⎝

8.97 · 1047 2.98 · 1047 −3.00 · 1047 3.37 · 1047

−2.54 · 1047 −8.43 · 1046 8.48 · 1046 −9.53 · 1046

8.14 · 1047 2.71 · 1047 −2.72 · 1047 3.06 · 1047

−1.15 · 1048 −3.84 · 1047 3.85 · 1047 −4.33 · 1047

⎞

⎟⎟⎠.

(1.3)

Here R := invfl(A4) denotes an approximate inverse of A calculated in floating-
point, for example by the Matlab command R = inv(A), whereas fl(A−1

4 ) denotes
the true inverse A−1

4 rounded to the nearest floating-point matrix. Note that in
our example R is almost a scalar multiple of A−1

4 , but this is not typical. As can
be seen, R and A−1

4 differ by about 47 orders of magnitude. This corresponds to a
well-known rule of thumb in numerical analysis [2].

One may regard such an approximate inverse R as useless. The insight of the
algorithm to be described is that R contains a lot of useful information, enough
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Let an n × n matrix A of floating-point numbers in some format be given. Denote the
relative rounding error unit of the given format by eps. Assume A to be extremely
ill-conditioned, that is cond(A) ≫ eps−1. In about 1984 I developed an algorithm to
calculate an approximate inverse of A solely using the given floating-point format. The
key is a multiplicative correction rather than a Newton-type additive correction. I did not
publish it because of lack of analysis. Recently, in [9] a modification of the algorithm was
analyzed. The present paper has two purposes. The first is to present reasoning how and
why the original algorithm works. The second is to discuss a quite unexpected feature
of floating-point computations, namely, that an approximate inverse of an extraordinary
ill-conditioned matrix still contains a lot of useful information. We will demonstrate this
by inverting a matrix with condition number beyond 10300 solely using double precision.
This is a workout of the invited talk at the SCAN meeting 2006 in Duisburg.

Key words: extremely ill-conditioned matrix, condition number, multiplicative correction,
accurate dot product, accurate summation, error-free transformations

1. Introduction and previous work

Consider a set of floating-point numbers F, for instance double precision
floating-point numbers according to the IEEE 754 standard [3]. Let a matrix
A ∈ Fn×n be given. The only requirement for the following algorithm are floating-
point operations in the given format. For convenience, assume this format to be
double precision in the following.

First we will show how to compute the dot product xTy of two vectors x, y ∈ F
in K-fold precision with storing the result in one or in K floating-point numbers.
This algorithm to be described in Section 2 uses solely double precision floating-
point arithmetic and is based on so-called error-free transformations [7, 13, 12].
The analysis will show that the result is of a quality “as if” computed in K-fold
precision.

The relative rounding error unit in IEEE 754 double precision in rounding to
nearest is eps = 2−53. Throughout the paper we assume that no over- or underflow
occurs. Then every single floating-point operation produces a result with relative
error not larger than eps.

This research was partially supported by Grant-in-Aid for Specially Promoted Research
(No. 17002012: Establishment of Verified Numerical Computation) from the Ministry of Edu-
cation, Science, Sports and Culture of Japan.
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