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1. The quest for harnessing thermonuclear fusion as an energy source on Earth
2. Computing thermonuclear fusion: a very challenging endeavor
3. Computational methods for Magnetic Confinement Fusion
4. Computational methods for Inertial Confinement Fusion
5. A few examples of future research directions in Fusion Computation
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Disclaimer: while I will attempt to provide as broad and as general a perspective on 
computing in Fusion Science as possible, my exposition will draw heavily from my own 
research and will reflect my personal perspective. Caveat emptor!
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The quest for harnessing thermonuclear 
fusion as an energy source on Earth
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What is thermonuclear fusion?
• “ Thermonuclear Fusion” is the process whereby, upon 

reaching sufficiently high temperatures and densities, 
lighter nuclei combine to form heavier ones, converting 
a tiny amount of mass into a lot of energy (according to 
Einstein’s mc2 formula)

• Fusion is the engine that drives the birth, life, and 
death of stars in the universe, and therefore of life on 
Earth
− In stars, matter is perfectly confined by gravity, allowing for 

long-term fusion energy production
− In the laboratory, however, one needs to figure out ways to 

confine matter at billions of degrees hot… this is the key 
challenge of harnessing fusion on Earth!

Source: wikipedia
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Why is thermonuclear fusion for peaceful energy 
production attractive?
• Fuel is hydrogen isotopes: 

inexhaustible, geographically 
distributed

• Small quantity of fuel: quick 
shutdown

• Inherent safety aspects
• No harmful radioactive or CO2

emissions (no global warming)
• Byproduct neutrons may activate 

structural materials, but next-
generation fusion reactors will be 
“neutron-free”

Only 100 kg deuterium (corresponding to 2800 
tonnes of sea water) and 150 kg of tritium 
(corresponding to 10 tonnes of lithium ore) will 
be needed for operating a 1 GW electric power 
plant for one year. 
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What are the required conditions for thermonuclear 
fusion?
• One hundred million degrees!

− Enough kinetic energy to overcome 
electrostatic repulsion

• At such temperatures, matter is 
ionized and forms a plasma (4th

state of matter, most common!)
• Plasma is so hot it will instantly 

melt any surface: cannot meet 
any reactor vessel! Confinement.
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How to confine matter that hot?
I. With magnetic fields: Magnetic confinement

The toroidal geometry avoids end losses!

7

The trick: use magnetic fields

Recall a burning plasma will require a temperature  
T ~ 5-10 keV = 50-100 M Kelvin

Even with ~1020 ions/m3 , the ion would travel ~10 km 
before colliding with another  

Therefore these plasmas are effectively  
collisionless (a common theme) 

The ITER tokamak has minor radius 2 m 
How to confine particles?

We can understand a lot about how fusion devices 
confine plasma by studying single particle motion.

From W. Fox, PPPL
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How to confine matter that hot?
II. By compression: Inertial confinementWhat is ICF fusion and how does it work?
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A taxonomy of plasmas in nature and the laboratory
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Simulating thermonuclear fusion: 
a very challenging endeavor
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The role of computing in thermonuclear fusion: 
Virtual experiments
• Fusion experiments are getting bigger and more expensive: does not give 

much room for iteration 
• A successful fusion reactor should confine extremely hot matter at a sufficient 

density for sufficiently long: there is not much room for error! 
• “Virtual experiments” are needed to find suitable operating regimes, and to 

guide construction, operation and optimization of future fusion reactors. 
• Such “virtual experiments” are, or course, simulations. We require a predictive 

capability! However... 

Plasma confinement (or lack thereof) results from careful interplay of 
physical phenomena spanning many orders of magnitude in time and space! 
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“The tyranny of scales”

Luis Chacon, chacon@lanl.gov

Challenges in thermonuclear fusion simulation:
“The tyranny of scales”
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Challenges in thermonuclear fusion simulation:
Charge separation characteristic scales
• Plasma frequency (very fast): time scale of restoration of charge imbalance in 

the plasma
• Debye length (very small): length scale beyond which charge separation cannot 

be sustained
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Electrons “shield” ion charge with
characteristic scale the Debye length
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Challenges in thermonuclear fusion simulation:
Magnetic field characteristic scales
• Gyrofrequency (very fast): time scale of particle gyration around magnetic field
• Gyroradius (very small): radius of gyration around magnetic field
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The trick: use magnetic fields

Recall a burning plasma will require a temperature  
T ~ 5-10 keV = 50-100 M Kelvin

Even with ~1020 ions/m3 , the ion would travel ~10 km 
before colliding with another  

Therefore these plasmas are effectively  
collisionless (a common theme) 

The ITER tokamak has minor radius 2 m 
How to confine particles?

We can understand a lot about how fusion devices 
confine plasma by studying single particle motion.

From W. Fox, PPPL
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Challenges in thermonuclear fusion simulation:
Collision frequencies and mean-free-paths

• Collision frequency:

• Collisional mean-free-path: lc = vth/nc
• Collisions increase with density, decrease with temperature.

− Hot, low-density plasmas are weakly collisional (MFE)
− Warm, dense plasmas will be moderately or strongly collisional (ICF)

• Electrons are more collisional than ions by 
• Collisions determine relaxation rates toward local thermal equilibrium (LTE)
• Collisionality affects momentum and energy transport, and therefore 

confinement.
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Fusion sciences pioneered unclassified supercomputing!

• In 1973, Dr. Alvin Trivelpiece, deputy director of the Controlled Thermonuclear 
Research (CTR) program of the Atomic Energy Commission, solicited 
proposals for a computing center that would aid in reaching fusion power, 
giving the magnetic fusion program under CTR access to computing power 
similar to that of the defense programs.

• CTR computing center (CTRCC) was first placed at LLNL, and in 1996 moved 
to LBL.

• CTRCC was soon renamed “National Magnetic Fusion Energy Computing 
Center,” and in 1983 adopted its final name of National Energy Research 
Supercomputing Center (NERSC) when it was open to al DOE-SC disciplines.

https://www.nersc.gov/about/nersc-history/?start=1

https://www.nersc.gov/about/nersc-history/?start=1
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The power of algorithms!

A number of advances in the formulation and algorithms have complemented the increases in 
hardware speeds to provide vastly improved capability today than what was possible 30 years ago 
(see Figure 3). We expect this trend to continue into the future.  This rate of increase of effective 
capability is essential to meet the anticipated modeling demands of fusion energy research as 
described below. 

 
Figure 3:  Magnetic Fusion Energy:  "Effective speed" increases came from both faster hardware and improved 
algorithms. 

 
The present thrust in computational plasma science is to merge together the now separate 
macroscopic and microscopic models, and to extend the physical realism of these by the inclusion 
of detailed models of such phenomena as RF heating and atomic and molecular physical processes 
(important in plasma-wall interactions), so as to provide a true integrated computational model of a 
fusion experiment.  Such an integrated modeling capability will greatly facilitate the process 
whereby plasma sc ientists develop understanding and insights into these amazingly complex 
systems that will be critical in realizing the long term goal of creating an environmentally and 
economically sustainable source of energy. 

A number of external drivers are at work to make this time an especially opportune one for 
accelerating our capabilities in computational modeling of plasma.  In MFE, the international ITER 
experiment is scheduled to begin its 10-year construction phase in 2006.  There is a clear 

Credit: S. Jardin, SCaLeS Report (2003)
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The first-principles plasma description: 
Liouville’s equation (an intractable problem)

• Goal: to describe particle distribution function (PDF) of N interacting particles 
with position qi and momenta pi:

• PDF is governed by the (6N+1) dimensionality equation:

• Note: N is the real number of physical particles!
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Model reduction to the tractable: BBGKY hierarchy and
the Boltzmann equation
• Define s marginal PDF by integrating over (s+1,…N) phase space:

• Leads to reduced equation:

• “Closure problem”: fs depends on fs+1

• Solution: close equation at s=1, and model rhs with collisions: Boltzmann eq.

• Still high dimensional (6D+time)!
• For grazing Coulomb collisions, Boltzmann reduces to the Vlasov-Fokker-

Planck-Landau equation: basis for all fusion modeling!
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A “tractable” first-principles model:
The Vlasov-Fokker-Planck equation (+ Maxwell Eqs)

High dimensionality (3D+3V), 
exceedingly multiscale

@tf↵ +rx · (~vf↵) +rv · (~a↵f↵) =
NsX

�

C↵� (f� , f↵)

<latexit sha1_base64="8jM0VB5k5Cs2Urk3Priv5aNkSU4=">AAAC7HicbVHLbhMxFPUMj5bySmHJxiKbIqJopiCxqlTRDStUpKYtqsPo2r0zsWJ7LNsTNRrNX7BDbPkbPoC/YUoSJelwV0fnca91zK2SPiTJnyi+d//Bw53dR3uPnzx99ry3/+Lcl5UTOBKlKt0lB49KGhwFGRReWoegucILPj251S9m6LwszVmYWxxrKIzMpYDQUlnvN7PgggSVBZpnNQNlJ9DQt5QZ4AqyG8rEdRkoU5iHA8pmKOhs08mcLCbhzTox6yZqaNaB/2TpEWW+0q3AMUDzrf6c+YaerIwLdrUwX9kG3U1Zr58Mk39DuyBdgj5Zzmm2H+2w61JUGk0QCry/ShMbxvVtJ0Jhs8cqjxbEFAq8OkvHdV6agEZsC6ot07SiNLbqqHWBpcbg5i27gnX7Jbz0OFAYAjoLFt0gaHCFNEepNAO+gdUGdmt854gDO5HiZpsF7f1c8w6pIUxaUsMUISze0FaX3i2qC84Ph2kyTL+87x9/XJa4S16R1+SApOQDOSafyCkZERG9i75GPBKxib/HP+KfC2scLTMvydbEv/4CPTLtNQ==</latexit><latexit sha1_base64="8jM0VB5k5Cs2Urk3Priv5aNkSU4=">AAAC7HicbVHLbhMxFPUMj5bySmHJxiKbIqJopiCxqlTRDStUpKYtqsPo2r0zsWJ7LNsTNRrNX7BDbPkbPoC/YUoSJelwV0fnca91zK2SPiTJnyi+d//Bw53dR3uPnzx99ry3/+Lcl5UTOBKlKt0lB49KGhwFGRReWoegucILPj251S9m6LwszVmYWxxrKIzMpYDQUlnvN7PgggSVBZpnNQNlJ9DQt5QZ4AqyG8rEdRkoU5iHA8pmKOhs08mcLCbhzTox6yZqaNaB/2TpEWW+0q3AMUDzrf6c+YaerIwLdrUwX9kG3U1Zr58Mk39DuyBdgj5Zzmm2H+2w61JUGk0QCry/ShMbxvVtJ0Jhs8cqjxbEFAq8OkvHdV6agEZsC6ot07SiNLbqqHWBpcbg5i27gnX7Jbz0OFAYAjoLFt0gaHCFNEepNAO+gdUGdmt854gDO5HiZpsF7f1c8w6pIUxaUsMUISze0FaX3i2qC84Ph2kyTL+87x9/XJa4S16R1+SApOQDOSafyCkZERG9i75GPBKxib/HP+KfC2scLTMvydbEv/4CPTLtNQ==</latexit><latexit sha1_base64="8jM0VB5k5Cs2Urk3Priv5aNkSU4=">AAAC7HicbVHLbhMxFPUMj5bySmHJxiKbIqJopiCxqlTRDStUpKYtqsPo2r0zsWJ7LNsTNRrNX7BDbPkbPoC/YUoSJelwV0fnca91zK2SPiTJnyi+d//Bw53dR3uPnzx99ry3/+Lcl5UTOBKlKt0lB49KGhwFGRReWoegucILPj251S9m6LwszVmYWxxrKIzMpYDQUlnvN7PgggSVBZpnNQNlJ9DQt5QZ4AqyG8rEdRkoU5iHA8pmKOhs08mcLCbhzTox6yZqaNaB/2TpEWW+0q3AMUDzrf6c+YaerIwLdrUwX9kG3U1Zr58Mk39DuyBdgj5Zzmm2H+2w61JUGk0QCry/ShMbxvVtJ0Jhs8cqjxbEFAq8OkvHdV6agEZsC6ot07SiNLbqqHWBpcbg5i27gnX7Jbz0OFAYAjoLFt0gaHCFNEepNAO+gdUGdmt854gDO5HiZpsF7f1c8w6pIUxaUsMUISze0FaX3i2qC84Ph2kyTL+87x9/XJa4S16R1+SApOQDOSafyCkZERG9i75GPBKxib/HP+KfC2scLTMvydbEv/4CPTLtNQ==</latexit><latexit sha1_base64="8jM0VB5k5Cs2Urk3Priv5aNkSU4=">AAAC7HicbVHLbhMxFPUMj5bySmHJxiKbIqJopiCxqlTRDStUpKYtqsPo2r0zsWJ7LNsTNRrNX7BDbPkbPoC/YUoSJelwV0fnca91zK2SPiTJnyi+d//Bw53dR3uPnzx99ry3/+Lcl5UTOBKlKt0lB49KGhwFGRReWoegucILPj251S9m6LwszVmYWxxrKIzMpYDQUlnvN7PgggSVBZpnNQNlJ9DQt5QZ4AqyG8rEdRkoU5iHA8pmKOhs08mcLCbhzTox6yZqaNaB/2TpEWW+0q3AMUDzrf6c+YaerIwLdrUwX9kG3U1Zr58Mk39DuyBdgj5Zzmm2H+2w61JUGk0QCry/ShMbxvVtJ0Jhs8cqjxbEFAq8OkvHdV6agEZsC6ot07SiNLbqqHWBpcbg5i27gnX7Jbz0OFAYAjoLFt0gaHCFNEepNAO+gdUGdmt854gDO5HiZpsF7f1c8w6pIUxaUsMUISze0FaX3i2qC84Ph2kyTL+87x9/XJa4S16R1+SApOQDOSafyCkZERG9i75GPBKxib/HP+KfC2scLTMvydbEv/4CPTLtNQ==</latexit>

C (f� , f↵) = rv ·
h
D� ·rvf↵ � ~A�f↵

i

<latexit sha1_base64="LFmliLdTqe3uGB2nauAq/i+85Kw=">AAACvHicZZDLbtpAFIbHTtuk9EbaZTejskkkiuykUleJ0qaLLlMpJJEwso6HgxkxN80cUJHFo+TB+jY1AQSEs/r0/+cy8xdOyUBJ8i+KD168fHV49Lrx5u279x+axx/vgp14gV1hlfUPBQRU0mCXJCl8cB5BFwrvi/H1wr+fog/SmluaOexrKI0cSgFUS3nz8TpTOKQTPsyrrECCeXtBoNwI5jzzshzRKb/gmYFCQT7lmRhY4k9DvUaV2Xr54jbfwl/z+XrZun09vbX7K8+mKKofm96N2Vge7ufNVtJJnorvQ7qCFlvVTX4cHWYDKyYaDQkFIfTSxFG/Ak9SKKwXTwI6EGMosXeb9quhNYRG7BqqDsfUpjRusudWJVqN5Ge1usaq/nphA7YVEqF34NC3SYMvpblIpWkXW6y22G/42REPbiTF310VdAgzXeyJGmhUixrGCLR8Qx1d+jyofbg766RJJ/3zrXX1cxXiEfvMvrATlrLv7Ir9Zjesy0R0EJ1GZ9F5fBkP4nGsl61xtJr5xHYqnv4HSjjaug==</latexit><latexit sha1_base64="LFmliLdTqe3uGB2nauAq/i+85Kw=">AAACvHicZZDLbtpAFIbHTtuk9EbaZTejskkkiuykUleJ0qaLLlMpJJEwso6HgxkxN80cUJHFo+TB+jY1AQSEs/r0/+cy8xdOyUBJ8i+KD168fHV49Lrx5u279x+axx/vgp14gV1hlfUPBQRU0mCXJCl8cB5BFwrvi/H1wr+fog/SmluaOexrKI0cSgFUS3nz8TpTOKQTPsyrrECCeXtBoNwI5jzzshzRKb/gmYFCQT7lmRhY4k9DvUaV2Xr54jbfwl/z+XrZun09vbX7K8+mKKofm96N2Vge7ufNVtJJnorvQ7qCFlvVTX4cHWYDKyYaDQkFIfTSxFG/Ak9SKKwXTwI6EGMosXeb9quhNYRG7BqqDsfUpjRusudWJVqN5Ge1usaq/nphA7YVEqF34NC3SYMvpblIpWkXW6y22G/42REPbiTF310VdAgzXeyJGmhUixrGCLR8Qx1d+jyofbg766RJJ/3zrXX1cxXiEfvMvrATlrLv7Ir9Zjesy0R0EJ1GZ9F5fBkP4nGsl61xtJr5xHYqnv4HSjjaug==</latexit><latexit sha1_base64="LFmliLdTqe3uGB2nauAq/i+85Kw=">AAACvHicZZDLbtpAFIbHTtuk9EbaZTejskkkiuykUleJ0qaLLlMpJJEwso6HgxkxN80cUJHFo+TB+jY1AQSEs/r0/+cy8xdOyUBJ8i+KD168fHV49Lrx5u279x+axx/vgp14gV1hlfUPBQRU0mCXJCl8cB5BFwrvi/H1wr+fog/SmluaOexrKI0cSgFUS3nz8TpTOKQTPsyrrECCeXtBoNwI5jzzshzRKb/gmYFCQT7lmRhY4k9DvUaV2Xr54jbfwl/z+XrZun09vbX7K8+mKKofm96N2Vge7ufNVtJJnorvQ7qCFlvVTX4cHWYDKyYaDQkFIfTSxFG/Ak9SKKwXTwI6EGMosXeb9quhNYRG7BqqDsfUpjRusudWJVqN5Ge1usaq/nphA7YVEqF34NC3SYMvpblIpWkXW6y22G/42REPbiTF310VdAgzXeyJGmhUixrGCLR8Qx1d+jyofbg766RJJ/3zrXX1cxXiEfvMvrATlrLv7Ir9Zjesy0R0EJ1GZ9F5fBkP4nGsl61xtJr5xHYqnv4HSjjaug==</latexit><latexit sha1_base64="LFmliLdTqe3uGB2nauAq/i+85Kw=">AAACvHicZZDLbtpAFIbHTtuk9EbaZTejskkkiuykUleJ0qaLLlMpJJEwso6HgxkxN80cUJHFo+TB+jY1AQSEs/r0/+cy8xdOyUBJ8i+KD168fHV49Lrx5u279x+axx/vgp14gV1hlfUPBQRU0mCXJCl8cB5BFwrvi/H1wr+fog/SmluaOexrKI0cSgFUS3nz8TpTOKQTPsyrrECCeXtBoNwI5jzzshzRKb/gmYFCQT7lmRhY4k9DvUaV2Xr54jbfwl/z+XrZun09vbX7K8+mKKofm96N2Vge7ufNVtJJnorvQ7qCFlvVTX4cHWYDKyYaDQkFIfTSxFG/Ak9SKKwXTwI6EGMosXeb9quhNYRG7BqqDsfUpjRusudWJVqN5Ge1usaq/nphA7YVEqF34NC3SYMvpblIpWkXW6y22G/42REPbiTF310VdAgzXeyJGmhUixrGCLR8Qx1d+jyofbg766RJJ/3zrXX1cxXiEfvMvrATlrLv7Ir9Zjesy0R0EJ1GZ9F5fBkP4nGsl61xtJr5xHYqnv4HSjjaug==</latexit>

A� = rvH�
<latexit sha1_base64="StyiBYucHX1o7MUx56iKkRSIc50=">AAACPXicZZDLSgMxFIYz3u9WXQoy2I2LUmZEcFXwsumyQi+CU4aTeKyhSSYkGbEM7nwat7r3OXwAd+LWraOdYmvP6uP7E3LyUy24dUHw5s3Mzs0vLC4tr6yurW9slra22zZJDcMWS0RiLilYFFxhy3En8FIbBEkFdmj//Cfv3KGxPFFNN9DYldBT/IYzcLmKS3uncRZRdPDg1/xIARUQ3/n1kYxL5aAa/I4/DWEBZVJMI97yFqPrhKUSlWMCrL0KA+26GRjHmcCHlSi1qIH1oYdXzbCb3STKoWKTgci3U3nIlU6n0qyHiURnBrkdYZb/kSYWKwKdQ6NBo6k4CabHVS3kqkLHWIyx+eN/jxjQt5zdT1qQ1g4knZIS3G0uJfQR3HCHvLrwf1HT0D6shkE1vDgqn5wVJS6RXbJPDkhIjskJqZMGaRFGHskTeSYv3qv37n14n8OjM15xZ4dMjPf1Dd5rr1U=</latexit><latexit sha1_base64="StyiBYucHX1o7MUx56iKkRSIc50=">AAACPXicZZDLSgMxFIYz3u9WXQoy2I2LUmZEcFXwsumyQi+CU4aTeKyhSSYkGbEM7nwat7r3OXwAd+LWraOdYmvP6uP7E3LyUy24dUHw5s3Mzs0vLC4tr6yurW9slra22zZJDcMWS0RiLilYFFxhy3En8FIbBEkFdmj//Cfv3KGxPFFNN9DYldBT/IYzcLmKS3uncRZRdPDg1/xIARUQ3/n1kYxL5aAa/I4/DWEBZVJMI97yFqPrhKUSlWMCrL0KA+26GRjHmcCHlSi1qIH1oYdXzbCb3STKoWKTgci3U3nIlU6n0qyHiURnBrkdYZb/kSYWKwKdQ6NBo6k4CabHVS3kqkLHWIyx+eN/jxjQt5zdT1qQ1g4knZIS3G0uJfQR3HCHvLrwf1HT0D6shkE1vDgqn5wVJS6RXbJPDkhIjskJqZMGaRFGHskTeSYv3qv37n14n8OjM15xZ4dMjPf1Dd5rr1U=</latexit><latexit sha1_base64="StyiBYucHX1o7MUx56iKkRSIc50=">AAACPXicZZDLSgMxFIYz3u9WXQoy2I2LUmZEcFXwsumyQi+CU4aTeKyhSSYkGbEM7nwat7r3OXwAd+LWraOdYmvP6uP7E3LyUy24dUHw5s3Mzs0vLC4tr6yurW9slra22zZJDcMWS0RiLilYFFxhy3En8FIbBEkFdmj//Cfv3KGxPFFNN9DYldBT/IYzcLmKS3uncRZRdPDg1/xIARUQ3/n1kYxL5aAa/I4/DWEBZVJMI97yFqPrhKUSlWMCrL0KA+26GRjHmcCHlSi1qIH1oYdXzbCb3STKoWKTgci3U3nIlU6n0qyHiURnBrkdYZb/kSYWKwKdQ6NBo6k4CabHVS3kqkLHWIyx+eN/jxjQt5zdT1qQ1g4knZIS3G0uJfQR3HCHvLrwf1HT0D6shkE1vDgqn5wVJS6RXbJPDkhIjskJqZMGaRFGHskTeSYv3qv37n14n8OjM15xZ4dMjPf1Dd5rr1U=</latexit><latexit sha1_base64="StyiBYucHX1o7MUx56iKkRSIc50=">AAACPXicZZDLSgMxFIYz3u9WXQoy2I2LUmZEcFXwsumyQi+CU4aTeKyhSSYkGbEM7nwat7r3OXwAd+LWraOdYmvP6uP7E3LyUy24dUHw5s3Mzs0vLC4tr6yurW9slra22zZJDcMWS0RiLilYFFxhy3En8FIbBEkFdmj//Cfv3KGxPFFNN9DYldBT/IYzcLmKS3uncRZRdPDg1/xIARUQ3/n1kYxL5aAa/I4/DWEBZVJMI97yFqPrhKUSlWMCrL0KA+26GRjHmcCHlSi1qIH1oYdXzbCb3STKoWKTgci3U3nIlU6n0qyHiURnBrkdYZb/kSYWKwKdQ6NBo6k4CabHVS3kqkLHWIyx+eN/jxjQt5zdT1qQ1g4knZIS3G0uJfQR3HCHvLrwf1HT0D6shkE1vDgqn5wVJS6RXbJPDkhIjskJqZMGaRFGHskTeSYv3qv37n14n8OjM15xZ4dMjPf1Dd5rr1U=</latexit>

D� = rvrvG�
<latexit sha1_base64="DHL+myP0fFSmsCtYAbYOG6qHBc8=">AAACXnicZZA7SwNBFIUn6yO+k2gj2ATTWISwK4JVMKigZQQTBTcsd8ZrHDIvZibBsOTn+GtstbDzp7jRiHmc6uOcucy9hxrBnQ/Dz1ywtLyyml9b39jc2t4pFEu7baf7lmGLaaHtPQWHgitsee4F3huLIKnAO9q7GOd3A7SOa3XrhwY7ErqKP3EGPrOS4lka6ywfj5en8HI0StKYoodRuV6OFVAByeAfrv7SpFgJa+GPyosQTaBCJmompVw+ftSsL1F5JsC5hyg0vpOC9ZwJHG3EfYcGWA+6+HAbddInrTwqNhuIbH2VhVyZ/kKadlFL9HaYuX+YZpdR7bAq0Hu0Bgzaqpdgu1zVI66qdIrFFNt/nvvEgnnm7GXWBencUNIFU4J/zkwJPQT/u0NWXTRf1CK0j2tRWItuTiqN80mJa+SAHJIjEpFT0iDXpElahJFX8kbeyUfuK1gNtoPC79MgN5nZIzMK9r8BGv65pA==</latexit><latexit sha1_base64="DHL+myP0fFSmsCtYAbYOG6qHBc8=">AAACXnicZZA7SwNBFIUn6yO+k2gj2ATTWISwK4JVMKigZQQTBTcsd8ZrHDIvZibBsOTn+GtstbDzp7jRiHmc6uOcucy9hxrBnQ/Dz1ywtLyyml9b39jc2t4pFEu7baf7lmGLaaHtPQWHgitsee4F3huLIKnAO9q7GOd3A7SOa3XrhwY7ErqKP3EGPrOS4lka6ywfj5en8HI0StKYoodRuV6OFVAByeAfrv7SpFgJa+GPyosQTaBCJmompVw+ftSsL1F5JsC5hyg0vpOC9ZwJHG3EfYcGWA+6+HAbddInrTwqNhuIbH2VhVyZ/kKadlFL9HaYuX+YZpdR7bAq0Hu0Bgzaqpdgu1zVI66qdIrFFNt/nvvEgnnm7GXWBencUNIFU4J/zkwJPQT/u0NWXTRf1CK0j2tRWItuTiqN80mJa+SAHJIjEpFT0iDXpElahJFX8kbeyUfuK1gNtoPC79MgN5nZIzMK9r8BGv65pA==</latexit><latexit sha1_base64="DHL+myP0fFSmsCtYAbYOG6qHBc8=">AAACXnicZZA7SwNBFIUn6yO+k2gj2ATTWISwK4JVMKigZQQTBTcsd8ZrHDIvZibBsOTn+GtstbDzp7jRiHmc6uOcucy9hxrBnQ/Dz1ywtLyyml9b39jc2t4pFEu7baf7lmGLaaHtPQWHgitsee4F3huLIKnAO9q7GOd3A7SOa3XrhwY7ErqKP3EGPrOS4lka6ywfj5en8HI0StKYoodRuV6OFVAByeAfrv7SpFgJa+GPyosQTaBCJmompVw+ftSsL1F5JsC5hyg0vpOC9ZwJHG3EfYcGWA+6+HAbddInrTwqNhuIbH2VhVyZ/kKadlFL9HaYuX+YZpdR7bAq0Hu0Bgzaqpdgu1zVI66qdIrFFNt/nvvEgnnm7GXWBencUNIFU4J/zkwJPQT/u0NWXTRf1CK0j2tRWItuTiqN80mJa+SAHJIjEpFT0iDXpElahJFX8kbeyUfuK1gNtoPC79MgN5nZIzMK9r8BGv65pA==</latexit><latexit sha1_base64="DHL+myP0fFSmsCtYAbYOG6qHBc8=">AAACXnicZZA7SwNBFIUn6yO+k2gj2ATTWISwK4JVMKigZQQTBTcsd8ZrHDIvZibBsOTn+GtstbDzp7jRiHmc6uOcucy9hxrBnQ/Dz1ywtLyyml9b39jc2t4pFEu7baf7lmGLaaHtPQWHgitsee4F3huLIKnAO9q7GOd3A7SOa3XrhwY7ErqKP3EGPrOS4lka6ywfj5en8HI0StKYoodRuV6OFVAByeAfrv7SpFgJa+GPyosQTaBCJmompVw+ftSsL1F5JsC5hyg0vpOC9ZwJHG3EfYcGWA+6+HAbddInrTwqNhuIbH2VhVyZ/kKadlFL9HaYuX+YZpdR7bAq0Hu0Bgzaqpdgu1zVI66qdIrFFNt/nvvEgnnm7GXWBencUNIFU4J/zkwJPQT/u0NWXTRf1CK0j2tRWItuTiqN80mJa+SAHJIjEpFT0iDXpElahJFX8kbeyUfuK1gNtoPC79MgN5nZIzMK9r8BGv65pA==</latexit>

r2
vH� (~v) = �8⇡f� (~v)

r2
vG� (~v) = H� (~v)

<latexit sha1_base64="uYzmBqsDQLozMeDXpngrYjSxV2I=">AAACxXichZDBThsxEIa9W1pooG2gx15WzYVKabQbVWolQELtAY5UIoCE09XYnWys2F7LnqyIVqhv03fibVggVRNyyJw+//94ZvQLp1WgNL2L4hcbL19tbr1ube+8efuuvbt3EcqplziQpS79lYCAWlkckCKNV84jGKHxUkx+PPiXFfqgSntOM4dDA4VVIyWBGilv/+UWhIZf/bxKTvOaCyS4TbjGEe0nvEJZV83Tq2JMn5Kj5PM37lQyWtfIeWth7sn6uetW5+1O2ksfK1mFbA4dNq+zfDfa5L9LOTVoSWoI4TpLHQ1r8KSkxtsWnwZ0ICdQ4PV5NqxHpSW0ctnQTUq2MZV10xW3LrA0SH7WqP+wbrIWZcCuRiL0Dhz6LhnwhbJHmbJdscB6gf1/frbEgxsrebOsgglhZsSKaIDGjWhggkBPNzTRZc+DWoWLfi9Le9nPL53j7/MQt9gH9pHts4x9ZcfslJ2xAZPRTtSPDqLD+CQ2McXVU2sczf+8Z0sV/7kHjHDbcA==</latexit><latexit sha1_base64="uYzmBqsDQLozMeDXpngrYjSxV2I=">AAACxXichZDBThsxEIa9W1pooG2gx15WzYVKabQbVWolQELtAY5UIoCE09XYnWys2F7LnqyIVqhv03fibVggVRNyyJw+//94ZvQLp1WgNL2L4hcbL19tbr1ube+8efuuvbt3EcqplziQpS79lYCAWlkckCKNV84jGKHxUkx+PPiXFfqgSntOM4dDA4VVIyWBGilv/+UWhIZf/bxKTvOaCyS4TbjGEe0nvEJZV83Tq2JMn5Kj5PM37lQyWtfIeWth7sn6uetW5+1O2ksfK1mFbA4dNq+zfDfa5L9LOTVoSWoI4TpLHQ1r8KSkxtsWnwZ0ICdQ4PV5NqxHpSW0ctnQTUq2MZV10xW3LrA0SH7WqP+wbrIWZcCuRiL0Dhz6LhnwhbJHmbJdscB6gf1/frbEgxsrebOsgglhZsSKaIDGjWhggkBPNzTRZc+DWoWLfi9Le9nPL53j7/MQt9gH9pHts4x9ZcfslJ2xAZPRTtSPDqLD+CQ2McXVU2sczf+8Z0sV/7kHjHDbcA==</latexit><latexit sha1_base64="uYzmBqsDQLozMeDXpngrYjSxV2I=">AAACxXichZDBThsxEIa9W1pooG2gx15WzYVKabQbVWolQELtAY5UIoCE09XYnWys2F7LnqyIVqhv03fibVggVRNyyJw+//94ZvQLp1WgNL2L4hcbL19tbr1ube+8efuuvbt3EcqplziQpS79lYCAWlkckCKNV84jGKHxUkx+PPiXFfqgSntOM4dDA4VVIyWBGilv/+UWhIZf/bxKTvOaCyS4TbjGEe0nvEJZV83Tq2JMn5Kj5PM37lQyWtfIeWth7sn6uetW5+1O2ksfK1mFbA4dNq+zfDfa5L9LOTVoSWoI4TpLHQ1r8KSkxtsWnwZ0ICdQ4PV5NqxHpSW0ctnQTUq2MZV10xW3LrA0SH7WqP+wbrIWZcCuRiL0Dhz6LhnwhbJHmbJdscB6gf1/frbEgxsrebOsgglhZsSKaIDGjWhggkBPNzTRZc+DWoWLfi9Le9nPL53j7/MQt9gH9pHts4x9ZcfslJ2xAZPRTtSPDqLD+CQ2McXVU2sczf+8Z0sV/7kHjHDbcA==</latexit><latexit sha1_base64="uYzmBqsDQLozMeDXpngrYjSxV2I=">AAACxXichZDBThsxEIa9W1pooG2gx15WzYVKabQbVWolQELtAY5UIoCE09XYnWys2F7LnqyIVqhv03fibVggVRNyyJw+//94ZvQLp1WgNL2L4hcbL19tbr1ube+8efuuvbt3EcqplziQpS79lYCAWlkckCKNV84jGKHxUkx+PPiXFfqgSntOM4dDA4VVIyWBGilv/+UWhIZf/bxKTvOaCyS4TbjGEe0nvEJZV83Tq2JMn5Kj5PM37lQyWtfIeWth7sn6uetW5+1O2ksfK1mFbA4dNq+zfDfa5L9LOTVoSWoI4TpLHQ1r8KSkxtsWnwZ0ICdQ4PV5NqxHpSW0ctnQTUq2MZV10xW3LrA0SH7WqP+wbrIWZcCuRiL0Dhz6LhnwhbJHmbJdscB6gf1/frbEgxsrebOsgglhZsSKaIDGjWhggkBPNzTRZc+DWoWLfi9Le9nPL53j7/MQt9gH9pHts4x9ZcfslJ2xAZPRTtSPDqLD+CQ2McXVU2sczf+8Z0sV/7kHjHDbcA==</latexit>

f = f (~x,~v, t)
<latexit sha1_base64="i/XaiplprScYj2N/zK5mrYt4Xow=">AAACRnicZZDNSgMxFIXv1J/W/6pLN4NdqFDKjAiuhKIblxWsCk4pmXhnGppkQnJbLIOP4NO41b2v4Eu4E7eOWtHas/o4J5d7c2IjhaMgePFKM7Nz8+XKwuLS8srqWnV948JlA8uxzTOZ2auYOZRCY5sESbwyFpmKJV7G/ZPP/HKI1olMn9PIYEexVItEcEaF1a3uJP6Rn/iRxIR2oyHy/Pau7n/BsADyIyvSHu11q7WgEXzJn4ZwDDUYq9Vd98rRTcYHCjVxyZy7DgNDnZxZElzi3WI0cGgY77MUr8/DTp5kmlDzyUAWZ+oiFNoMptI8xUwh2VHh/mBefDbOHNYlEqE1zKCtk2I2FfooFLoe/2H5h+0v/1timekJfjvpMuXcSMVTpmLUK0zF+sjo+4aiuvB/UdNwsd8Ig0Z4dlBrHo9LrMAWbMMuhHAITTiFFrSBwz08wCM8ec/eq/fmvX8/LXnjmU2YUAk+AOeosTY=</latexit><latexit sha1_base64="i/XaiplprScYj2N/zK5mrYt4Xow=">AAACRnicZZDNSgMxFIXv1J/W/6pLN4NdqFDKjAiuhKIblxWsCk4pmXhnGppkQnJbLIOP4NO41b2v4Eu4E7eOWtHas/o4J5d7c2IjhaMgePFKM7Nz8+XKwuLS8srqWnV948JlA8uxzTOZ2auYOZRCY5sESbwyFpmKJV7G/ZPP/HKI1olMn9PIYEexVItEcEaF1a3uJP6Rn/iRxIR2oyHy/Pau7n/BsADyIyvSHu11q7WgEXzJn4ZwDDUYq9Vd98rRTcYHCjVxyZy7DgNDnZxZElzi3WI0cGgY77MUr8/DTp5kmlDzyUAWZ+oiFNoMptI8xUwh2VHh/mBefDbOHNYlEqE1zKCtk2I2FfooFLoe/2H5h+0v/1timekJfjvpMuXcSMVTpmLUK0zF+sjo+4aiuvB/UdNwsd8Ig0Z4dlBrHo9LrMAWbMMuhHAITTiFFrSBwz08wCM8ec/eq/fmvX8/LXnjmU2YUAk+AOeosTY=</latexit><latexit sha1_base64="i/XaiplprScYj2N/zK5mrYt4Xow=">AAACRnicZZDNSgMxFIXv1J/W/6pLN4NdqFDKjAiuhKIblxWsCk4pmXhnGppkQnJbLIOP4NO41b2v4Eu4E7eOWtHas/o4J5d7c2IjhaMgePFKM7Nz8+XKwuLS8srqWnV948JlA8uxzTOZ2auYOZRCY5sESbwyFpmKJV7G/ZPP/HKI1olMn9PIYEexVItEcEaF1a3uJP6Rn/iRxIR2oyHy/Pau7n/BsADyIyvSHu11q7WgEXzJn4ZwDDUYq9Vd98rRTcYHCjVxyZy7DgNDnZxZElzi3WI0cGgY77MUr8/DTp5kmlDzyUAWZ+oiFNoMptI8xUwh2VHh/mBefDbOHNYlEqE1zKCtk2I2FfooFLoe/2H5h+0v/1timekJfjvpMuXcSMVTpmLUK0zF+sjo+4aiuvB/UdNwsd8Ig0Z4dlBrHo9LrMAWbMMuhHAITTiFFrSBwz08wCM8ec/eq/fmvX8/LXnjmU2YUAk+AOeosTY=</latexit><latexit sha1_base64="i/XaiplprScYj2N/zK5mrYt4Xow=">AAACRnicZZDNSgMxFIXv1J/W/6pLN4NdqFDKjAiuhKIblxWsCk4pmXhnGppkQnJbLIOP4NO41b2v4Eu4E7eOWtHas/o4J5d7c2IjhaMgePFKM7Nz8+XKwuLS8srqWnV948JlA8uxzTOZ2auYOZRCY5sESbwyFpmKJV7G/ZPP/HKI1olMn9PIYEexVItEcEaF1a3uJP6Rn/iRxIR2oyHy/Pau7n/BsADyIyvSHu11q7WgEXzJn4ZwDDUYq9Vd98rRTcYHCjVxyZy7DgNDnZxZElzi3WI0cGgY77MUr8/DTp5kmlDzyUAWZ+oiFNoMptI8xUwh2VHh/mBefDbOHNYlEqE1zKCtk2I2FfooFLoe/2H5h+0v/1timekJfjvpMuXcSMVTpmLUK0zF+sjo+4aiuvB/UdNwsd8Ig0Z4dlBrHo9LrMAWbMMuhHAITTiFFrSBwz08wCM8ec/eq/fmvX8/LXnjmU2YUAk+AOeosTY=</latexit>

Particle-in-cell (PIC) methods for collisionless kinetic plasma

simulation

‰ Lagrangian solution by the method of characteristics:

f (x, v, t) = f0
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; x(t = 0) = x0 ; v(t = 0) = v0

‰ PIC approach follows characteristics employing macroparticles (volumes in phase space)
‰ Maxwell’s equations are usually solved by finite-difference time-domain methods.

f (x, v, t) = Âp d(x � xp)d(v � vp) FDTD
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The power of asymptotics: nested model hierarchies

• Asymptotic model reduction from the VFP equation is possible by taking 
advantage of time/length scale separation

• In MFE, key asymptotic parameters are:
− Plasma frequency wp (quasineutrality, ambipolarity)
− Gyrofrequency Wc, the gyroradius rc (magnetic field strength)
− Collision frequency nc and mean-free-path lc (plasma collisionality)
− Ion/electron skin depths, di,e=c/wp i,e (measure scale lengths where kinetic effects 

are important)
• In ICF, key asymptotic parameters are:

− Plasma frequency
− Plasma collisionality and mean-free-path
− Plasma b (ratio of thermal-to-magnetic pressures)
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Model hierarchy in MFE

VFP+Maxwell
First principles

Gyro-Kinetic
Wc td >> 1, wp td >> 1

Gyro-Fluid
nc td >> 1 

Drift-Kinetic
rc / L << 1 

Extended 
MHD
nc td >> 1, wp td >> 1

MHD
me = 0, di = 0

Reduced 
XMHD

b << 1

Reduced 
MHD
me = 0, di = 0 

Turbulence Equilibrium, stability, disruptions

+ Hybrids
(e.g., kinetic ion, 

fluid electron)

Large collisionalityLarge gyrofrequency
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Model hierarchy in MFE
a
a
a

Gyrokinetic theory
GK vlasov equation
GK quasi-neutrality

Typical space and time range scales

Virginie Grandgirard CEMRACS 2010Credit: Grandgirard
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Model hierarchy in ICF
VFP + Maxwell + 

Radiation
First principles

MHD + Radiation

wp td >> 1,nc td >> 1 

Multifluid ES + 
Radiation

b >> 1 

Euler + Radiation 
(rad-hydro)

Single fluid

Hybrid
(kinetic ion, 

fluid electron)

Workhorse!

Large collisionality

Large plasma b
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A taxonomy of computational methods for fusion science
Spatial 

discretization

Lagrangian

Eulerian

Spectral (e.g., 
Fourier in 
periodic 

directions)

Hybrid  
(e.g., particle-in-

cell)

Temporal 
discretization

Implicit

Explicit

Hybrid 
(e.g., IMEX)

Model 
fidelity

Fluid

Kinetic

Hybrid 
(e.g., Kinetic-
ion/fluid-e)



277/12/21

Spatial discretization approaches

Lagrangian Eulerian Hybrid

Particle-in-cell (PIC) methods for collisionless kinetic plasma

simulation

‰ Lagrangian solution by the method of characteristics:

f (x, v, t) = f0
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; x(t = 0) = x0 ; v(t = 0) = v0

‰ PIC approach follows characteristics employing macroparticles (volumes in phase space)
‰ Maxwell’s equations are usually solved by finite-difference time-domain methods.

f (x, v, t) = Âp d(x � xp)d(v � vp) FDTD
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Luis Chacon, chacon@lanl.gov

1 Background

Figure 1: Boundary region, show-
ing major radii at 90% flux sur-
face, separatrix (right dashed ver-
tical line), and material wall

1.1 Science Driver The turbulent boundary of fusion
plasmas is critical since the physics therein determines the
performance of the reactor core and the characteristics of the
power exhausted to the divertor plates. This region is de-
fined as extending from the top of the pedestal, ≥ 10% of the
outer minor radius in from the magnetic separatrix, through
the open-field-line scrape-o� layer (SOL), and out to the ma-
terial walls (Fig. 1, 2). The “pedestal” in the density and tem-
perature profiles develops after the transition from low- (L) to
high- (H) confinement mode [187] once the heating power is
raised above a threshold value. A deep well in the radial elec-
tric field Er forms within the pedestal layer, bringing with it a
significant reduction in turbulence intensity. The ion tempera-
ture in the core then increases rapidly by a factor proportional
to the temperature at the top of the pedestal; ITER requires
the latter to be 4 – 6 keV to achieve its targeted fusion power.

Outer 
divertor plates

Figure 2: Edge region (red)
to be studied in the proposed
research using unstructured
triangular mesh.

The power exhausted by the plasma across the separatrix is, by
design, directed along open field lines to the “divertor” or “target”
plates (see Fig. 2). Present experiments find that the width of the heat
flux striking these surfaces is extremely narrow. An extrapolation of
the existing experimental widths to ITER parameters yields values so
narrow (Æ1 cm at the divertor target, Æ1 mm if mapped to midplane)
that the associated steady state heat loads would be too severe to be
withstood by any known solid material, complicating ITER operation.

The sharp pedestal gradients also serve as a source of free energy
that can be tapped by MHD edge-localized modes (ELMs) that can
“crash” the pedestal. The resulting transient heat and particle fluxes
can also rapidly erode the divertor target materials, another serious
concern for ITER. Ongoing primary ELM-control research is to gen-
erate stochastic magnetic fields in the pedestal region to gain control
over the pressure gradient there and, thus, over the ELMs. The pre-
dicted critical gradient required for ELM instability represents yet
another extrapolation of existing tokamak data.

The fundamental understanding of edge turbulence, pedestal
structure, L-H transition, and ELM stability and control that would
permit extrapolation beyond the existing database remains elusive,
despite decades of research, due to the multiscale kinetic nature of the
boundary plasma and the complexity of its geometry. The non-Maxwellian and non-equilibrium
character of the boundary plasma results from orbit loss and nonlocal orbit mixing, plasma wall
interactions, and neutral recycling; impurities created at the wall further complicate the problem.
The tremendous drop in temperature and density from the top of the pedestal to the SOL results
in a collisionality that varies rapidly with radius from almost collisionless to highly collisional.
These characteristics violate the near-Maxwellian assumptions required for fluid and even reduced-
”f kinetic models. Instead, comprehensive, first-principles-based, at least 5D gryokinetic (GK),
simulations that consistently incorporate all of the important, multiscale physics are required. The
principal assumption of the GK approach is that the interesting turbulence and transport physics is
on time scales much slower than gyro-motion of the particles in a strong magnetic field so that one
can average over this motion to analytically reduce the full 6D kinetic equations to 5D. The result-
ing system remains complex, in terms of both the algorithms and the extreme scale computation
needed, requiring a strong collaboration with ASCR scientists, as well as maximal concurrency on
the new hardware and software architectures anticipated from upcoming leadership class computers.
1.2 Enabling Technologies The ambitious science program envisioned under this proposal is
underpinned by an equally ambitious applied mathematics and computer science enabling tech-

1

the sequential method is distorted in the direction of the flow (clockwise). Note that the characteristics solution is analytical,
and suffers from no numerical error despite the significant mesh distortion observed. This mesh distortion does not grow in
the direct method, since the map at time t has no memory of maps at previous time-steps. The sequential method fails to
converge due to intolerable grid distortion at jX0jt ! 39.2, at which point the simulation terminates. It appears, however,
that the direct method can be integrated indefinitely, showing no mesh distortion buildup. The time histories of the volume
equidistribution error, mesh distortion, and grid velocities are given in Fig. 7. Again, the direct method is superior to the
sequential one in both equidistribution (the error of the former remains essentially constant in time, while it grows mono-
tonically for the latter) and mesh distortion (where the trace of the covariant metric tensor of the former remains close to
unity, whereas for the latter it is above 1.8 at jX0jt = 39.2), while providing similar grid velocities.

5.4. 2D differential rotation

This example modifies the previous Gaussian blob example by increasing the aspect ratio of the Gaussian blob (using
r2

x ¼ 0:05; r2
y ¼ 0:001), and letting the angular velocity be a function of radius, i.e., X = X(r). Here, we choose

X(r) = 16X0max[(0.5 # r)r,0], with X0 = #0.1. This setup provides differential rotation, which will result in the filamentation

Fig. 6. Snapshots of the mesh evolution and its target function (in gray scale) for the rigidly rotating blob example at various time levels (jX0jt = 10,20,40)
with the direct (left) and sequential (right) MK methods. The colored time-bar in the bottom-left corner indicates the approximate time position of the
snapshot with respect to the overall simulation.

98 L. Chacón et al. / Journal of Computational Physics 230 (2011) 87–103
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Explicit Implicit-
Explicit (IMEX) Implicit

Temporal discretization approaches

Easy update (no solve), 
conditional stability on Dt

Requires global algebraic solve (hard), 
unconditionally stable in Dt
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What are we looking for in a computational algorithm?
• Optimal algorithm (def): 

• Algorithmic scalability: 𝛼 ≈ 0
• Parallel scalability: 𝛽 ≈ 0
• Much emphasis is placed on parallel scalability, but algorithmic scalability is 

also critical:

• Only iterative implicit algorithms may become algorithmically (and parallel) 
scalable:
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⇠
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Computational methods for 
Magnetic Confinement Fusion
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What is magnetic confinement fusion?
• Magnetic confinement fusion (also known as Magnetic Fusion Energy, MFE) 

attempts to “bottle” million-degree hot plasma using magnetic fields.
• Leading concepts are based on toroidal geometries (no end losses)

− Best known concept is tokamak, in which the plasma generates confining poloidal 
magnetic fields self-consistently with plasma currents.

− Other fusion-grade concepts include the stellarator, which creates confining magnetic 
fields with external coils.
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Magnetohydrodynamics (MHD): equilibrium and stability

• MHD describes well macroscopic (bulk) plasma behavior.
• A self-sustaining long-pulse (quasi-steady-state) MFE reactor must be:

− In MHD equilibrium: jxB≈grad(P)
− MHD stable (perturbations to the equilibrium must decay, not grow exponentially)

• MHD toroidal equilibrium can be 2D or 3D, and must satisfy jxB=grad(P)
− 2D equilibria are computed using the Grad-Shafranov equation [reduction of jxB=g(P)]
− 3D equilibria requires solving full MHD equilibrium equation (e.g., in stellarator)

• MHD stability is critical for long-term reactor operation
− Stellarator concept does not self-generate magnetic fields, and is MHD-robust
− Tokamak MHD stability is more nuanced. If plasma becomes unstable in a tokamak, the 

plasma may terminate, causing a DISRUPTION. This should be avoided at all costs.
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The MHD model
Extended (two-fluid, Hall) MHD model equations

∂r

∂t
+ r · (r~v) = 0,

∂~B
∂t

+ r⇥ ~E = 0,

∂(r~v)
∂t

+r ·

h
r~v~v� ~B~B +

 !
P +

 !
I (p +

B
2

2
)

�
= 0,

∂pe

∂t
+r · (~vpe) + (g� 1)per ·~v = (g� 1)(S�r ·~q).

~v = mi~vi+me~ve

mi+me
⇡ ~vi ; ~ve = ~vi � di

~j
r

Ohm
0
s Law : ~E = �~v⇥ ~B + h~j� di

r (
~j⇥ ~B�rpe �r ·

 !
Pe )�

d
2
e

di

d~ve

dt

Luis Chacon, chacon@lanl.gov
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MHD equilibrium [jxB=grad(P)]: Grad-Shafranov equation
• Postulate B-field as:
• Find poloidal flux Y(x) for a given toroidal magnetic 

field F=R Bf=F(Y) and pressure profile p(Y) such that:

• Highly nonlinear equation! Can be very difficult to solve.
− Discretized using FV, FD, FE, spectral methods.
− Requires nonlinear iteration
− Input functions p(Y), F(Y) can be eliminated by adding 

more physics (for instance, loop voltage and resistive 
decay), or can be provided in alternative forms

− Many available codes: EFIT, TEQ, CORSICA, CHEASE
• Codes that solve 3D MHD equilibria (stellarator) also 

exist: PIES (3D), VMEC (3D)

the notion that the magnetic field of a dipole decays with 1/r2 and the flux
is proportional to the magnetic field times the intersected area. This far-field
condition might be suitable for describing astrophysical plasmas with the GS-
equation.

Figure 2: An example of a solution to the Grad-Shafranov equation, given
by isocontours of ψ. Two vertically separated X-shaped hyperbolic stationary
points are connected by a separatrix, phsyically representing the ‘last closed
flux surface’ separating the plasma region from the vacuum region. An O-
shaped elliptic stationary point inside the plasma is located at what is called
the magnetic axis.

7

Credit: Haverkort
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MHD stability: Methods
• After an equilibrium is found, it is important to determine whether it is MHD 

stable or unstable
• The question of stability is a tiered one: ideal stability (without dissipation), 

resistive stability, two-fluid stability, kinetic stability….
• There are many specialized tools to determine MHD stability, including some 

beyond-MHD effects:
− DCON (extended Newcomb’s criterion)
− PEST (MHD energy principle)
− MARS (spectral)
− ELITE (edge localized modes)
− …

• Initial-value MHD computations by full-fledged MHD codes are also used to 
study MHD stability
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MHD initial-value simulations of MFE: Methods
• MHD is a hyperbolic PDE system, supporting a variety of fast waves (fast and 

slow magnetosonic, shear Alfven).
• Spatial discretizations: FV, FD, FE, spectral,…
• Temporal discretizations: semi-implicit, fully implicit

− MFE benefits from quiescent plasmas, and therefore MHD simulations may need to 
cover a very long-time span

− Resolving fast timescales is impractical: implicit timestepping (Dt wMHD >> 1)
− Many MHD codes are available for MFE (NIMROD, M3D-C1, PIXIE3D, JOREK, 

SpeCyl, HiFi,…). All of them feature some level of time-implicitness.
− Key algorithmic requirement: SCALABILITY

• Achieving algorithmic and parallel scalability in implicit MHD codes is difficult
− Algorithmic scalability: CPU ~ O(N log(N)), N: number of degrees of freedom
− Parallel scalability: CPU ~ 1/Np, Np: number of processors
− We need both!



377/12/21

MHD: Impact of algorithms

• Impact both from spatial and 
temporal discretization 
improvements
− High-order, mesh adaptivity, etc.

• Time-implicitness is key
• Suitable linear and nonlinear 

solvers to invert associated 
algebraic system of equations is 
also important for scalability

• MHD algorithms remain an active 
area of research

A number of advances in the formulation and algorithms have complemented the increases in 
hardware speeds to provide vastly improved capability today than what was possible 30 years ago 
(see Figure 3). We expect this trend to continue into the future.  This rate of increase of effective 
capability is essential to meet the anticipated modeling demands of fusion energy research as 
described below. 

 
Figure 3:  Magnetic Fusion Energy:  "Effective speed" increases came from both faster hardware and improved 
algorithms. 

 
The present thrust in computational plasma science is to merge together the now separate 
macroscopic and microscopic models, and to extend the physical realism of these by the inclusion 
of detailed models of such phenomena as RF heating and atomic and molecular physical processes 
(important in plasma-wall interactions), so as to provide a true integrated computational model of a 
fusion experiment.  Such an integrated modeling capability will greatly facilitate the process 
whereby plasma sc ientists develop understanding and insights into these amazingly complex 
systems that will be critical in realizing the long term goal of creating an environmentally and 
economically sustainable source of energy. 

A number of external drivers are at work to make this time an especially opportune one for 
accelerating our capabilities in computational modeling of plasma.  In MFE, the international ITER 
experiment is scheduled to begin its 10-year construction phase in 2006.  There is a clear 

Credit: S. Jardin, SCaLeS Report (2003)
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MHD: Implicit timestepping algorithms
Why are they so difficult to scale up with problem size?
• Implicit timestepping requires an algebraic (often nonlinear) solve:

• G(U) is generally nonlinear, and requires iteration, e.g. Newton-Raphson

• Jacobian matrix 𝐽! = 𝜕𝐺/𝜕𝑈! is a very large, sparse, ill-conditioned matrix
− Direct methods are prohibitive [e.g., Gaussian elimination, CPU~ O(N7/3) in 3D!]
− Requires iterative methods, but typically # iterations grows with the condition number of the 

matrix: not scalable!
• Solution: Multigrid-preconditioned Krylov methods
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Krylov methods: a primer
• Krylov methods attempt to find the solution of Ax=b as a series:
• Here, di are A-conjugate vectors, satisfying orthogonality property:

• Problem solved! Right? No… one needs to find conjugate vectors!
• Krylov methods build conjugate basis iteratively, and orthogonalize along the 

way (e.g., Gram-Schmidt, QR factorization, etc.):

− All that is required to form basis is to multiply matrix A times a (given) vector once per 
iteration!

− For Jacobian system (Newton), matrix-vector product can be performed without ever 
building and storing the Jacobian matrix! (Gateaux derivative)

Implicit time-stepping: Jacobian-Free Newton-Krylov Methods

• Objective: solve nonlinear system ~G(~xn+1) =~0 efficiently (scalably).

• Converge nonlinear couplings using Newton-Raphson method:
∂~G
∂~x

�����
k

d~xk = �~G(~xk) .

• Jacobian-free implementation:

 
∂~G
∂~x

!

k

~y = Jk~y = lim
e!0

~G(~xk + e~y)� ~G(~xk)
e

• Krylov method of choice: GMRES (nonsymmetric systems).

• Right preconditioning: solve equivalent Jacobian system for dy = Pkd~x:

JkP
�1

k
Pkd~x|{z}

d~y

= ~�Gk

Approximations in preconditioner do not affect accuracy of

converged solution; they only affect efficiency!

• The rest of the talk will discuss the development of suitable preconditioners Pk!

Luis Chacon, chacon@lanl.gov

No need to form and
store Jacobian matrix.
Jacobian-free!
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Preconditioning Krylov methods
• Krylov methods are much faster than other iterative methods (e.g., Jacobi, Gauss-

Seidel), but still not optimal (work scales as N1+a, a>1). 
• But they can be PRECONDITIONED so that work scales as ~ N!
• Preconditioning: rewrite linear system as:

P-1 is the preconditioner. If P-1 ~ A-1, then (A P-1) ~ I, very fast convergence!
• Matrix-vector multiplication feature of Krylov methods allow seamless 

implementation of preconditioner:
− z=(A P-1)v can be computed with 2 matrix-vector products: y= P-1v, z = Ay

• Bleeding-edge research in iterative methods is in the development of effective 
preconditioners
− Preconditioner only affects convergence, not the solution
− Approximations to PDE that would lead to bad solvers can be good preconditioners!
− Application dependent
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Multigrid methods: key for algorithmic scalability (work~N)
• MG employs a divide-and-conquer approach to attack error components in the 

solution
− Oscillatory components of the error are “EASY” to deal with (if a SMOOTHER exists)
− Smooth components are DIFFICULT

• MG idea: coarsen recursively to make “smooth” components become oscillatory

• SMOOTHER is KEY component of MG
− Smoother is “easy” to find for parabolic and elliptic problems, but hard for hyperbolic ones

• MHD is hyperbolic: PARABOLIZATION of implicit MHD

Preconditioning: multilevel (multigrid) methods

• MG employs a divide-and-conquer approach to attack error components in the solution.

– Oscillatory components of the error are “EASY” to deal with (if a SMOOTHER exists)

– Smooth components are DIFFICULT.

Idea: Coarsen grid to make "smooth" components oscillatory, and proceed recursively

• SMOOTHER is KEY component of MG!

• Smoothers for stiff hyperbolic equations are hard to formulate.

• In general, smoothers are easy to develop for parabolic systems: PARABOLIZATION!

Luis Chacon, chacon@lanl.gov
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Parabolization of stiff hyperbolic systems:
Physics-based multigrid preconditioning
• Parabolization enables development of effective preconditioners for stiff hyperbolic 

PDEs
− Parabolization exploits structure of implicit discretization

− Parabolized systems are suitable for modern multilevel solvers (multigrid), which can be 
optimal [CPU ~ O(N log(N))]

• Connection between parabolization and block-factorization (Schur complement):

• Provides path for generalization of parabolization strategy to complex stiff 
hyperbolic PDEs.

MG methods for stiff hyperbolic equations:
Parabolization and block factorization (Schur complement)

• Parabolization is a natural consequence of implicit timestepping:

∂tu =
1

e
∂xv , ∂tv =

1

e
∂xu.

u
n+1 = u

n +
Dt

e
∂xv

n+1
, v

n+1 = v
n +

Dt

e
∂xu

n+1
.

"
I �

✓
Dt

e

◆2

∂xx

#
u

n+1 = u
n +

Dt

e
∂xv

n

• This can be exploited to develop optimal MG solvers for stiff hyperbolic systems
• PARABOLIZATION via BLOCK FACTORIZATION (Schur complement):

"
D1 U

L D2

#
=

"
I UD

�1

2

0 I

# "
D1 � UD

�1

2
L 0

0 D2

# "
I 0

D
�1

2
L I

#
.

D1 � UD
�1

2
L =

"
I �

✓
Dt

e

◆2

∂xx

#

Luis Chacon, chacon@lanl.gov

MG methods for stiff hyperbolic equations:
Parabolization and block factorization (Schur complement)

• Parabolization is a natural consequence of implicit timestepping:

∂tu =
1

e
∂xv , ∂tv =

1

e
∂xu.

u
n+1 = u

n +
Dt

e
∂xv

n+1
, v

n+1 = v
n +

Dt

e
∂xu

n+1
.

"
I �

✓
Dt

e

◆2

∂xx

#
u

n+1 = u
n +

Dt

e
∂xv

n

• This can be exploited to develop optimal MG solvers for stiff hyperbolic systems
• PARABOLIZATION via BLOCK FACTORIZATION (Schur complement):

"
D1 U

L D2

#
=

"
I UD

�1

2

0 I

# "
D1 � UD

�1

2
L 0

0 D2

# "
I 0

D
�1

2
L I

#
.

D1 � UD
�1

2
L =

"
I �

✓
Dt

e

◆2

∂xx

#

Luis Chacon, chacon@lanl.gov

MG methods for stiff hyperbolic equations:
Parabolization and block factorization (Schur complement)

• Parabolization is a natural consequence of implicit timestepping:

∂tu =
1

e
∂xv , ∂tv =

1

e
∂xu.

u
n+1 = u

n +
Dt

e
∂xv

n+1
, v

n+1 = v
n +

Dt

e
∂xu

n+1
.

"
I �

✓
Dt

e

◆2

∂xx

#
u

n+1 = u
n +

Dt

e
∂xv

n

• This can be exploited to develop optimal MG solvers for stiff hyperbolic systems
• PARABOLIZATION via BLOCK FACTORIZATION (Schur complement):

"
D1 U

L D2

#
=

"
I UD

�1

2

0 I

# "
D1 � UD

�1

2
L 0

0 D2

# "
I 0

D
�1

2
L I

#
.

D1 � UD
�1

2
L =

"
I �

✓
Dt

e

◆2

∂xx

#

Luis Chacon, chacon@lanl.gov

MG methods for stiff hyperbolic equations:
Parabolization and block factorization (Schur complement)

• Parabolization is a natural consequence of implicit timestepping:

∂tu =
1

e
∂xv , ∂tv =

1

e
∂xu.

u
n+1 = u

n +
Dt

e
∂xv

n+1
, v

n+1 = v
n +

Dt

e
∂xu

n+1
.

"
I �

✓
Dt

e

◆2

∂xx

#
u

n+1 = u
n +

Dt

e
∂xv

n

• This can be exploited to develop optimal MG solvers for stiff hyperbolic systems
• PARABOLIZATION via BLOCK FACTORIZATION (Schur complement):

"
D1 U

L D2

#
=

"
I UD

�1

2

0 I

# "
D1 � UD

�1

2
L 0

0 D2

# "
I 0

D
�1

2
L I

#
.

D1 � UD
�1

2
L =

"
I �

✓
Dt

e

◆2

∂xx

#

Luis Chacon, chacon@lanl.gov



437/12/21

Jacobian-free Newton-Krylov + Parabolization-MG 
delivers near-optimal scalability (parallel and algorithmic)

• Hall MHD example using GEM challenge problem (magnetic reconnection)
• Fixed implicit timestep, weak-scalability study

Extended MHD performance results (GEM challenge)

di/Lx = 1/12.8, h = ni = k = 5 ⇥ 10
�4

100 time steps, Dt = 0.01, 1 V(4,4) MG cycle

np mesh ne
Dt

Dtexp
GMRES/Dt Newton/Dt WCT(s) WCT/PC

1 32 ⇥ 32 10
�4

1.0 2 2 174 43.5

4 64 ⇥ 64 2.5 ⇥ 10
�5

2.1 2 2 214 53.5

16 128 ⇥ 128 6.3 ⇥ 10
�6

8.2 2 2 298 74.5

64 256 ⇥ 256 1.6 ⇥ 10
�6

170 7 3.8 1030 95.4

256 512 ⇥ 512 3.9 ⇥ 10
�7

130 3.2 2.4 648 115.7

1024 1024 ⇥ 1024 9.8 ⇥ 10
�8

520 2.9 2.4 961 181.3

4096 2048 ⇥ 2048 2.4 ⇥ 10
�8

2100 4.1 2.7 1350 198.5

• Grid-bound ne to avoid unnecessary 4th-order operator stiffness: ne µ
divAk

k

k3

• Implicit algorithm WCT increases by 8 from 1 to 4096 cores; explicit algorithm WCT would

increase by 4096 from quadratic CFL!

Luis Chacon, chacon@lanl.gov
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Application: double tearing mode in ITER (PIXIE3D)

Tokamak Disruption Simulation
SciDAC Project (PI: X. Tang, LANL)
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Beyond MHD: GK and micro-turbulence in tokamaks
• For MHD-stable magnetic-field tokamak configurations, small-scale (kinetic) 

instabilities develop that lead to micro-turbulence (both electrostatic and 
electromagnetic)

• Micro-turbulence has huge impact on particle and energy confinement in 
tokamaks

• Requires a kinetic description: Gyrokinetics
− Enforces quasineutrality
− Exploits that gyrofrequency is very fast, and gyrophase angle ignorable
− Does NOT assume gyroradius is too small (turbulence can in fact develop spatial 

scales comparable to ion and electron gyroradii)
• Gyrokinetics is one of the most successful asymptotic models in MFE

− Spatial discretization: both particle-in-cell and Eulerian. 
− Temporal discretization: semi-implicit. 
− Fully implicit methods are being actively developed.
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Gyrokinetic (GK) model reduction

• Fast gyro-motion is averaged out

a
a
a

Gyrokinetic theory
GK vlasov equation
GK quasi-neutrality

CEMRACS 2010, Marseille

From kinetics to gyroFrom kinetics to gyro--kineticskinetics Association
Euratom-Cea

 Fusion plasma turbulence is low frequency:

 Phase space reduction:  fast gyro-motion is averaged out

Virginie Grandgirard CEMRACS 2010

a
a
a

Gyrokinetic theory
GK vlasov equation
GK quasi-neutrality

Typical space and time range scales

Virginie Grandgirard CEMRACS 2010
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GK: an algorithmic revolution

• Goal: analytically remove fast 
plasma and gyro-frequencies 
(asymptotic model)

• Results in dimensionality reduction 
(5D instead of 6D)

• ”delta-f” representations focus the 
numerical representation on 
deviations from Maxwellian (local 
thermal equilibrium)
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GK equations

• Transport equation

• Field equations

Electromagnetic Gyrokinetics

Governing Equations

I Guiding center phase space distribution function for species s = i, e

fs(X, µ, vk, t) : R5 ⇥ R ! R+

I Normalized with number of guiding centers for species s:
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Electromagnetic Gyrokinetics

Governing Equations
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+ Ẋ ·
@fs
@X

+ v̇k
@fs
@vk

= 0

Fully Implicit Kinetic Electromagnetics in XGC March 20, 2019 5 / 24



497/12/21

The gyro-kinetic model: methods

• Spatial discretizations (configuration 
space): FD, FE, spectral…

• Velocity-space discretizations:
− Mesh
− Particles (PIC)

• Temporal discretization: semi-implicit
− Accuracy issues (cancellation problem)
− Ongoing research on fully implicit methods 

to resolve
• GK codes can effectively use the largest 

HPC computers on Earth!
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A GK turbulence simulation of the tokamak edge (XGC)

High-fidelity Boundary 
Plasma Simulation 
SciDAC Project
(PI: CS Chang, PPPL)
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Computational methods for Inertial Confinement Fusion
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What is Inertial Confinement Fusion?
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News flash: the National Ignition Facility (NIF) ignited a 
fusion-grade ICF capsule in Aug. 2021!
• Laser input: 1.9 MJ
• Neutron yield: a few x 1017 (ignition threshold at 3x1017)
• Energy absorbed by capsule: ~250 KJ
• Fusion energy produced: 1.3 MJ (5x energy absorbed!)
• At threshold of engineering ”ignition”. 

A VERY BIG DEAL!!!!!!

• However… it was not expected! Simulations remain critical for predictability!
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Radiation hydrodynamics (“rad-hydro”): the workhorse 
model in ICF
• Simplest form: Euler + radiation transport (gray, multigroup)
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Radiation hydrodynamics (“rad-hydro”): assumptions 
and limitations
• Quasineutrality
• Electrostatic limit (magnetic fields 

ordered out due to large plasma b)
• High collisionality (local thermal 

equilibrium)
• Single fluid
• Cannot account for multiple species, or 

deviations from thermal equilibrium

10-4        10-2           1         102           104  length [µm] 

macroscopic	lengths	
λii	

λD	

10-5             10-1           103  time [ns] 

pulse	features/dura6on	

α	slowing	
DT	burn	

2π/ωpe	

Ion	collision	6mes	

Kinetic 
(weakly collisional)

Kinetic

(LPI fast physics)
Rad-hydro
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Radiation hydrodynamics (“rad-hydro”): methods

• Spatial discretization: 
− Hydro: Eulerian or Lagrangian (moving mesh)
− Radiation: Monte Carlo (particles), discrete ordinates (Sn). Typically considers multiple 

energy groups (i.e., photon frequencies)
• Temporal discretization:

− Hydro: explicit
− Radiation (stiff): fully implicit, semi-implicit (some parts implicit, others explicit). 

§ Much recent work in multiscale methods (so-called high-order/low-order, HOLO), where moment 
descriptions (”radiation-diffusion” models) are used to accelerate kinetic solvers.
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Post-simulation analysis indicate weakly collisional regimes are present
Beyond rad-hydro: evidence that more fidelity is needed

DU

2.2. Experimental evidence of kinetic physics in ICF

Four main regions in the ICF design have been identified
where kinetic phenomena are expected to play a role, either
from theoretical considerations or experimental evidence:
laser/plasma interactions during the laser drive, the hohlraum
wall/gas and wall/ablator interface, the ablator and DT ice
layer during the shock phase, and the core of the fuel during
the shock-phase and hotspot assembly. The experimental
evidence for each of these categories is described below.
Anomalies in the NIF dataset related to several of these
categories have also been identified, and are described with
discussion of potential causes.

2.2.1. Laser/plasma interaction. Interactions between the
laser and the underdense plasma in the hohlraum produce
electron kinetic effects in the form of persistent non-
equilibrated electron distributions, driving instabilities such as
2-plasmon decay, stimulated Raman scattering and stimulated
Brillouin scattering. Non-local thermal equilibrium and cross-
beam energy transport models attempt to address the effect of
these distributions on energy transport in the hohlraum [61].
These laser-plasma interactions have been extensively studied
both theoretically and empirically; however predictive LPI
models remain challenging, due to the nonlinear feedback
relationship between LPI and local plasma conditions that both
results in and is affected by hot electron production, light and
plasma wave scattering, and other non-local phenomena.
Presently, the detailed time- and space-dependent production
and transport of suprathermal (‘hot’) electrons from LPI
processes in the NIF hohlraum, and their impact on implosion
symmetry and the velocity distribution function in the hotspot

as a function of time, is not well understood. Experiments on
NIF have imaged the 2D distribution of hot-electron preheat of
the capsule during the picket, demonstrating strong electron
beaming in hohlraums with 0.6 mg/cc 4He gas-fill density [5].

Experiments have shown the electron 2-stream instability
produced by thermal gradients in an ablated plasma (‘return
current instability,’ or RCI) enhances laser absorption and
inhibits heat flux, with possible impact on hohlraum
performance [62]. Experimental data probing the corona of
a laser-driven gold sphere on the OMEGA laser [63] appears
to confirm enhanced laser absorption and reduced thermal
transport in the ablation layer due to RCI [44]. Developments
in RCI models will be discussed in section 2.4.

2.2.2. Hohlraum. Experiments on the NIF present several
anomalies related to hohlraum performance. The need for
time-dependent multipliers on the laser power to match the
measured hohlraum x-ray flux and implosion performance
remains both significant (representing a loss of ∼10%–30%
of laser power for high-density (0.96 mg/cc) gas-filled
hohlraums) and unexplained [64]. In near-vacuum
hohlraums (NVH) the efficiency of laser coupling is better
predicted than in gas-filled hohlraums [65]; however, the
observed low-mode drive asymmetry is difficult to simulate:
experiments are generally more prolate than predicted [66].
Several kinetic mechanisms have been proposed in this
regime.

Interaction of the wall blowoff plasma with the fill-gas
and ablator blowoff produces conditions in which counter-
streaming plasma distributions generate a mix layer. The
formation and evolution of this interpenetration layer has
been proposed as a cause for the symmetry discrepancy
between NVH experiments and simulations [66], as the lack
of interpenetration in the code causes a density spike at the
interface, which blocks inner-beam propagation. PIC simula-
tions demonstrate reduced and smoothed electron density as
well as the elimination of temperature spikes in the interaction
region, as compared to hydrodynamic simulations [20].
Recent surrogate experiments on OMEGA have demonstrated
measurements of density, temperature and flow-velocity
evolution near interpenetrating C–Au as well as C–C and
C–Al layers [15]. These techniques will be valuable for
detailed study of multi-species plasma evolution.

Strong electromagnetic field structures have been
observed in hohlraums using proton radiography. Electric
fields are self-consistently produced by electron pressure
gradients, which are prevalent at plasma interfaces. Electric
fields associated with the Au wall/gas diffusion layer were
observed on OMEGA experiments approaching ∼1 GVm−1

[7]. Magnetic fields are generated in the hohlraum by
unaligned density and temperature gradients via the Biermann
battery mechanism, and have been observed at laser-plasma
bubbles and near the LEH on the order of 0.1–1MG [8].
Although the magnetic pressure is insignificant (∼0.01Mbar)
compared to the hydrodynamic pressures in the experiment,
the impact on energy transport and other intrinsic plasma
properties could be significant: hohlraum experiments

Figure 1. Physical regime of density and temperature in an indirect-
drive ICF simulation (NIF shot N170601). Contours (dashed) show
normalized ion mean-free-paths (λii 〈Z〉4). Symbols indicate time of
(,) peak laser power, (d) shock rebound, and (×) peak burn.

3

Plasma Phys. Control. Fusion 60 (2018) 064001 H G Rinderknecht et al

Rinderknecht et al., PPCF (2018) 
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Simulations overpredict compression and yield
Beyond rad-hydro: evidence that more fidelity is needed

Li et al., PRL 100, 225001 (2008) 

20-μm thick CH shell, 15 atm. H2 fill

from !" 109 to !108 V=m (Fig. 5). Figure 5 also shows
experimental field values deduced from the data of
Fig. 2(a) [22]. The predictions corroborate the data in three
crucial ways: the field strength and sign before the reversal
(!"109 V=m, directed inward), the time of the field
reversal (!1:5 ns), and the field strength after the reversal
(!108 V=m directed outward). Furthermore, simulations
of image formation show that only if the effects of the
fields are added to the effects of scattering can the peaks
and dips of the simulations plausibly match the data. This
match leads to a high level of confidence that rpe is the
probable source of the observed phenomena. Note that the
detailed structures of the fluence images are also modified,
in ways that do not affect our conclusions, by the in-flight
movement of the shell (Vimp !"2:5# 107 cm=s), which
is !30 !m during the backlighter burn time (!130 ps.)

Quantitative information about capsule sizes and "Rs at
different times is extracted from line outs through the
images in Fig. 2(b); the mean width provides the average
capsule size ($2R), while the mean height indicates the
total "L ($2# "R). The data are contrasted with LILAC
simulations in Fig. 6; the simulations come reasonably
close to matching the observed evolution of capsule con-
vergence and "R during the acceleration and coasting
phases (!0–1:6 ns), but predict smaller values of radius,

and larger values of "R, than measured at the times of
nuclear burn (!1:9 ns) and peak compression (!2:1 ns).
This indicates that the implosions had approximately 1D
performance, with little impact from hydrodynamic insta-
bilities, before deceleration. It has been suggested that
performance approaches 1D because of full single-beam
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FIG. 4 (color online). Profiles of electron pressure (solid lines)
and density (dashed lines) at 0.8 and 1.9 ns, calculated by
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FIG. 6 (color online). Measured capsule radii [solid circles,
(a)] and "R [solid diamonds (b)] compared with LILAC 1D
simulations (solid lines). Horizontal error bars represent uncer-
tainties in backlighter burn time. The open diamond point in (b)
represents the "R of a comparable implosion of a D3He-filled
capsule at bang time, measured by several proton spectrometers
in different directions; this completely different type of mea-
surement is statistically consistent with the data derived here
from radiography images.
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Evidence of importance of electromagnetic effects
Beyond rad-hydro: evidence that more fidelity is needed 

Study Plasma Stagnation in Laser-Driven Hohlraums

C. K. Li
59th Annual Meeting of the 

APS Division of Plasma Physics 
Oct. 23 -27, 2017 • Milwaukee, Wisconsin 

LEHLEH

Laser beams

Laser 
entrance 
hole

DT fuel

CH 
ablator

Gold wall

NIF Hohlraum
Proton 
radiographs

Path-integrated 
B fields

MHD current
4Sc-1Jz = (�uB)z

[1] Li, C. K., et al. "Study Plasma Stagnation in Laser-Driven Hohlraums." Bulletin of the American Physical Society 62 (2017).



607/12/21

Beyond rad-hydro: what will it take?
• Presently, 3D-3V VFP+Maxwell solvers are out of reach
• Focus on 1D-2V geometries (planar, spherical symmetry)
• Consider suitable asymptotic limits for Maxwell equations:

− Electrostatic approximation (exact in 1D spherical, b ~ 103-104 in Omega)
− Quasineutrality: r = ∑𝑞!𝑛!= 0
− Ambipolarity: j =∑𝑞!𝑛!𝑣!= 0 (in 1D)
− Eliminates fastest time scales (plasma frequency) and smallest length scales (Debye length)

• Consider fluid electrons:
− Rigorous fluid model for multiple kinetic ion species, including thermal and friction forces 

(Simakov et al, PoP 2014)
− However, it eliminates non-local heat transport effects (important; need kinetic electrons for 

this)

• Ions remain fully kinetic, allow for multiple species
Taitano et al., CPC 258 (2021); JCP 365 (2018); JCP 318 (2016); JCP 297 (2015)
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Model equations: fully kinetic ions + fluid electrons
Vlasov-Fokker-Planck

for ion species

Fluid electrons
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Beyond rad-hydro: naïve algorithms will not work, even 
with asymptotic models
• Mesh requirements:

− Intra species vth,max /vth,min~100
− Inter species (vth,α /vth,β)max~30
− Nv~ [10(vth,max/vth,min)x(vth,α /vth,β)]2 ~109

− Nr ~ 103-104

− N=NrNv~1012-1013 unknowns in 1D2V!

• Timestep requirements:
− tsim=10 ns 
− Nt=1010 time steps

• Beyond exascale (>1023 FLOPS)!
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Beyond rad-hydro: algorithmic innovation is the solution!
• Fully nonlinearly time-implicit (Δt >> τcol)

• Iterate solution to convergence
• Use fluid models to accelerate kinetic solution

• Optimal, adaptive grid in phase space
• Adaptivity in velocity space based on shift and normalization to thermal speed
• Moving radial mesh in physical space to follow capsule implosion 

• Fully conservative (mass, momentum, and energy) and asymptotic preserving
(able to capture LTE solution in strongly collisional regimes)

v

x

Resolved cold/fast

distribution

Resolved hot

distribution

∂v*/∂t > 0

∂v*/∂t < 0

∂u*/∂t > 0
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Beyond rad-hydro: Why is strict conservation critical?

Without energy conservationWith energy conservation
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Beyond rad-hydro: algorithms enable hybrid VFP-fluid 
simulations of entire capsule implosions
• Mesh requirements:

− v-space adaptivity with vth normalization and u|| shift, Nv~104-105

− Moving mesh in physical space, Nr~102

− Second-order accurate phase-space discretization
− N=NvNr~106~107 (vs. 1012 with static mesh)

• Timestep requirements:
− Optimal O(Nv) implicit nonlinear algorithms 
− Second-order-accurate timestepping
− Δtimp=Δtstr~10-3 ns
− Nt~103-104 (vs. 1010 with explicit methods)

• Terascale-ready! (1012 FLOPS, any reasonable cluster)
− Currently taking a few hours on 400 cores for full capsule implosion simulations!
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An exploding-pusher VFP full capsule implosion 
simulation
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Beyond rad-hydro: VFP modeling successfully predicts 
experimental trends!
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Future research directions in Computational 
Methods for Fusion of personal interest
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Trends and directions in fusion computation

• There are several drivers of innovation in fusion computation:
− Drive towards whole-device modeling in ICF and MFE
− Drive towards higher simulation fidelity via model integration (e.g., MHD+GK, hybrid 

fluid-kinetic, etc.)
− Drive towards exascale computing (1018 FLOPS!)

• There are many efforts around the world responding to these trends
− Algorithms remain a key enabling technology for the simulations of the future, in the 

development of multiscale numerical formulations, spatial discretization and adaptivity, 
or in temporal integration via advanced (scalable) solvers

• I will comment next on a few directions of particular personal interest. 
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Towards exascale with fully implicit, adaptive MHD solvers

• We have been exploring the use of MHD 
physics-based preconditioning in 
combination with exascale-ready libraries for 
spatial discretization (MFEM) and solvers 
(PETSc, Trilinos)

• These libraries offer tremendous flexibility in 
discretization and solver choices, and offer 
state-of-the-art adaptive mesh refinement 
capabilities

• Physics-based preconditioning is 
discretization agnostic, so can be readily 
implemented with any discretization strategy.

• We have demonstrated the capability with 
system-scale simulations of magnetic 
reconnection using realistic values of 
resistivity and viscosity

t = 6.5 mesh

zoomed-in 1 zoomed-in 2

zoomed-in 2

zoomed-in 1

Figure 18: Island coalescence of ⌫ = ⌘ = 10�6. Top row: current at t = 6.5 and the corresponding adaptive mesh.
Here 6 levels of refinement are used and p = 3. The mesh captures the interesting structure in the current very well.
Second row: the zoomed-in views around the current sheet region. The left plot focuses on the center region while
the right plot zooms in further to visualize the bottom jet and current sheet. Note the jet and the current sheet are
very well captured by AMR.

plasmoids collapse and separate into two small bumps to propagate away along the current layers to the left
and right, respectively. At this stage, the movement of the plasmoids is rather straightforward, and they are
driven by the flow velocity, i.e., the plasmoids appearing on the top part of the current sheet move upward
and those appearing on the bottom move downward. At the later time, starting around t = 7.08, there are
multiple plasmoids appearing. For instance, at t = 7.21, a few plasmoids with di↵erent sizes appear at the
same time. It is observed that the plasmoids merge into a larger plasmoid, which starts to move upward at
t = 7.28. Eventually, all the plasmoids merge together and form a giant plasmoid in the center at t = 7.43.
At this time, the current sheet has passed the peak time and the plasmoid dynamics becomes less violent
until the second peak starts to form. One important takeaway here is the simulation in the high Lundquist
number breaks symmetry in both x and y directions. Therefore, this test suggests it is necessary to perform
the simulation in the entire domain instead of assuming symmetry as in previous studies [4, 57].

In the final test, we consider the most challenging case of ⌫ = ⌘ = 10�7. In this test, we use 7 levels
of refinement. The current sheet is found to be much thinner and the plasmoid dynamics are much more
violent. As a result, the smallest time step is found to be 0.00091 for this run. The computational cost
is again significantly reduced compared to the uniform mesh. The averaged number of dofs in this run is
1.77M, while a uniform mesh needs 2416M dofs. As a result, the implicit adaptive solver only needs 0.07% of
the total dofs compared to a comparable uniform mesh. The current density and mesh at t = 6 is presented
at Figure 20. From the zoomed-in view, we found the plasmoid in the center is very well captured by AMR.
There are 8 plasmoids already along this current sheet and the maximum current values is 7086, which is
found between two isolated plasmoids. The plasmoids first appear around t = 5.75 with current sheet aspect
ratio of 250 and the maximum current density in the center around 3000.

The time evolution of the current sheet is presented in Figure 21. We select a few time slices to demon-
strate the dynamics of the plasmoids. At an earlier stage, the plasmoid dynamics are similar to the dynamics
of ⌫ = ⌘ = 10�6, i.e., there are many plasmoids of di↵erent sizes forming along the current sheet and they
move and merge together, roughly between t = 5.75 and 6.26. However, this dynamics become di↵erent
at the later time. Starting at t = 6.31, the current sheet of higher value at the center continuously gen-
erates small plasmoids along both directions. When those plasmoids move up or down, they deform into
an asymmetric drop-like shape, with the front speed faster than the tail speed. As a result, the tail is

34

Simulation of island coalescence in 2D with fully implicit 
solver and AMR in MFEM with n = h = 10-6. Mesh dofs is 
0.21% of an equivalent uniform mesh.

Tang et al, JCP, 110967 (2022)
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Fully implicit GK electromagnetic PIC solvers
• Semi-implicit GK PIC algorithms are known to 

suffer from two numerical problems:
− Cancellation errors: arise from lack of 

cancellation of skin currents represented on both 
the mesh and the particles (needed for numerical 
stability)

− Finite-grid instabilities: due to aliasing errors 
arising from particles living in the continuum, 
while fields live on a discrete mesh

• Both these issues can be eliminated with fully 
implicit methods

# iterations

�e in % vte�t
R0�' = 0.25 vte�t

R0�' = 1.00 vte�t
R0�' = 4.00

0.5 3.9 5.0 5.5

7.7 5.0 6.2 7.1

23.1 5.9 7.0 8.3

Table 5: Iterations required to achieve a relative tolerance of 10�5 in preconditioned residual norm vs �e and thermal electron
cell crossings per timestep.

In general, the cost per timestep with an implicit method will be greater than with an explicit method.
The typical motivation for using an implicit method is to relax constraints on the timestep size required for
numerical stability when explicit methods are applied. In our case, however, an implicit method allows us
to use a form of the electromagnetic gyrokinetic equations that avoids the Ampère cancellation problem.
For problems with �e > me/mi, we have vte > vA, where vA = B/

p
µ0min0i is the Alfvén velocity. Since

the convergence of our current implementation seems to require vte�t
R0�' to be order unity, a large increase

in the timestep size compared to an explicit method might not be feasible in this regime. The advantage
instead resides in a greater robustness to the cancellation problem, and in possible e�ciency gains from
relaxed perpendicular spatial resolution requirements (i.e., resolving the electron skin depth is no longer
needed for numerical reasons). In low density/low-� regimes, however, there may be a significant timestep
size advantage when using an implicit scheme. In this case, it is the timescale of the SAW which sets
the constraint on the timestep size for explicit methods. We explore this regime in Table 6, where we fix
vte�t
R0�' = 0.25 and lower the density to increase the Alfvén velocity (decrease �e). Again, the iteration counts
represent averages over 15 timesteps. It is demonstrated that the number of iterations required to achieve
a relative tolerance of 10�5 does not increase significantly with vA, even for large values of the Courant
number due to the Alfvèn wave: vA�t

R0�' .

�e in % vA�t
R0�' # iterations

2.8⇥ 10�2 0.1 3.3

2.8⇥ 10�4 1.0 4.0

2.8⇥ 10�6 10.0 4.0

Table 6: Iterations required to achieve a relative tolerance of 10�5 in preconditioned residual norm for fixed vte�t
R0�' and

increasing Alfvén velocity (decreasing �e).

Although we have considered only the SAW benchmark problem for the convergence results in this
section, in practice we have found the convergence behavior to be qualitatively similar for the ITG-KBM
benchmarking problem. The inclusion of kinetic ions and background gradients in the system seems to have
little e↵ect on convergence, which is mainly determined by the fastest timescales in the problem.

6. Conclusions

In this paper, we have verified a fully implicit �f implementation of the vk-formalism of electromagnetic
gyrokinetics in the XGC code with two test cases - shear Alfvén wave (SAW) propagation in cylindrical
geometry and the ITG-KBM transition in toroidal geometry. The vk-formalism uses the original form of
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Sturdevant et al., PoP, 072505 (2021)
Sturdevant el al., JCP, submitted (2022)
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Toward 6D simulations of MFE devices
• GK has limitations due to embedding of 

asymptotic approximations:
− Break down in the presence of strong plasma 

gradients, such as in high-confinement conditions 
(due to pressure pedestal)

• Improving fidelity needs multiscale asymptotic-
preserving integrators that can seamlessly 
transition between GK and full descriptions 
(5D to 6D)

• Will require specialized algorithms and solvers:
§ Fully implicit timestepping with strong conservation 

properties (for stability and accuracy)
§ Asymptotic-preserving particle orbit integrators that 

capture orbit without following gyromotion
§ Use of nested model hierarchy for full algorithmic 

acceleration (e.g, use MHD to accelerate a fully kinetic 
simulation).

Numerical Tests - More Challenging

Sinusoidal E with kx⇢ = ⇡/6, ky⇢ = ⇡/2, linearly varying B

Non-zero E⇥ B, polarization, and rB drifts

Full Scheme Midpoint E eval. No alternate step

Full scheme accurately reproduces complex orbit

Removing either new modification =) qualitative errors

L.F. Ricketson AP time-integrator

FLR AP orbit integrator [1]

1. Ricketson et al, in preparation
2. Chen et al., JCP (submitted)
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Figure 4: Simulation results for the modified two-stream instability problem. Panel a depicts the growth in
the electric-field energy with three different timesteps. Panels b, c, d depict time histories of the root-mean-
square (rms) of the charge continuity equation, the total momentum (normalized by Âp miU) , and total
energy error, respectively (measured as in Fig. 3). Nonlinear tolerance is set at 10�10.
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AP particle-in-cell algorithm for uniform B-fields [2]
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Multi-D hybrid kinetic/fluid modeling of ICF hohlraums

• Hohlraums perform critical energy 
conversion process from laser to X-rays

• Hohlraum environment is rarefied (or 
vacuum) ⇒ kinetic effects are important, 
cannot be modelled with rad-hydro
− Plasma expansion into vacuum
− Multiple ion species
− Beam interpenetration

• Large electromagnetic fields have been 
measured in hohlraums, cannot be 
neglected

• Hohlraum modeling uncertainty is 
preventing progress in ICF implosion 
optimization towards ignition

Rad-hydro Our approach

High-collisionality (fluid) Arbitrary collisionality (kinetic)

Single quasi-neutral fluid, 
no B field

Multiple ion kinetic species

Fluid electrons + HOT electrons

Fully electromagnetic

Linear LPI Nonlinear LPI

Radiation transport (IMC, Sn) Radiation transport (HOLO-DP)

LTE and NLTE atomic physics

Laser ray tracing (Mazinisin, in collaboration with LLE)

• At LANL, we have started developing the first multi-D hybrid kinetic ion/fluid electron code for hohlraum 
modeling.
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Summary
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Summary

• Thermonuclear fusion poses great challenges to the computational physicist
• Challenges have been met by ingenuity in developing an asymptotic model 

hierarchy, as well as solvers and algorithms
• Fusion has been a pioneer in HPC, driving the creation of the first unclassified 

computer systems (now NERSC)
• Fusion has also driven significant algorithmic innovation, and has been a 

pioneer in the use of modern discretizations and implicit timestepping schemes.
• Both MFE and ICF are pushing the computational frontier towards higher 

fidelity (kinetic) simulations, by leveraging model nesting, scalable solvers, and 
smart algorithms.

• These computational capabilities will continue to inform future iterations of 
“virtual experiments”, with the goal of harnessing fusion energy on Earth.


