
Some remarks on SPEEDY AGCM
(ver. 41.5 [ver41]) 

Followed by some examples of teleconnections research with 
SPEEDY

Thanks to Martin King for initially developing this part



Local thermodynamic equilibrium
The ’parcel’ size of such a mixture if gases (e.g. atmosphere) could
be in the order of mm for theoretical description and use of local
thermodynamics equilibrium, or in the order of 100 km for
numerical models of climate.

Note that this absolutely does not imply global thermodynamic equilibrium;
indeed, the contrary is the case
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We go back to the full (unapproximated) momentum equation 23

ρ
dv

dt
= −∇p− 2ρΩ × v − ρ∇φ−∇ · F , (238)

where F is the frictional tensor. Multiplying with the velocity gives

ρ
dk

dt
= −∇ · (pv + F · v) + p∇ · v − ρv ·∇φ+ F : ∇v , (239)

where k = 1/2(v · v) is the kinetic energy. We can reformulate equation 239 as
equation

ρ
d(k + φ)

dt
= −∇ · (pv + F · v) + p∇ · v + F : ∇v . (240)

The equation for internal energy is

ρ
du

dt
= −∇ · J− p∇ · v − F : ∇v . (241)

J can contain the radiative flux vector and the diffusive (molecular) heat flux and
these only heating terms for a one-component system in which no phase transitions
are possible. The addition of condensatinoal heating is an approximation to a one-
component system and strictly possible only if more components are considered (dry
air, water vapor and liquid water). The pressure work term p∇ ·v may therefore be
interpreted as reversible conversion term between kinetic plus potential and internal
energy. The dissipational heating, F : ∇v, is just transferring energy into the
internal energy reservoir. The other terms are energy fluxes into the climate system.
If we for the time being assume a closed system, then these terms vanish after
an integration over the this system. In this case, we may assume that reservoirs of
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ω = dp/dt (called the ’omega’ vertical velocity) is the pressure change following the
motion. Note that when w is positive ω is typically negative.

The Continuity Equation

The easiest way to derive the continuity equation is through the principle of mass
conservation. For an infinitesimal mass element we may write:

δm = ρδV = ρδxδyδz = −δxδy
1

g
δp . (41)

Note that the first part of equation (41) is just the definition of the density. In the
second part the hydrostatic equation (34) has been used to replace the vertical per-
turbation by a pressure perturbation. Let’s calculate the derivative of (41) following
the motion (conservation of mass)

1

δm

d

dt
δm =

g

δxδyδp

d

dt

δxδyδp

g
= 0. (42)

After appying the product rule of differentiation, and changing the order of differ-
entiation we obtain

1

δx
δ
d

dt
x+

1

δy
δ
d

dt
y +

1

δp
δ
d

dt
p =

δu

δx
+
δv

δy
+
δω

δp
= 0 . (43)

Letting δx, δy, δz → 0, it follows the continuity equation in pressure coordiantes:

(

∂u

∂x
+
∂v

∂y

)

p

+
∂ω

∂p
= 0 . (44)

In pressure coordinates the full continuity equation takes the form of that of an
incompressible fluid, i.e. the time derivative of density does not occur anymore
explicitely.

The Thermodynamic Energy Equation

Recall Eqs. 108 or 110 for the Enthalpy, and after multiplying with T from our
Earth System Thermodynamics course (for ds = 0), which was approximately valid
for the atmosphere in which phase transitions from water vapor to liquid water are
allowed (do you remember what the symbols Llv and mv stand for?):

cp
dT

dt
−

RT

p

dp

dt
= −Llv

dmv

dt
. (45)

If we further allow diabatic processes to occur (e.g. radiation), then we can simply
add Tds/dt on the rhs and abbreviate those terms as Q.

cp
dT

dt
− α

dp

dt
= Q . (46)

12

Let us consider the horizontal momentum equations 1 and the hydrostatic equa-
tion 34

∂u

∂t
+ (v ·∇)u = −

1

ρ

∂p

∂x
+ fv (130)

∂v

∂t
+ (v ·∇)v = −

1

ρ

∂p

∂y
− fu (131)

1

ρ

∂p

∂z
= −g , (132)

Further consider the continuity equation

∂ρ

∂t
+∇ · (ρv) = 0 . (133)

Integrating the hydrostatic equation from a height z to the top of the fluid leads to
(assuming the pressure is vanishing there)

∫ h(x,y,t)

z

∂p

∂z
dz = −

∫ h(x,y,t)

z
ρgdz , or (134)

−p(x, y, z, t) = −ρg[h(x, y, t) − z] . (135)

Thus the horizontal pressure gradient force in the equations of motion 130, 131 may
be expressed as

−
1

ρ

∂p

∂x
= −g

∂h

∂x
= −

∂Φ

∂x
(136)

−
1

ρ

∂p

∂y
= −g

∂h

∂y
= −

∂Φ

∂y
, (137)

where we have defined Φ(x, y, t) = gh(x, y, t). Thus, keeping in mind that there the
horizontal velocities do not depend on the vertical direction and ignoring the coriolis
term proportional to the vertical velocity, the horizontal equations of motion may
be written as

∂u

∂t
+ (v ·∇)u = −

∂Φ

∂x
+ fv (138)

∂v

∂t
+ (v ·∇)v = −

∂Φ

∂y
− fu , (139)

The number of dependent variables in Eqs. 138 and 139 is reduced to 3, (u, v,Φ).
Thus, if we have another equation only containing (u, v,Φ), then the system may
be complete. This is achieved by simplyfication of the continuity equation 133 and
vertical integration. First, we note that because of ρ = const, Eq. 133 reduces to

∂w

∂z
= −∇ · v . (140)
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Non-Hydrostatic  Equations for Atmosphere  (well known to some extent) 

= S

Momentum or Navier-Stokes Eqs.

Mass balance or continuity Eq.

Energy or thermodynamics Eq.
including latent heat release by cond.

Eqs. for any important mass fraction 
that we may want to distinguish and follow,
here water vapor, S=diffusion, 
phase changes,  evaporation at surface

Perfect Gas Law

This system of partial differential equations is coupled 
and nonlinear, has to be solved on the computer by 
discretizing. Processes circled in red are unresolved, 
sometimes not well known and need to be parameterized.

Sometimes we can be lucky to be able to 
simplify the Eqs, otherwise..number crunching!

some equations

cp
dT

dt
= α

dp

dt
+ Q − Lc

dq

dt
(1)

dq

dt
= S (2)

some equations

cp
dT

dt
= α

dp

dt
+ Q − Lc

dq

dt
(1)

ρ
dq

dt
= S (2)

some equations

cp
dT

dt
= α

dp

dt
+ Q − Lc

dq

dt
(1)

ρ
dq

dt
= S (2)

p = ρRT (3)



Basic equations
Thermo-Hydrodynamic equations in pressure coordinate system

dv

dt
= −f k× v −∇Φ+ F , Momentum (1)

where v = iu + jv .

dT

dt
=

RT

cpp
ω +

Q

cp
, Energy (2)

where ω = dp/dt (called the ’omega’ vertical velocity), R is the
gas constant, Q is the diabatic heating.

∂Φ

∂p
= −

RT

p
. Hydrostatic (3)

∇ · v +
∂ω

∂p
= 0 . Continuity (4)

dq

dt
= S , Moisture (5)

Note that whenever there is a monotonic relationship between a variable andt he height z, then we 
can introduce a new vertical coordinate using this varible as independent height variable. For the 
atmosphere, the pressure is such a quantity due to hydrostatic balance, which is very well fulfilled 
for large-scale flows.



Basic equations
However, the equations used in SPEEDY are posed in the
σ = p/ps coordinate system (very similar) [Bourke, 1974, A
multi-level spectral model I. formulation and hemispheric
integrations, Monthly Weather Review, 102, pp.687-701.]

dv

dt
= −f k× v −∇Φ− RT∇ps + F, Momentum (6)

dT

dt
=

RT

cp

(

σ̇

σ
−
∂σ̇

∂σ
−∇ · v

)

+
Q

cp
, Energy (7)

d ln ps
dt

= −∇ · v −
∂σ̇

∂σ
Continuity (8)

∂Φ

∂σ
= −

RT

σ
. Hydrostatic (9)

dq

dt
= S , Moisture (10)



Basic equations

Alternatively to v we can use the vorticity (ξ = k ·∇× v) and
divergence D = ∇ · v equations by applying k∇× and ∇· to the
horizontal momentum equations, and ξ = ∇2ψ, D = ∇2χ, and
inverting the ∇2operator , which is easy in spectral space (see
later), thus deriving equations for ψ and χ.



The physiology of SPEEDY:
1. Dynamical core—equations of motion in spectral form
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N.B. For simplicity of presentation here, I will only use q to illustrate the method, to read more
details including meanings of symbols, see Bourke, 1974, A multi-level spectral model I.
formulation and hemispheric integrations, Monthly Weather Review, 102, pp.687-701.

The prognostic variables, are vorticity ,2yx Ñ= divergence ,2cÑ=D
Temperature T and logarithm of surface pressure, ln(surface presssure). 
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Spectral Triangular Truncation
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Spectral tendencies for the expansion coefficients can be derived.
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related to vorticity, see Eq.(28) in Bourke, 1974.

related to divergence, see Eq.(29) in Bourke, 1974.
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N.B. See Bourke, 1974 (ref. above).

Time integration

Leapfrog scheme with filters in SPEEDY for the vector of
prognostic variables A may be expressed as

A
t+1 = A

t−1 + 2∆t f
(

A
t+1

,A
t−1

)

(18)

with Robert filter to suppress the computational mode and
semi-implicit treatment of gravity waves. Since At+1 is also present
on the rhs of Eq. 18 it has to be found by gaussian elimination.



2. Physical parameterizations. 
Parameterizations are computed in grid-point space. To have an idea of how a 
parameterization work, here only the convection scheme is described in detail. 
For details of other schemes look at Appendix to ver. 41 available on the 
SPEEDY webpage. 

From the primitive variables, U, V, T, Q,      and psurf additional diagnostics 
variables are calculated: 

Continuing... the physiology of SPEEDY:

satQ

RH

saturation specific humidity:

relative humidity:

dry static energy: F+= TcSE p

F

moist static energy: QLSEMSE c+=

saturation moist static energy: sat
cQLSEMSS +=
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σ = 0. σ’ = dσ/dt = 0
σ = 0.025  (30 hPa) ----------------------- ζ, D, T, Ф

Stratosphere σ'
σ = 0.095 (100 hPa) ----------------------- ζ, D, T, Ф

σ'
σ = 0.200 (200 hPa) ----------------------- ζ, D, T, Sh, Ф

σ'
σ = 0.340 (300 hPa) ----------------------- ζ, D, T, Sh, Ф

“free” σ'
σ = 0.510 (500 hPa) ----------------------- ζ, D, T, Sh, Ф

troposphere σ'
σ = 0.685 (700 hPa) ----------------------- ζ, D, T, Sh, Ф

σ'
σ = 0.835 (850 hPa) ----------------------- ζ, D, T, Sh, Ф

σ'
σ = 0.950 (925 hPa) -------- PBL -------

-
ζ, D, T, Sh, Ф

σ = 1. p0 σ’ = dσ/dt = 0

12

Atmospheric
layers in
SPEEDY (T30)

σ = p / p0

Total no of DOF:

~ 900 * 39 ≈ 35000



Equivalent potential temperature and moist static energy

The basic stability criterium for many convective scheme, and in
particular for the SPEEDY scheme is the vertical moist static
energy gradient, which is identical to a criterion on equivalent
potential temperature. We consider changes of equivalent potential
temperature θe and Moist Static Energy MSE with height

cpd ln θe = cpdθ +
Lc
T

dq =
cp
T
dT −

R

p
dp +

Lc
T

dq, (20)

where q is the specific humidity, T temperature, p the pressure, R
the gas constant of dry air, θ is the potential temperature of dry
air and Lc is the latent heat of condensation. We multiply this
with T we get

cpT

θe
dθe = cpdT −

RT

p
dp + Lcdq, (21)



Equivalent potential temperature and moist static energy
Using the hydrostatic approximation dp = −ρgdz

cpT

θe
dθe = cpdT + gdz + Lcdq := dSE + Lcdq := dMSE . (22)

The criterion for instability a model grid point is then

∂θe
∂z

< 0, thus
∂MSE

∂z
< 0 (23)

For practical purposes, we assume that saturation is present
wherever a parcel is lifted, therefore the criterion for instability is

∂MSS

∂z
< 0 (24)

This last criterion implies also that boundary layer relative
humidity exceeds a minimum threshold. Also

∂SE

∂z
= cp

∂T

∂z
+ g > 0 for statically stable atmosphere. (25)



Tendencies due to convection

The tendencies due to convection at level k for specific humidity q

and Temperature T or Static Energy SE , are

∂qk
∂t

∣

∣

∣

∣

∣

conv

=
g∆F q

k

∆pk
, (17)

∂Tk

∂t

∣

∣

∣

∣

∣

conv

=
g∆F SE

k

cp∆pk
, (18)

where ∆F q,SE
k represent the flux convergences for each layer for

upward and downward fluxes

∆F q,SE
k = (F u;q,SE

k+h − F u;q,SE
k−h ) + (F d;q,SE

k+h − F d;q,SE
k−h ) , (19)



a. Convection
An updraft of saturated and unstable air from the PBL to a top-of-convection (TCN) 
level in middle or top of troposphere.

Compensating large-scale descending motion.

Entrainment into updraft occurs in lower troposphere above PBL. Detrainment only in 
TCN level.

N

1

N-1

Conditions for activation:

hkN MSSMSS +>

and, for 1<k<N-1,

Criterion for convection

RHN,N−1 > RHcnv , (28)

If a level k+h exists such that

0.000
0.025
0.050
0.095
0.140

0.835
0.900
0.950

N-h

N+h

} Stratosphere
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Physical Parameterizations: Convection scheme

This ‘represents’ a 
model gridbox 



*FFF m
hN

dm
hN

u == --

N

1

N-1
F*F* N-h

sat
N

Q
hN

u QFF ×=-
*

hN
Q
hN

d QFF -- ×= *

N
SE
hN

u SEFF ×=-
*

hN
SE
hN

d SEFF -- ×= *

( )
cnv

thrN

N

hN
sat
N

cnv

N QQ
p
QQgF

t
Q

t
-

-=
D

-
-=÷

ø
ö

ç
è
æ
¶
¶ -

*

To find F*, we use



Now we have the necessary fluxes at N-h...

m
hNN

m
N FE --- = )( 11 se

An entrainment flux is calculated

m
N

m
hN

m
hk EFF 1--- +=

11 ---- += N
m
N

Q
hN

uQ
hk

u QEFF

hk
m
hk

Q
hk

d QFF --- =

11 ---- += N
m
N

SE
hN

uSE
hk

u SEEFF

hk
m
hk

SE
hk

d SEFF --- =

Then fluxes at k-h are calculated:

And hence going up all the half-levels until, and including, TCN-h (for 
the diagram here TCN=2).

N

1

N-1
F*F* N-h

k-h

2
2+h



Basic properties of convection scheme

We want derive some basic properties of the convection scheme in
SPEEDY, assuming no Entrainment Em

k = 0.
For the moisture flux we have in this case at the top level of
convection k0

∆F q
k0

= F ∗
(

qsatN − qk0+h

)

− Pcnv , (21)

and for all other levels k "= N the is only the downward flux
convergence contribution

∆F
q
k = F ∗ (qk−h − qk+h) < 0 , (22)

meaning the effect is always a drying of the atmosphere (due to
environmental sinking).





Basic properties of convection scheme

Instead at k = N we have

∆F q
N = F ∗

(

qN−h − qsatN

)

< 0 , (23)

It follows that for the sum of all layers below the top

N
∑

k=k0+1

∆F q
k = F ∗

(

qk0+h − qsatN

)

< 0 . (24)

Comparing Eqs. 24 with 21 we see that the top level exchanges
moisture with the levels below, and that

N
∑

k=k0

∆F q
k = −Pcnv =

N
∑

k=k0

∆pk
g

∂qk
∂t

< 0 , (25)

the properly vertically integrated moisture tendency due to
convection.



Basic properties of convection scheme

Similarly we have for the Static Energy (SE) fluxes
For the moisture flux we have in this case at the top level of
convection k0

∆F SE
k0

= F ∗ (SEN − SEk0+h) + LcPcnv , (26)

and for all other levels k "= N the is only the downward flux
convergence contribution

∆F SE
k = F ∗ (SEk−h − SEk+h) > 0 , (27)

meaning the effect is always a warming of the atmosphere (due to
environmental sinking), and therefore also stabilizing the
atmosphere because typically ∂SE/∂z is largest in upper
troposphere.



Basic properties of convection scheme

Instead at k = N we have

∆F SE
N = F ∗ (SEN−h − SEN) > 0 , (28)

It follows that for the sum of all layers below the top

N
∑

k=k0+1

∆F SE
k = F ∗ (SEk0+h − SEN) > 0 . (29)

Comparing Eqs. 29 with 26 we see that the top level exchanges
energy with the levels below, and that

N
∑

k=k0

∆F SE
k = LcPcnv =

N
∑

k=k0

cp∆pk
g

∂Tk

∂t
> 0 , (30)

the properly vertically integrated temperature tendency due to
convection.



b. Other schemes (no less important but I don’t have time 
to describe them in details here):

Large-scale condensation: Where relative humidity exceeds heigh-dependent 
thresholds, specific humidity is relaxed (represents ‘raining’) to the corresponding 
threshold on a 4hr timescale . The released latent heat is converted to dry static 
energy. 

Clouds: Cloud cover and thickness are diagnosed from relative and absolute 
humidity.

Shortwave radiation: Two spectral bands. Reflected at cloud top and ‘earth’ 
surface. Cloud albedo is related to cloud cover. SW transmissivities of model 
layers are functions of layer thickness, specific humidity.

Longwave radiation: Four spectral bands. One for atmospheric infrared window, 
one for CO2 and two for water vapour. 

Surface fluxes of momentum and energy: Defined by bulk aerodynamic formulas 
with different exchange coefficients from land and sea.

Vertical diffusion: Redistribution of dry static energy and moisture between two 
lowest layers in conditional instability. Water vapour diffusion. Diffusion of dry 
static energy if lapse rate exceeds the dry adiabatic limit.  
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In the following a collection of experimentation with the SPEEDY model 
(sometimes coupled to different ocean models) 

lets call it 

SPEEDY Parade

Some should be easily to be repeated, some are 
related to older versions coupled to diverse ocean models;

I can stop at any time should you get bored....



Example 1: Atlantic SST impacts on South Asian summer monsoon, and on
the ENSO-monsoon teleconnection
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Kucharski F, Bracco A, Yoo JH, Molteni F. 2007. Low-frequency variability of the Indian monsoon – ENSO relationship and the tropical 
Atlantic: The ‘weakening’ of the 1980s and 1990s. J. Clim. 20: 4255–4266, doi: 10.1175/JCLI4254.1. 

Kucharski F, Bracco A, Yoo JH, Molteni F. 2008. Atlantic forced component of the Indian monsoon interannual variability. Geophys. Res. 
Lett. 35: L04706, doi: 10.1029/2007GL033037. 

Kucharski F, Bracco A, Yoo JH, Tompkins AM, Feudale L, Ruti P, Dell’Aquila A. 2009. A Gill – Matsuno-type mechanism explains the
tropical Atlantic influence on African and Indian monsoon rainfall. Q. J. R. Meteorol. Soc. 135: 569–579, doi: 10.1002/qj.406. 

Losada T, Rodriguez-Fonseca B, Polo I, Janicot S, Gervois S, Chauvin F, Ruti P. 2010. Tropical response to the Atlantic Equatorial mode: 
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the Bay of Bengal during boreal summer. J. Geophys. Res. Atmos. 119: 6456 – 6469, doi: 10.1002/2014JD021494. 
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equatorial Atlantic during boreal spring and the Indian monsoon rainfall during June–September. Int. J. Climatol. 36: 2469–2480, doi: 
10.1002/joc.4506. 

Syed FS, Kucharski F. 2016. Statistically related coupled modes of South Asian summer monsoon interannual variability in the tropics. 
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Equatorial Atlantic?

Slide taken from presentation of Mark Cane at TTA 
2008 at ICTP

Extra-tropical influences

Internal Atmospheric variability

Probably many many more processes…..



Slide taken from presentation of Mark Cane at TTA 2008 at ICTP



Interannual SST standard deviation 

DJFM

JJAS

In JJAS, two distinct
Maxima in STDEV

~1K
~0.5 K

Goliath               David



Contrasting Eastern Pacific and tropical Atlantic influences on rainfall.

Warm anomalies in Eq. Pacific and Atlantic have broadly 
very similar influences on Asian (and African) Monsoon!

There are some interesting regional features, too! From: Kucharski et al. (2007),
J. Climate, 20, 4255-4266



dynamics, in its eight-layer configuration and T30 hori-
zontal resolution. This is coupled in the Indian Basin
to the Miami Isopycnal Coordinate Ocean Model
(MICOM) version 2.9 (Bleck et al. 1992) in a regional
domain with 20 vertical levels and 1° ! 1° horizontal
resolution.

Examples of applications of the AGCM component
can be found in, for example, Bracco et al. (2004) and
Kucharski et al. (2006a,b).

In the first set of experiments (ENS1) the ocean
model domain extends from 35°S to 30°N and from the
coast of Africa to about 140°E. A 3° wide zone south of
32°S and east of 137°E is used to blend ocean model
SSTs to observed values and subsurface quantities to
Levitus monthly climatology. A portion of the western
Pacific is included to insure that the dynamics in the
Indian Basin is the least affected by the blending
boundary conditions.1 Outside the Indian Ocean the
AGCM is forced with the Hadley Centre Coupled Sea
Ice and SST dataset (HadISST; Rayner et al. 2003)
from 1950 to 1999.

In the second ensemble (ENS2) the Atlantic Ocean
SSTs are set to climatological values; otherwise, the
experiment is identical to ENS1.

Each set of integrations consists of a 10-member en-
semble. Different members are created by randomly
perturbing the initial conditions and by performing a
20-yr spinup integration.

3. Results

a. The IMR–ENSO relation and its interdecadal
variability

As a measure of the interannual variability of the
Indian summer monsoon, we define an index that de-
scribes the IMR as the average June–September (JJAS)
rain anomalies over land in the region 10° to 30°N and
70° to 95°E, covering most of the Indian peninsula. In
Fig. 1a the IMR index calculated for the ENS1 en-
semble mean is compared with the one obtained using
precipitation data from the Climate Research Unit
(CRU; Doherty et al. 1999).2 Overall, the observed in-
terannual variability is very well reproduced by the

model. The standard deviations are 0.61 mm day"1 for
the CRU data and 0.53 mm day"1 for the ensemble
mean in ENS1. The correlation coefficient (CC) be-
tween the two indexes is 0.63, statistically significant at
the 95% confidence level. Such a result is encouraging
in light of the results presented by Krishna Kumar et al.
(2005). In fact, the authors have analyzed the predict-
ability of the Indian summer monsoon rainfall using
large ensembles from 10 different AGCMs for the pe-
riod 1950–99 and have shown that the “perfect model”
skill is bounded to have median correlation around
0.65, with 60% of the simulated variance originating
from internal atmospheric dynamics.

We further test the ability of the model to reproduce
the observed relation between the IMR and ENSO by
analyzing its evolution through the year. To this pur-

1 We verified the independence of our results on the inclusion
of the western Pacific portion with a three-member ensemble in
which the ocean model domain is limited to 110°E.

2 We prefer to use the IMR index based on CRU data instead
of the all-Indian rainfall index (Parthasarathy et al. 1995) because
similar diagnostics can be applied more easily to the model results
and to the gridded data. The two indexes are obviously highly
correlated, with coefficient 0.85. We tested the independence of
our results on the choice of the dataset.

FIG. 1. (a) Time series of observed (CRU, open circles) vs ENS1
(crosses) ensemble mean Indian JJAS rain anomalies (averaged
over land points of the region 10° to 30°N and 70° to 95°E). (b)
Plot of the lagged correlation coefficient between the JJAS IMR
and the (lagged) 4-month-averaged Niño-3 index for CRU and
ENS1. Negative lags (months) mean that Niño-3 is leading IMR;
positive lags mean IMR is leading the Niño-3 index. The units for
(a) are mm day"1.
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SSTs to observed values and subsurface quantities to
Levitus monthly climatology. Outside the Indian Ocean
the AGCM is forced with the Hadley Center SST data-set
(HadISST) [Rayner et al., 2003] from 1950 to 1999. The
two sets of integrations differ only over the Atlantic Ocean,
where observed SSTs in the first ensemble (ATLFULL) and
climatological values in the second one (ATLCLIM) force the
AGCM.
[8] Each ensemble consists of ten members created by

randomly perturbing the initial conditions and by
performing a 20-year spin-up integration. In the following,
only ensemble means are considered.

3. Results

[9] We first define an IMR index in CRU and model data
as the average June to September (JJAS) rain anomalies over
land in the region 70!E to 85!E and 10!N to 30!N, covering
most of the Indian Peninsula. The IMR index for CRU is
highly correlated with the AIR (correlation coefficient

CC = 0.88) and is thus representative of the monsoon
strength. Using the NINO34 index (i.e. the average JJAS
SST anomalies in the region 170!W to 120!W and 5!S to
5!N), we isolate the residual component of the IMR that is not
remotely forced by ENSO in the model output, CRU andAIR
as function of time t according to

IMRres tð Þ ¼ IMR tð Þ $ IMRENSO tð Þ; ð1Þ

where

IMRENSO tð Þ ¼ b NINO34 tð Þ: ð2Þ

where b is a constant and is determined by least-square fits
(linear regression) for each dataset, while the IMR and
NINO34 indices are defined as anomalies.
[10] Figure 1a shows the time series of IMRres for CRU

(red), AIR (green) and ATLFULL (black). The low-frequency
component has been removed by subtracting an 11-year
running mean to avoid contamination by interdecadal

Figure 1. (a) Time series of the (detrended) IMRres for CRU (red), AIR (green) and ATLFULL (black). The units are
mm/day. (b) CCs between IMRres in JJAS and the lagged 4-month mean NINO34 (circles) and tropical Atlantic
(triangles) indices, for CRU (red) and ATLFULL (black), respectively. The horizontal dashed lines indicate the 95%
confidence limits.
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In the following we 
want to understand
the physical mechanism 
for the Atlantic impact
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The fact that the during ENSO
the 2 basins are anticorrelated in
recent the 1980’s and 1990’s 
could have contributed to a 
weakening of the ENSO-ISM
relationship, because with the 
same sign they cause a similar 
response, meaning that in 
opposite phases they may 
interfere destructively

terns of such teleconnection in late spring and summer
and the implications for the South America rainfall
variability. Both works noticed that during the 1980s
and 1990s the link between the Pacific and Atlantic
ITCZs has been strong, while it was nonexistent in the
1950s and 1960s, possibly resulting from the significant
increase in the ENSO variance during the last quarter
of the twentieth century. Chang et al. (2006), however,
supported by the numerical results of Huang (2004),
emphasized that fluctuations in the equatorial Atlantic
depend not only on the conditions of the tropical Pa-
cific but also on the state of the upper ocean in the
Atlantic itself.

The cooling of the tropical Atlantic is responsible for
a northward shift of the ITCZ over Africa (Latif and
Barnett 1995; Giannini et al. 2001). Results in Fig. 3b
suggest that it may also influence the monsoon circula-
tion over India. To further investigate the role of the
Atlantic SSTs, in the ENS2 ensemble SST anomalies in
the Atlantic Ocean region are set to zero and climato-
logical values are used to force the AGCM in a longi-

tude band from about 70°W to 30°E. Otherwise, ENS2
is identical to ENS1. The resulting CC between the
observed and ensemble mean IMR drops from 0.63 to
0.54 for the 1950 to 1999 period. Considering individual
ensemble members the reduction in the average CC is
from 0.43 in ENS1 to 0.35 in ENS2 and this change is
statistically significant at the 95% level. This suggests
that important information for the IMR variability re-
sides in the Atlantic SST anomalies.

Furthermore, the correlation coefficient between the
ENS2 ensemble mean IMR and the Niño-3 index is
strong (!0.73) and does not vary significantly during
the interval considered (0.013 as compared to 0.28 in
the case of ENS1; see Table 1). For the mean of indi-
vidual ensemble members, the change of CC during the
last two quarters of the twentieth century is even
slightly negative (CC changes in individual ENS2 mem-
bers range from !0.32 to 0.26) and so is the ensemble
mean precipitation change over the IMR region (!0.04
mm day!1). On the other hand, the differences between
ENS2 and ENS1 are statistically significant at the 90%
confidence level.

Figure 3c shows the differences in the regressions for
rain and 925-hPa wind of ENS2 in analogy to those
shown in Fig. 3b for ENS1. Clearly, the patterns in the
two ensembles differ significantly. In the absence of the
Atlantic Ocean SST anomalies the regression pattern
changes sign over India, providing still slightly positive
values over west India but stronger negative values
over east India and Bangladesh. This extends over the
Indian Ocean with a strong dipolar structure in the pre-
cipitation field and a corresponding wind response. A
somewhat similar feature occupies the eastern Indian
Ocean in ENS1 as well (Fig. 3b) but is much weaker.
From this simple analysis it appears that the Atlantic
SST anomalies act to counteract the ENSO-forced re-
sponse in the Indian Ocean during the last 25 yr of the
twentieth century.

To isolate the effect of the Atlantic SST anomalies in
Fig. 3d we show the difference in the patterns of Figs.
3b and 3c (ENS1 ! ENS2). Not surprisingly, over Af-
rica the pattern of Fig. 3d is very similar to that of Fig.
3b. However, the impact of the Atlantic is not limited to
Africa and penetrates into the Indian Ocean, where it
induces a strong westerly flow, and over the Indian
peninsula, where a cyclonic flow enhances the mon-
soonal circulation, reducing the anticorrelation be-
tween ENSO and IMR indexes. Indeed, the average
precipitation change between the two ensembles in the
IMR region is 0.17.

To further assess the hypothesis that Atlantic SSTs
influence the Indian monsoon variability, we calculate
the regression coefficients of rainfall onto an index de-

FIG. 4. Regressions and regression differences of SSTs onto the
Niño-3 index: (a) 1950–74, (b) 1975–99, (c) 1975–99 ! 1950–74
difference of regressions. Units are K.
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• Figure from Kucharski et al., 2007 (JClim) 

the “oceanic bridge” between the two basins is an es-
sential component of the IOZM–ENSO connection, as
also found in Annamalai et al. (2005). The simulation of
the observed IOZM–ENSO relationship is fundamen-
tal to the correct representation of the rainfall variabil-
ity associated with ENSO over Indonesia and China
(B2007), but from the analysis presented here it is not
necessary to reproduce a large extent of the variability
over India.

The independency of the internal and forced SST
variability in the Indian Basin in ENS1 integrations al-
lows for the conclusion that the modeled Indian mon-
soon rainfall and wind anomalies are remotely forced
and associated with SST anomalies outside the Indian
Ocean.

As a first step to identify the SST anomalies respon-
sible for forcing the AGCM response, we calculate the
regression coefficients of the observed SSTs versus the
Niño-3 index using the HadISST dataset, including the
Indian Ocean Basin. Figures 4a and 4b show the SST
regression patterns in the periods 1950–74 and 1975–99
in JJAS, respectively. Figure 4c shows the difference of
the SST regressions between the periods 1975–99 and
1950–74.

For the regression difference (Fig. 4c) a global pat-
terns appears, but the dominant signal in the tropical
band is found in the Atlantic region, where the cold
anomalies reach values of 0.4 K between 20°S and 0°.
The reason for this difference is mainly the cooling in
the tropical Atlantic region in the later 1975–99 period
as can be seen in Fig. 4b, with a small contribution from
a warming of the tropical Atlantic in the first period
1950–74 (Fig. 4a).

No significant changes are found in the immediate
proximity of the Indian peninsula, further supporting
the hypothesis that the internal dynamics of the basin is
not primarily responsible for the observed weakening
of the ENSO–IMR relation.

b. The role of tropical Atlantic SSTs

The ENSO teleconnection to the tropical Atlantic
has been the subject of several studies and represents a
substantial part of the variability in this region (Zebiak
1993; Curtis and Hastenrath 1995; Latif and Barnett
1995; Enfield and Mayer 1997; Giannini et al. 2001,
Huang et al. 2002; Huang et al. 2004, among others).
Chiang et al. (2000) and more recently Münnich and
Neelin (2005) analyzed interdecadal changes in the pat-

FIG. 3. The 1975–99 ! 1950–74 differences of regressions of rain and 925-hPa wind onto the Niño-3 index: (a) CRU rain, (b) ENS1
ensemble mean rain and 925-hPa wind, (c) ENS2 ensemble mean rain and 925-hPa wind, (d) ENS1 ! ENS2 ensemble mean rain and
925-hPa wind. Units are mm day!1 for rain in (a), (b), (d) and m s!1 for wind in (b), (c), (d).
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STA index regression on rainfall and wind

fined as the negative of the area-averaged SST anoma-
lies in the south tropical Atlantic in the region between
20°S to 0° and 30°W to 20°E (referred to as the tropical
Atlantic index hereafter). In the CRU data (Fig. 5a)
and ENS1 (Fig. 5b), the aforementioned northward
shift of the ITCZ can be identified (for ENS1 only con-
tours that are statistically significant at a 95% confi-
dence level according to a two-tailed t test are plotted).
In ENS1 the shift of the ITCZ extends into the Indian
Ocean and farther into the Indian peninsula and causes
a cyclonic surface wind anomaly similar to that of Fig.
3b. The average IMR anomaly associated with the
tropical Atlantic index is 0.15 mm day!1 for CRU data
and 0.18 mm day!1 for the ENS1 ensemble mean.

Additionally, the regression of SSTs onto this index
(Fig. 5d) displays a pattern similar to the one in Fig. 4c.
Overall, the regression pattern of Fig. 5b is very similar
to Fig. 3d, where the Atlantic effect is isolated by con-
sidering the difference of ENS1 and ENS2.

Finally, the role of the Atlantic SST variability can be
isolated by calculating the regression of the ensemble
mean difference (ENS1 ! ENS2) of rain and 925-hPa
wind onto the tropical Atlantic index (Fig. 5c; again
only differences that are statistically significant at the
95% confidence level are displayed). The resulting pat-

tern is very similar to that of ENS1, confirming that it is
induced by the Atlantic SST variability.5

The correlation of the tropical Atlantic index with
the Niño-3 index is small and not significant if the in-
terval 1950–99 is considered (CC " 0.08). However, it
varies from CC " !0.22 in the period 1950 to 1974 to
CC " 0.41 in the period 1975 to 1999. Such a drastic
change of 0.63 is statistically significant at the 95% con-
fidence level.

Figures 5a–c could suggest that tropical Atlantic SST
anomalies influence substantially the IMR on an inter-
annual basis. However, the amplitudes of the regres-
sions seen in Fig. 5 are small with respect to the abso-
lute Niño-3 regressions (Fig. 2). Indeed, the correlation
coefficient of the tropical Atlantic index with IMR are
only 0.24 and 0.25 for CRU data and the ENS1 en-
semble mean, respectively. Therefore, the overall influ-
ence of tropical Atlantic SST anomalies on the Indian
monsoon is weaker than that of ENSO, but the inter-
decadal variability of the SSTs over the tropical Atlan-

5 This may seem to be a trivial result, but it is not because SST
anomalies outside the Atlantic region that covary with the tropical
Atlantic index may influence the IMR. Figure 5c shows that this
is not the case.

FIG. 5. Regressions of rain and SSTs onto a tropical Atlantic index defined as negative average SST anomalies in the region 20°S to
0° and 30°W to 20°E. (a) CRU rain, (b) ENS1 ensemble mean rain and 925-hPa wind, (c) ENS1 ! ENS2 ensemble mean rain and
925-hPa wind, and (d) SSTs. Units are mm day!1 for rain in (a)–(c) and m s!1 for wind in (b) and (c); units for (d) are K.
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Sliding correlation between Nino3 index and ISMR

ENSO-Monsoon Teleconnection
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Challenge in Climate Variability:  
Assessment of seasonal and longer-term predictability 
through analysis of teleconnections. Some examples follow: 

Figure from Barimalala et el., 2011 

The mechanism: A Gill-type response; possibly  
enhanced by compensating sinking in Western Pacific 



Source: appollo.Isc.vsc.edu

Figure 5: Thermal induced by strong surface heating.

decreasing with height. Cases where the temperature is increasing with height are
called inversions and are very stable situations. Note that under stable conditions,
the quantity (exercise!)

eape =
1

2
w2 +

1

2

g2

N2

θ′2

θ
2

(70)

is conserved. As will be shown in the Atmospheric Dynamics lecture course next
term, the second term is a perturbation form of the available potential energy. Note
that the oscillation that we just derived for the stable case is the basic particle
motion in an internal gravity wave. Such waves can be triggered by orography and
can be identified by typical shapes of cloud formation (see Fig. 6). Other situation
where gravity waves can be triggered are if tropospheric convection hits the stably
stratified tropopause.

Discuss that a well vertically mixed dry atmosphere will be approximately in a
state of constant entropy or potential temperature, having a nearly dry adiabatic
lapse rate. Often the case in Trieste.

Excercises

1. Show that from Eq. 54 follows Eq. 55.

2. Use the potential temperature definition 49 and Taylor series expansion to
show that Eq. 63 is valid to a first order.
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As discussed in the beginning of this section, in Eq. 57 we have assumed that the
movement of the parcel is so fast that we can assume an adiabatic-reversible process.
We decompose now all quantities into the ambient fluid (mean) quantities and local
perturbations from this (ρ = ρ+ ρ′, p = p+ p′ , θ = θ+ θ′). For the vertical velocity
we have simply w = w′. This decomposition is also performed in order to linearize
(discuss!) the full system of equations with respect to small perturbations. For the
pressure gradient and acceleration due to gravity we get

−
1

ρ

∂p

∂z
− g = −

1

ρ+ ρ′
∂p+ p′

∂z
− g . (58)

We need to develop 1/(ρ + ρ′) into a Taylor series (only first order terms are con-
sidered here)

1

ρ+ ρ′
=

1

ρ

(

1 +
ρ′

ρ

)−1

≈
1

ρ

(

1−
ρ′

ρ

)

. (59)

With this expression 58 becomes (ignoring the 2nd order terms)

−
1

ρ

∂p

∂z
− g +

ρ′

ρ

1

ρ

∂p

∂z
−

1

ρ

∂p′

∂z
=
ρ′

ρ

1

ρ

∂p

∂z
−

1

ρ

∂p′

∂z
. (60)

where it has been assumed that the environment of the parcel is in hydrostatic
equilibrium. The vertical momentum equation the becomes

∂w

∂t
= −

ρ′

ρ
g −

1

ρ

∂p′

∂z
, (61)

where the hydrostatic equation has been inserted for environmental pressure gradient
and the acceleration term has been expanded and linearized for the case of purely
vertical motion (explain!). It follows that the acceleration of the parcel is given
by 2 terms. The first term on the rhs of Eq. 61 is the buoyancy acceleration. It
has the intuitive interpretation that if a parcel is lifted from its original position,
then the further acceleration will depend on if the parcel is heavier or lighter than its
enviromnent (less or more dense). The second term is called nonhydrostatic pressure

acceleration. Even though this term may be important under certain circumstances,
it turns out this term is typically smaller then the buoyance term, and it is therefore
neglected and the approximated vertical momentum equation is

∂w

∂t
= −

ρ′

ρ
g . (62)

A taylor series expansion of Eq. 49, after inserting the temperature dependence on
pressure and density, leads to (Exercise!)

θ′

θ
≈

cv
cp

p′

p
−
ρ′

ρ
≈ −

ρ′

ρ
, (63)

where the last approximation follows from the observation that relative pressure
perturbations are typically smaller than relative density perturbations. Therefore,
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Buoyancy forces:

Local thermodynamic equilibrium
The ’parcel’ size of such a mixture if gases (e.g. atmosphere) could
be in the order of mm for theoretical description and use of local
thermodynamics equilibrium, or in the order of 100 km for
numerical models of climate.

ρ,p, T 

ρenv,penv, Tenv

ρ’ =ρ-ρenv

Evaluate parcel properties with respect to its environment

This is done in convective parameterization schemes in GCMs.
We will see later how this exactly works in SPEEDY
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Environment Criterion for instability of moist 
(saturated) air:

(Environment quantities indicates with a bar)

From this follows if the equation for temperature perturbations

∂T ′

∂t
= −w









∂T

∂z
+

g

cp
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1 + Llvmvs

RT

)

(

1 +
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lv
mvs

cpT
2
Rv

)









, (128)

where on the rhs we have replaced all variables by their mean state values, which
is justified because of ψ >> ψ′ and our linearization. From this equation we can
calculate the stability limit for moist ascent. We know from section 3 that the
stability is given by the factor in front of the vertical velocity. For stability this factor
has to be positive. In order to the air to be stable, the temperature perturbation
tendency has to be negative in order to provide a negative buoyancy in 121 imagine
we list the parcel at an initial time w > 0 from an equilibrium situation T ′ = 0.
This means the term in the rhs in Eq. 128 has to be positive (the factor in front of
the vertical velocity in Eq. 128 determines stability; discuss). The stability limit is
defining the moist adiabatic lapse rate

∂T

∂z
= −

g

cp

(

1 + Llvmvs

RT

)

(

1 +
L2

lv
mvs

cpT
2
Rv

) , (129)

which leads to

Γm :=

[

−
∂T

∂z

]

m

= Γd

(

1 + Llvmvs

RT

)

(

1 +
L2

lv
mvs

cpT
2
Rv

) . (130)

Γm is the moist adiabatic lapse rate. Such a lapse rate has typical values of 5.5 - 6
K/km (exercise!). We may insert the saturation specific humidity acconding to Eq.
99 in order to evaluate it. Note that Γm < Γd because the factor on the rhs for Γd

is smaller than one, as
Llvmvs

RT
<

L2
lvmvs

cpT
2
Rv

leads to

cp <
LlvR

RvT
=

Llvε

T
≈ 5000 Jkg−1K−1

which is the same condition we have derived for the saturation specific humidity to
decrease with time in a rising parcel 100. If Γ > Γm then according to Eq. 128 there
is instability with respect to moist ascent and moist convection occurs. (discuss!;
see Fig. 12)!

Note that the above considerations have been made to properly estimate sta-
bility properties of a parcel and are valid for small perturbations of a parcel from
its equilibrium position (with the environment). For large perturbations, we may
refer to the parcel Equation 126, which shows that the parcel follows its own moist
adiabate and one may refer to tephigrams (e.g. Fig. 11) in this case.
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<

Temperature has to decrease with height faster than the critical limit. 
Such a situation may be favored by high surface temperatures!

~ -0.6 k/100m

for dry air:
-1K/100m𝜕𝜃𝑒

𝜕𝓏
<= 0Note that this is

equivalent to:

−



5.4 Stability of moist air

In reality, this subject is related to moist convection (involving e.g. cloud formation,
etc.) and will be treated much more deeply in the Atmospheric Physics course. In
this section we assess the stability of a saturated parcel that is lifted from its original
position. The approximate momentum equation is still Eq. 61. Here it is useful to
replace the density perturbations by temperature perturbations using a taylor series
expansion of the ideal gas law

T ′

T
= −

ρ′

ρ
, (120)

with which we get
∂w

∂t
=

T ′

T
g . (121)

The effects of moisture on the the gas constant have been ignored here, and will be
in the following. For the thermodynamic equation we have according to 110, if we
multiply with T

cp
dT

dt
−

TR

p

dp

dt
= −Llv

dmsv

dt
, (122)

where we have divided by the dt. We now calculate the temperature change following
the parcel that is lifted from its original position. If we assume, as in 100 hydrostatic
pressure, changes during the ascent, we get

dT

dt
= −w

g

cp
−

Llv

cp

dmsv

dt
. (123)

Now we can insert dmvs/dt following the parcel according to Eq. 100
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, (124)

which leads to
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, (125)

From this follows that the temperature change following the parcel is

dT
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cpT 2Rv

) . (126)

The temperature change can now be decomposed into and approximated to a first
order by

dT

dt
=
∂T ′

∂t
+ w

∂T

∂z
(127)
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For small-scale air parcel scale motions (~ 1km): A parcel of rising air always cools

Note that as long as water vapor in parcel is not saturated we have
msv=0, and therefore the parcel cools as –wg/cp.

Further, it can be shown that due to the decreasing temperature 
as a parcel rises the relative humidity increases until condensation
occurs (Clausius-Clapeyron):

5 Ways to saturation

A useful measure that indicates if moist air is saturated is the relative humidity

RH =
pv
pvs

=
mv

mvs
, (97)

that is the ratio of partial vapor pressure to saturation vapor pressure or specific
humidity and saturation specific humidity. A way to saturate unsaturated air is to
cool the air diabatically (e.g. fog formation at night through radiative surface cool-
ing). The temperature defined by this cooling is defined as dewpoint temperature

Td. If pvs is the measured atmospheric vapor pressure, the dewpoint temperature is
defined by pv(T ) = psv(Td), because the cooling is assumed to take place at constant
vapor pressure and we insert the measured vapor pressure of the into Eq. 92 in order
to calculate the temperature at saturation Td. An alternative and very important
process to reach saturation is the adiabatic cooling through upward motion. How-
ever, in a rising parcel the vapor pressure it not constant (also decreasing; the mass
fraction is constant), so the the calculation of the lifting condensation level LCL
more complicated and may be derived from thermodynamics diagrams (an example
is the tephigram in Fig. 11; exlain how to calculate LCL through conservation of
mv = Mv/M ; why is mv conserved, is it?). Other important mechnisms to reach
saturation are mixing of air and cooling and moistenting by evaporation of water
(leading to Wet Bulb temperature). We can do a little calculation to show that the
air is always going to saturate due to the adiabatic cooling if it is lifted high enough.
For a rising parcel we have that its mass fraction mv is conserved. Therefore, the
relative humity change with time for an unsaturated rising parcel will be
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5 Ways to saturation

A useful measure that indicates if moist air is saturated is the relative humidity
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, (97)

that is the ratio of partial vapor pressure to saturation vapor pressure or specific
humidity and saturation specific humidity. A way to saturate unsaturated air is to
cool the air diabatically (e.g. fog formation at night through radiative surface cool-
ing). The temperature defined by this cooling is defined as dewpoint temperature

Td. If pvs is the measured atmospheric vapor pressure, the dewpoint temperature is
defined by pv(T ) = psv(Td), because the cooling is assumed to take place at constant
vapor pressure and we insert the measured vapor pressure of the into Eq. 92 in order
to calculate the temperature at saturation Td. An alternative and very important
process to reach saturation is the adiabatic cooling through upward motion. How-
ever, in a rising parcel the vapor pressure it not constant (also decreasing; the mass
fraction is constant), so the the calculation of the lifting condensation level LCL
more complicated and may be derived from thermodynamics diagrams (an example
is the tephigram in Fig. 11; exlain how to calculate LCL through conservation of
mv = Mv/M ; why is mv conserved, is it?). Other important mechnisms to reach
saturation are mixing of air and cooling and moistenting by evaporation of water
(leading to Wet Bulb temperature). We can do a little calculation to show that the
air is always going to saturate due to the adiabatic cooling if it is lifted high enough.
For a rising parcel we have that its mass fraction mv is conserved. Therefore, the
relative humity change with time for an unsaturated rising parcel will be

dRH

dt
= −

mv

m2
vs

dmvs

dt
, (98)

whih tells us that in order for the relative humidity to increase in the rising parcel,
the saturation specific humidity has to decrease. We have the saturation specific
humidity

mvs =
psv
ρRvT

=
psvR

ρRTRv
= εpsv/p , (99)

where the definition ε = R/Rv that has been used in Eq. 75 has been used (always
approximating Rd = R). From Eq. 99 we can calculate

dmvs

dt
=

ε

p

dpsv
dt

−
εpsv
p2

dp

dt

=
εpsv
p

(

Llv

RvT 2

dT

dt
+ w

ρg

p

)

= mvs

(

Llv

RvT 2

dT

dt
+ w

ρg

ρRT

)

= mvs

(

Llv

RvT 2

dT

dt
+ w

g

RT

)

, (100)

29

Assuming adiabatic ascent;
no heat exchange with its
environment while rising



Note that there is a huge asymmetry between a rising and a sinking parcel:

A rising parcel loses all its water vapor (to rainwater that fall out) if rising 
high enough, whereas a sinking parcel will evaporate the little cloud water it 
may hold. 

Therefore, the net effect of these rising and sinking parcels induced by static 
instability will be an increase of atmospheric heating!

Reflection: The process of a rising parcel with condentational  heating and 
following sinking would be reversible (i.e. entropy conserving) if no rain is 
falling out! It’s the rain falling out that make is irreversible and entropy 
producing (just as luv-lee effect, see below)!



For large-scale motions (~ 100-1000km) this means (e.g. model like SPEEDY): 

Q is thus the heat added by diabatic processes (i.e. condensation, radiation).
Using the total derivative in pressure coordinates and the definition of ω we have
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∂x
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p
− Spω =

Q

cp
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where the stability factor

Sp =
RT

cpp
−
∂T

∂p
= −

T

θ

∂θ

∂p
(48)

has been introduced. In Eq. (48) we have used the definition of the potential
temperature (Exercise!)

θ = T
(

p0
p

)
R
cp

. (49)

p0 is a constant reference pressure here. Using the dry adiabatic lapse rate Γd = g/cp,
we have also (excercise!)

Sp = (Γd − Γ)/(ρg) , (50)

where the definition of the lapse rate −dT/dz = Γ has been used.
The set of equations (36), (37), (44) and (47) is the basis for our analysis of

synoptic-scale motion, but also the basis for many numerical models of the atmo-
spheric circulation.

It is also useful to derive the approximate version of the potential vorticity 31 in
pressure coordinates, because it takes a more convenient form. We can write (e.g.
using ψ(x, y, p, t) = ψ(x, y, z, t) to evaluate a vertical derivative

∂θ

∂z
=
∂θ

∂p

∂p

∂z
= −ρg

∂θ

∂p
. (51)

With this 31 becomes

qp =
[

ηp
∂θ

∂p

]

, (52)

where the constant factor −g has been excluded from the definition (this does not
matter, why?). Note, that the absolute vorticity ηp = k · ∇p × v + f is the verti-
cal component of the absolute vorticity and has to be evaluated on pressure levels.
The physical interpretation of the approximate potential vorticity in pressure coor-
dinates, qp, is that a fluid element within an isentropic flow may be considered as
confined between two potential temperature values ∆θ. The thickness of the fluid
element, ∆p, however, may change. If this occurs, then the absolute vorticity has
to adjust in order to maintain potential vorticity conservation.
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ω = dp/dt (called the ’omega’ vertical velocity) is the pressure change following the
motion. Note that when w is positive ω is typically negative.

The Continuity Equation

The easiest way to derive the continuity equation is through the principle of mass
conservation. For an infinitesimal mass element we may write:

δm = ρδV = ρδxδyδz = −δxδy
1

g
δp . (41)

Note that the first part of equation (41) is just the definition of the density. In the
second part the hydrostatic equation (34) has been used to replace the vertical per-
turbation by a pressure perturbation. Let’s calculate the derivative of (41) following
the motion (conservation of mass)

1

δm
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dt
δm =
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δxδyδp

d

dt

δxδyδp

g
= 0. (42)

After appying the product rule of differentiation, and changing the order of differ-
entiation we obtain
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Letting δx, δy, δz → 0, it follows the continuity equation in pressure coordiantes:

(
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+
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∂y

)

p
+
∂ω

∂p
= 0 . (44)

In pressure coordinates the full continuity equation takes the form of that of an
incompressible fluid, i.e. the time derivative of density does not occur anymore
explicitely.

The Thermodynamic Energy Equation

Recall Eqs. 108 or 110 for the Enthalpy, and after multiplying with T from our
Earth System Thermodynamics course (for ds = 0), which was approximately valid
for the atmosphere in which phase transitions from water vapor to liquid water are
allowed (do you remember what the symbols Llv and mv stand for?):

cp
dT

dt
−

RT

p

dp

dt
= −Llv

dmv

dt
. (45)

If we further allow diabatic processes to occur (e.g. radiation), then we can simply
add Tds/dt on the rhs and abbreviate those terms as Q.

cp
dT

dt
− α

dp

dt
= Q . (46)
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First law of thermodynamics
Heat release by condensation 
of rising parcels; done by 
convection scheme
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in large scales
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In tropical regions, horizontal gradients and local time changes are small 
compared to the other terms in the Thermodynamic Equation, therefore we 
have approximately:  

motion through Ekman effets on top of the boundary layer. This is called boundary
layer pumping or Ekman pumping. It may be used to explain vertical motions
and therefore rainfall anomalies induced by the Gill responses in tropical regions as
derived in Section 6.2. It states that whenever we calculate a flow response that
has (geostrophic) vorticity, this will lead to vertical motion and therefore a rainfall
response. Given that geostrophy is valid from approximately 10 degrees away from
the equator, this rule can be used for many flow responses. Remember that we have
shown in chapter 5 that even the zonal winds in the close equatorial Kelvin waves
are in exact geostrophic equilibrium. We can estimate the typical magnitude of the
vertical velocity 213 by inserting ξg = 10−5s−1, De = 1km or γ = 3 × 10−3 m−1

to be w(De) ≈ 10−5/(2 × 3 × 10−3) m s−1 or 2 × 10−3 m s−1. This a substantial
vertical velocity, comparable to the one induced by a heating anymaly of about Q/cp
1 k/day in the tropical regions, if we use equation 47 and Sp ≈ 5× 10−4 K Pa−1 to
estimate the vertical velocity:

−Spω ≈ Spρgw ≈
Q

cp

or

w ≈
Q

cp

1

Spρg
.

Also in the Ocean Ekman Layers exist (have you discussed them?). Clearly at the
bottom of the ocean very similar processes take place as discussed here. Even at the
top of the oceans we have an Ekman Layer (have you discussed this?). However,
the main change is the boundary condition at the surface, which is given by the
atmospheric winds that drive the ocean, in the interior the boundary condition
can be assumed to be geostrophic again. Otherwise we can use the above derived
methodology also to derive the ocean surface Ekman Layer.

Exercises

1. Verify that the Ekman solution 210 and 211 is indeed a solution of the original
system of equations 199 and 200.

2. Calculate the scalar product between the pressure gradient and the wind within
the Ekman layer given by Eqs. 210 and 211. Is the wind directed into or out
of a low pressure system?

3. Write a fortran code that uses the Eqs. 210 and 211 and plot the solution as
as phase space diagram (u,v) as in Fig 26. Also, solve the original equations
199 and 200 numerically by keeping the local time derivative in the Ekman
equations:

∂u

∂t
= Km

∂2u

∂z2
+ f(v − vg) (214)

∂v

∂t
= Km

∂2v

∂z2
− f(u− ug) . (215)
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This means whenever there is convective heat release, we can expect 
that this heating is compensated by large-scale rising motion!

Q is thus the heat added by diabatic processes (i.e. condensation, radiation).
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element, ∆p, however, may change. If this occurs, then the absolute vorticity has
to adjust in order to maintain potential vorticity conservation.
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Atmospheric response to Equatorial heating

Figure 23: Large-scale adjustments to diabatic convective heating.

water equations near the equator, if we also in all phase velocities replace g by g’.
We will see these kind of waves in the following example.

In the following we present and discuss the ocean adjustment to a constant
atmospheric wind-stess forcing of the ocean derived from a model similar, but slightly
more complicated than Eq. 186 - 188. The addition is basically an equation for the
surface temperature that is not present in Eq. 186 - 188. In a strict sense, the surface
temperature would never be influenced by the thermocline depth as long as this is
positive. However, in the real world, there is a still a gradient present in the upper-
layer, meaning that if the thermocline is nearer to the surface, the temperature is
lower there, just as seen in Fig. 14. Furthermore, if temperature is allowed to vary
horizontally then there will also be horizontal advection of temperature.

6.5 Ocean response to a zonal wind stress anomaly

Fig. 28 shows the wind-stress forcing applied with maximum at equator at 180 E,
and a Gaussian shape of with 10 degress in east-west and 5 degrees in north-south
direction. The forcing is of magnitude 0.015 N/m2, which is a typical response of the
atmosphere to a typical ENSO anomaly. This forcing is mimicing the atmospheric
Gill-response on the equator to the ENSO-induced heating (SST) anomaly. We are
considering the time evolution of the thermocline response to the constant forcing.
Fig. 29a shows the response after the first month of forcing, and we see interestingly
that the response resembles the Gill response that we discussed for the atmosphere
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streamfunction in Fig. 3d. Both low level velocity potential 
and eddy streamfunction have reversed signs compared to 
the upper level and that is consistent with the baroclinic 
response (not shown).

As expected, the heat-induced rising motion in the heat-
ing region, that is governed by the continuity equation and 
the thermodynamic energy equation, results in a correspond-
ing region of rainfall maximum as seen in Fig. 3e, and that is 
consistent with the vertical velocity shown in Fig.  3f. Apart 
from the heat-induced precipitation over the heating region, 
and the dynamically-induced precipitation over the Rossby 
gyres, sinking motion dominates everywhere else result-
ing in precipitation suppression. This is detected in Fig.  3c 
by the upper level convergence in the 200 hPa velocity 

potential. Figure 3d shows the upper level eddy streamfunc-
tion quadruple that indicates anticyclonic motion on the 
western flank of the heating (rising) and cyclonic motion on 
the eastern flank (sinking).

3.2.2  Transient response

The time evolution of the atmospheric response due to the 
SST perturbation is a proxy to illustrate the effect of waves 
propagation speed. In this section, the model is run to obtain 
1-year long simulation using the same forcing described in 
Fig. 1, for 100 ensemble members. This is a slightly differ-
ent setup from the previous experiments, however we have 
verified (not shown) that the responses due to continuous 

Fig. 1  a Control run SST distribution, b eastern warm pool SST anomaly, c western warm pool SST anomaly. Corresponding sensitivity experi-
ments SST anomalies (d–f). Units are K

SST

AGCM aquaplanet
simulations; 2 K SST
perturbation added 
to symmetric mean 
state SSTs

Many AGCM simulations have confirmed the tropical Atlantic Indian monsoon 
teleconnection; here results from a very idealised setting: Aquaplanet

adiabatic cooling/warming) on the lhs and the heating term on the rhs of Eq. 47

−Spω ≈
Q

cp
. (216)

Figure 28: Aquaplanet annual mean SST distribition and Gill-type SST perturba-
tion. Units are K.

Also this leads to a good agreement between precipitation (e.g. vertical in-
tegrated heating) and the vertical velocity field. Note, however, that in the Gill
solution there is no precipitation, and the vertical velocity field is very different
from the one shown in Fig. 29 (there we have sinking motion everywhere outside
the heating region). These differences are a weakness of the simplified equations
used in the Gill solution (essentially modified shallow water equations) rather than
a weakness of the AGCM solution, which essentially solves the full Navier-Stokes
equations. Another important difference with respect to the traditional Gill solution
is that there an infinite zonal domain is assumed, whereas in reality it is periodic.
This leads to differences in the atmospheric adjustments to the heating. For exam-
ple, to the east of the heating, we do find off-equatorial anticyclonic Rossby gyres in
the surface pressure, which resemble the cyclonic ones to the west. We may interpret
these as response to the upper-level convergence (maximum in velocity potential)
at around 60W to 30W. However, we do note that in the regions with the imposed
SST anomaly (around 180E), we get increased rainfall (heating) due to the desta-
bilization of the atmosphere. The rainfall structure appears to be related to the
meridional zonal wind gradient (main component of vorticity), which is cyclonic in
the off-equatorial regions to the west, and anticyclonic in the off-equatorial regions
to the east of the heating (explain!), which should, according to the section 7, induce
rising and sinking motion respectively (e.g. from Eq. 213). However, since we are
using a numerical model to simulate the effects of Ekman pumping, it is best to use
the model’s boundary-layer parameterization, which is slightly different. Using the
definition

|v0| =
√

u2 + v2 + V 2
gust (217)

where u, v are near surface winds (representative for the mean wind in the whole
depth of the boundary-layer of the model), Vgust = 5ms−1 is representing the effect
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a western warm pool to SST perturbation “PERT” cannot 
yet be determined. In order to determine the difference, we 
examine the phase speed of the equatorial Kelvin waves on 
the eastern and the western hemispheres of a warm pool. 

To do so, we divide the warm pool meridionally into two 
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wind direction changes by the warm pool-induced upper 
level divergence. Hence, Fig.  S2a, b are obtained by using 
the 200 hPa zonal winds on one hemisphere of the warm 
pool (e.g. 90E to 90W to obtain Fig. S2a, and vice versa for 

Fig. 3  Classical Gill response due to SST perturbation: a mean sea-
level response (hPa). b Surface wind response  (ms−1). c 200 hPa 
velocity potential response ( 106  m2s−1). d 200 hPa eddy streamfunc-
tion response ( 106  m2s−1). e Precipitation response (mm/day). f 850 

hPa vertical velocity “omega” response ( 10−3 Pa  s−1). Contour lines 
indicate regions of 95% statistically significant anomalies (Positive: 
red. Negative: blue)
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Understanding the upper-level response (note response is baroclinic and changes sign in lower levels)
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More reading:

1. Rodwell MJ, Hoskins BJ (2001) Subtropical Anticyclones and Summer Mon-
soons. J Clim, 14, 31923211

2. Chao WC, Chen B (2001) The origin of Monsoons. J Atmos Sci, 58, 3497350

3. Kucharski, F, Bracco, A, Barimalala, R, Yoo, J-H (2011) Contribution of the
eastwest thermal heating contrast to the South Asian Monsoon and conse-
quences for its variability, Clim Dyn, 37, 721735, DOI 10.1007/s00382-010-
0858-3

Let’s have a look at the global June-to-September rainfall distribution in Fig. 36.
We can clearly identify the Intertropical Convergence Zone (ITCZ), identified by the
rainfall maximum north of the equator that can reach 30◦N in some land region. We
also see that this strip of large rainfall in not zonally homogeneous, but is stonger
in some locations than in others. Some of the features may be explained by the
distributions of sea surface temperatures (SSTs) in Fig. 37. Note that the rainfall
is the column integrated −Llv

dmv

dt and therfore related to the column integrated
diabatic heating due to condensation according to Eqs. 45 and 46.

The western Pacific rainfall maximum is related to high SSTs in that region, as we
have already discussed several times. Also, the land-sea contrast are likely important
due to different heat capacities. As we have already discussed regarding the ENSO
phenomenon, the distribution of SSTs, rainfall and atmospheric circulations in the
tropical Pacific provide positive feedbacks between them, so that its difficult to say
what is cause and what is effect (chicken-egg problem). The mean zonal circulation
in the tropical regions is called Walker circulation (see also Fig. 16). Note that
this circulation is not a strict closed circulation cell as we could derive for the zonal
mean circulation (Hadley Cell). A good measure of this zonal tropical circulation is
the upper-level velocity potential, χ, for which we have the relation to the divergent
wind

vχ = ∇χ (234)

The distribution of the 200 hpa velocity potential χ is shown in Fig. 38a (which
height is this, approximatively). According to the definition 234, a minimum means
divergent wind. The centre of upper-level divergence (rising motion, why?) is in the
western Pacific region, and the centers of upper-level convergence (sinking motion,
why?) are located in the eastern Pacific (that is the classical Walker circulation)
and in the tropical South Atlantic region.

Fig. 38 b) shows the streamfunction, ψ, which is related to the rotational flow
in the following way (see, e.g. Eq. 16)

vψ = k×∇ψ . (235)
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It is clear that there is a systematic relationship between upper-level velocity po-
tential and upper-level streamfunction, they are in ’quadrature’, that is the extreme
values of one lie in the gradient regions of the other. Can we propose an explanation
for this behaviour? The solution is an approximate version of the vorticity equation
67 for the tropics

dgξg
dt

= −f0

(

∂ua
∂x

+
∂va
∂y

)

− βvg . (236)

It turns out that in the tropical regions relative vorticity changes and advections
are relatively small, mainly because of approximate geostrophy and small pressure
gradients. We may estimate it to be one order of magnitude smaller than in the
extratropics. Therefore, the left hand side is Eq. 236 may be set to zero. This leaves
us with the approximation

βvψ = −f0

(

∂uχ
∂x

+
∂vχ
∂y

)

, (237)

where we have used that the geostrophic wind is the rotational wind defined in Eq.
235 (note that according to the quasigeostrophic vorticity definition 66, ψ = Φ/f
is the streamfunction as long as we are not too close to the equator), and the
ageostrophic wind is the divergent wind defined in Eq. 234. Eq. 237 is called Sver-
drup balance. If we take a divergence field as given (e.g. the field that corresponds
to Fig. 38a; we can imagine is has been caused by the dominance of the west Pacific
heating), then according to the Sverdrup balance, this will cause rotational winds.
An upper level divergence maximum will lead to southward rotational motion in
the northern hemisphere, an upper-level convergence maximum will lead to north-
ward rotational motion. This is consistent with the streamfunction distribution in
Fig. 38b, and explains why velocity potential and streamfunction are in quadrature
(exercise!). Note that the interpretation of the Asian monsoon high to be partially
forced by Sverdrup balance from the heating differences between the western Pacific
and the Atlantic Ocean is a relatively new one. The conventional point of view is
that the Asian monsoon high (Tibetan high) is forced exclusively by the land sea
contrast between the Asian land mass (including importance of Himalayas) and the
Indian Ocean. We also note that all the structures that we have considered for upper
levels should be reversed for low levels, thus a part of the low-level monsoon trough
can be attributed to the western Pacific/Atlantic heating differences. Keep in mind
that secondary vertical motions can be induced then by surface friction, because the
streamfunction centres that we can derive are fields with vorticity, which according
to equation 213 induces vertical motion (see section 8). Positive (negative) verti-
cal motion, in turn, leads to increased (decreased) rainfall (why?). These effects
have been analysed with idealized numerical experiments in the paper cited in the
beginning of the section (see also Figs. 39, 40, 41).
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Sverdrup balance in 
tropics (Rodwell & Hoskins)

approximate vorticity 
equation; again gradients
are small in tropics

In the thermodynamic energy equation (47) the horizontal advection can be
approximated by its geostrophic value. However, as mentioned above, the vertical
advection is not neglected, but forms part of the adiabatic heating and cooling term.
This term must be retained because the static stability is usualy large enough on
the synoptic scale that the adiabatic heating or cooling owing to vertical motion
is of the same order as the horizontal temperature advection despite the smallness
of the vertical velocity. It can be somewhat simplified, though, by dividing the
total temperature field Ttot, into a basic state (standard atmosphere) portion that
depends only on pressure, T0(p), plus a deviation from the basic state, T (x, y, p, t)

Ttot = T0(p) + T (x, y, p, t) . (64)

Since |dT0/dp| ! |∂T/∂p| only the basic state portion of the temperature field need
to be included in the static stability term and the quasi-geostrophic thermodynamic
energy equation may be expressed in the form

∂T

∂t
+ vg ·∇T −

(

σp

R

)

ω =
Q

cp
, (65)

where σ ≡ −RT0p−1d ln θ0/dp and θ0 is the potential temperature corresponding to
a basic state temperatue T0 (σ ≈ 2× 10−6 m2 Pa−2 s−2 in the midtroposhere).

Equations (62), (55), (37), (63) and (65) constitute the quasi-geostrophic equa-
tions. If Q is known these form a complete set in the dependent variables Φ, T,vg,va

and ω.

2.4 The Quasi-Geostrophic Vorticity Equation

Just as the horizontal momentum can be approximated to O(Ro) by its geostrophic
value, the vertical component of the vortivity can also be approximated geostrophi-
cally. Using Eq. (55) the geostrophic vorticity ξg = k ·∇× vg can be expressed in
terms of the Laplacian of the geopotential

ξg =
∂vg
∂x

−
∂ug
∂y

=
1

f0
∇2Φ . (66)

Equation (66) can be used to determine ξg(x, y) at any given time from a known
field Φ(x, y). Alternatively, (66) can be solved by inverting the Laplacian operator
to determine Φ from a known distribution of ξ provided that suitable conditions
on Φ are specified on the boundaries of the region in question. This invertibility

is one reason why vorticity is such a useful forecast diagnostic; if the evolution
of vorticity can be predicted, then inversion of Eq. (66) yields the evolution of
the geopotential field, from which it is possible to determine the geostrophic wind.
Since the Laplacian of a field tends to be a maximum where the function itself is a
minimum, positive vorticity implies low values of geopotential and vice versa (see
Fig. 6). We will use the inversibility to solve a problem numerically in section 3.

The quasi-geostrophic vorticity equation can be obtained from the x and y com-
ponents of the quasi-geostrophic momentum equation (62) and yields (exercise!)
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It turns out that in the tropical regions relative vorticity changes and advections
are relatively small, mainly because of approximate geostrophy and small pressure
gradients. We may estimate it to be one order of magnitude smaller than in the
extratropics. Therefore, the left hand side is Eq. 236 may be set to zero. This leaves
us with the approximation

βvψ = −f0

(

∂uχ
∂x

+
∂vχ
∂y

)
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where we have used that the geostrophic wind is the rotational wind defined in Eq.
235 (note that according to the quasigeostrophic vorticity definition 66, ψ = Φ/f
is the streamfunction as long as we are not too close to the equator), and the
ageostrophic wind is the divergent wind defined in Eq. 234. Eq. 237 is called Sver-
drup balance. If we take a divergence field as given (e.g. the field that corresponds
to Fig. 38a; we can imagine is has been caused by the dominance of the west Pacific
heating), then according to the Sverdrup balance, this will cause rotational winds.
An upper level divergence maximum will lead to southward rotational motion in
the northern hemisphere, an upper-level convergence maximum will lead to north-
ward rotational motion. This is consistent with the streamfunction distribution in
Fig. 38b, and explains why velocity potential and streamfunction are in quadrature
(exercise!). Note that the interpretation of the Asian monsoon high to be partially
forced by Sverdrup balance from the heating differences between the western Pacific
and the Atlantic Ocean is a relatively new one. The conventional point of view is
that the Asian monsoon high (Tibetan high) is forced exclusively by the land sea
contrast between the Asian land mass (including importance of Himalayas) and the
Indian Ocean. We also note that all the structures that we have considered for upper
levels should be reversed for low levels, thus a part of the low-level monsoon trough
can be attributed to the western Pacific/Atlantic heating differences. Keep in mind
that secondary vertical motions can be induced then by surface friction, because the
streamfunction centres that we can derive are fields with vorticity, which according
to equation 213 induces vertical motion (see section 8). Positive (negative) verti-
cal motion, in turn, leads to increased (decreased) rainfall (why?). These effects
have been analysed with idealized numerical experiments in the paper cited in the
beginning of the section (see also Figs. 39, 40, 41).

78

It is clear that there is a systematic relationship between upper-level velocity po-
tential and upper-level streamfunction, they are in ’quadrature’, that is the extreme
values of one lie in the gradient regions of the other. Can we propose an explanation
for this behaviour? The solution is an approximate version of the vorticity equation
67 for the tropics

dgξg
dt

= −f0

(

∂ua
∂x

+
∂va
∂y

)

− βvg . (236)

It turns out that in the tropical regions relative vorticity changes and advections
are relatively small, mainly because of approximate geostrophy and small pressure
gradients. We may estimate it to be one order of magnitude smaller than in the
extratropics. Therefore, the left hand side is Eq. 236 may be set to zero. This leaves
us with the approximation

βvψ = −f0

(

∂uχ
∂x

+
∂vχ
∂y

)

, (237)

where we have used that the geostrophic wind is the rotational wind defined in Eq.
235 (note that according to the quasigeostrophic vorticity definition 66, ψ = Φ/f
is the streamfunction as long as we are not too close to the equator), and the
ageostrophic wind is the divergent wind defined in Eq. 234. Eq. 237 is called Sver-
drup balance. If we take a divergence field as given (e.g. the field that corresponds
to Fig. 38a; we can imagine is has been caused by the dominance of the west Pacific
heating), then according to the Sverdrup balance, this will cause rotational winds.
An upper level divergence maximum will lead to southward rotational motion in
the northern hemisphere, an upper-level convergence maximum will lead to north-
ward rotational motion. This is consistent with the streamfunction distribution in
Fig. 38b, and explains why velocity potential and streamfunction are in quadrature
(exercise!). Note that the interpretation of the Asian monsoon high to be partially
forced by Sverdrup balance from the heating differences between the western Pacific
and the Atlantic Ocean is a relatively new one. The conventional point of view is
that the Asian monsoon high (Tibetan high) is forced exclusively by the land sea
contrast between the Asian land mass (including importance of Himalayas) and the
Indian Ocean. We also note that all the structures that we have considered for upper
levels should be reversed for low levels, thus a part of the low-level monsoon trough
can be attributed to the western Pacific/Atlantic heating differences. Keep in mind
that secondary vertical motions can be induced then by surface friction, because the
streamfunction centres that we can derive are fields with vorticity, which according
to equation 213 induces vertical motion (see section 8). Positive (negative) verti-
cal motion, in turn, leads to increased (decreased) rainfall (why?). These effects
have been analysed with idealized numerical experiments in the paper cited in the
beginning of the section (see also Figs. 39, 40, 41).

78

It is clear that there is a systematic relationship between upper-level velocity po-
tential and upper-level streamfunction, they are in ’quadrature’, that is the extreme
values of one lie in the gradient regions of the other. Can we propose an explanation
for this behaviour? The solution is an approximate version of the vorticity equation
67 for the tropics

dgξg
dt

= −f0

(

∂ua
∂x

+
∂va
∂y

)

− βvg . (236)

It turns out that in the tropical regions relative vorticity changes and advections
are relatively small, mainly because of approximate geostrophy and small pressure
gradients. We may estimate it to be one order of magnitude smaller than in the
extratropics. Therefore, the left hand side is Eq. 236 may be set to zero. This leaves
us with the approximation

βvψ = −f0

(

∂uχ
∂x

+
∂vχ
∂y

)

, (237)

where we have used that the geostrophic wind is the rotational wind defined in Eq.
235 (note that according to the quasigeostrophic vorticity definition 66, ψ = Φ/f
is the streamfunction as long as we are not too close to the equator), and the
ageostrophic wind is the divergent wind defined in Eq. 234. Eq. 237 is called Sver-
drup balance. If we take a divergence field as given (e.g. the field that corresponds
to Fig. 38a; we can imagine is has been caused by the dominance of the west Pacific
heating), then according to the Sverdrup balance, this will cause rotational winds.
An upper level divergence maximum will lead to southward rotational motion in
the northern hemisphere, an upper-level convergence maximum will lead to north-
ward rotational motion. This is consistent with the streamfunction distribution in
Fig. 38b, and explains why velocity potential and streamfunction are in quadrature
(exercise!). Note that the interpretation of the Asian monsoon high to be partially
forced by Sverdrup balance from the heating differences between the western Pacific
and the Atlantic Ocean is a relatively new one. The conventional point of view is
that the Asian monsoon high (Tibetan high) is forced exclusively by the land sea
contrast between the Asian land mass (including importance of Himalayas) and the
Indian Ocean. We also note that all the structures that we have considered for upper
levels should be reversed for low levels, thus a part of the low-level monsoon trough
can be attributed to the western Pacific/Atlantic heating differences. Keep in mind
that secondary vertical motions can be induced then by surface friction, because the
streamfunction centres that we can derive are fields with vorticity, which according
to equation 213 induces vertical motion (see section 8). Positive (negative) verti-
cal motion, in turn, leads to increased (decreased) rainfall (why?). These effects
have been analysed with idealized numerical experiments in the paper cited in the
beginning of the section (see also Figs. 39, 40, 41).

78

The synoptic-scale vorticity equation 11 states that the rate of change of absolute
vorticity following the horizontal motion is approximately given by the generation
(destruction) of vorticity owing to horizontal convergence (divergence). Indeed, this
is considered to be the main mechanism of cyclone (and anticyclone) developments,
connecting cyclonic motion to low pressure and anticyclonic motion to high pressure
(only for large-scale motions!).

1.2 The Barotropic (Rossby) Potential Vorticity Equation

As barotropic model of the Atmosphere we assume that there is incompressibility
and the flow may be confined by the height of two given boundaries, h(x, y, z, t) =
Ht−Hb (see also lecture on equatorial waves). The incompressibility condition may
be expressed as

∂u

∂x
+
∂v

∂y
= −

∂w

∂z
. (13)

We also assume that the horizontal velocities are independent of height. With this
we can integrate the vorticity equation (11) vertically to obtain

h
dh(ξ + f)

dt
= (f + ξ)[w(Ht)− w(Hb)] . (14)

Note that in equation (14), the relative vorticity ξ may be replaced, to a first ap-
proximation, by the geostrophic relative vorticity

ξ ≈ ξg ≡ ∇2gh/f0 = ∇2Φ/f0 , (15)

where we have assumed that the meridional scale, L, is small compared to the radius
of the earth so that the geostrophic wind may be defined using a constant reference
latitude of the Coriolis parameter f ≈ f0 ≡ 2Ω sinφ0. Also, in the operator (12) the
horizontal velocities may be approximated by the geostrophic ones

v ≈ vg ≡ f−1
0 k×∇gh = f−1

0 k×∇Φ , (16)

Equations 15 and 16 can be derived from the geostrophic equations and integration
of the hydrostatic equation for an incompressible fluid (exercise!). Note that, for
beauty, we have re-introduced the small ξ effect on the rhs of Eq. (14). Since
w(Ht) = dHt/dt, w(Hb) = dHb/dt we have,

1

ξ + f

dh(ξ + f)

dt
=

1

h

dhh

dt
. (17)

Integrating left and right side leads to

dh
dt

[ln(ξ + f)] =
dh
dt

[lnh] , (18)

which implies that
dh
dt

(ξ + f)

h
= 0 , (19)

7

which is the potential vorticity conservation theorem for a barotropic fluid, first ob-
tained by C. G. Rossby. The quantity conserved following the horizontal motion is
the barotropic potential vorticity. It explains nicely some features of the observed
stationary waves, e.g. induced by the Rocky mountains. If the flow is purely hor-
izontal, i.e. rigid lid and lower boundary, then we obtain the barotropic vorticity

equation
dh(ξ + f)

dt
= 0 , (20)

which states that the absolute vorticity is conserved following the horizontal motion.
The flow in the mid-troposhere approximately fulfills this condition and equation
(20) my be used to explain the movement of air particles in Rossby waves!

Note that using the approximations (15) and (16) the barotropic vorticity equa-
tion (20) can be re-written in terms of the streamfunction ψ ≡ Φ/f0 = gh/f0 or
equivalently also in terms of geopotential Φ = gh (exercise!)

dh
dt

∇2ψ + β
∂ψ

∂x
= 0 . (21)

Also the operator dh/dt can be expressed in terms of streamfunction

dh
dt

=
∂

∂t
−
∂ψ

∂y

∂

∂x
+
∂ψ

∂x

∂

∂y
(22)

Equations (21) and (22) can be used conveniently to compute Rossby wave solutions
numerically (exercise in section 3!)

1.3 The exact potential vorticity conservation law; Ertel’s poten-
tial vorticity

The barotropic potential vorticity conservation law 19 for is a very instructive special
case (incompressible, barotropic fluid) of a much more general conservation law.
Ertel (1942, Meteorologische Zeitung, 59, 271-281) was the first to derive the law
in the most general form. In order to derive it, we start from a general form of the
equations of motion

ρ
dv

dt
= −∇p− 2ρΩ × v − ρ∇φ−∇ · F , (23)

where F is the frictional tensor, Ω is the (constant) rotation vector of the earth.
From Eq. 23 we may derive (exercise!) the full 3-dimentional vorticity equation,
which is a generalization of Eq. 4

dvorta
dt

= vorta ·∇v − vorta∇ · v +
∇ρ×∇p

ρ2
−∇×

∇ · F
ρ

, (24)

where vorta = 2Ω + ξ is the 3-dimensional absolute vorticity vector. Note, that
whereas Ω is constant, its components following the earth surface are not! Using

8

Note that responses
are baroclinic; i.e. 
change sign with height
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where we have used that the geostrophic wind is the rotational wind defined in Eq.
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is the streamfunction as long as we are not too close to the equator), and the
ageostrophic wind is the divergent wind defined in Eq. 234. Eq. 237 is called Sver-
drup balance. If we take a divergence field as given (e.g. the field that corresponds
to Fig. 38a; we can imagine is has been caused by the dominance of the west Pacific
heating), then according to the Sverdrup balance, this will cause rotational winds.
An upper level divergence maximum will lead to southward rotational motion in
the northern hemisphere, an upper-level convergence maximum will lead to north-
ward rotational motion. This is consistent with the streamfunction distribution in
Fig. 38b, and explains why velocity potential and streamfunction are in quadrature
(exercise!). Note that the interpretation of the Asian monsoon high to be partially
forced by Sverdrup balance from the heating differences between the western Pacific
and the Atlantic Ocean is a relatively new one. The conventional point of view is
that the Asian monsoon high (Tibetan high) is forced exclusively by the land sea
contrast between the Asian land mass (including importance of Himalayas) and the
Indian Ocean. We also note that all the structures that we have considered for upper
levels should be reversed for low levels, thus a part of the low-level monsoon trough
can be attributed to the western Pacific/Atlantic heating differences. Keep in mind
that secondary vertical motions can be induced then by surface friction, because the
streamfunction centres that we can derive are fields with vorticity, which according
to equation 213 induces vertical motion (see section 8). Positive (negative) verti-
cal motion, in turn, leads to increased (decreased) rainfall (why?). These effects
have been analysed with idealized numerical experiments in the paper cited in the
beginning of the section (see also Figs. 39, 40, 41).
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Figure 31: Response in 200 hPa divergence [1/s].
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One mechanism for vertical velocity and rainfall changes is the already discussed 
compensating upper-level convergence

Figure 29: Response to Gill-type SST perturbation of a) mean sea level pressure
[hPa], b) surface zonal wind [m/s], c) 200 hPa velocity potential [106 m/s2], d) 200
hPa eddy streamfunction [106 m/s2], e) precipitation [mm/day] and d) omega at
850 hPa [10−3 Pa/s].

of sub-grid scale gusts, the equations equivalent to Eqs. 199 become for the AGCM:

−Cu
√

u2 + v2 + V 2
gust + f(v − vg) = 0 (218)

−Cv
√

u2 + v2 + V 2
gust − f(u− ug) = 0 (219)

where C = CD
h , CD = 1.8 × 10−3 is the drag coefficient over sea, h = 1000m is the

depth of the boundary layer, and the geostrophic wind is ug, vg. Also, the AGCM
is posed in the pressure coordinate system, and since we want to assess solutions
including the equator it is convenient to use the geostrophic forcing in terms of
geopotential height gradients using the geostrophic relation:

vg = f−1k×∇Φ (220)
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But structure
does not fit so
nicely with 
rainfall!



The low-level response

Figure 29: Response to Gill-type SST perturbation of a) mean sea level pressure
[hPa], b) surface zonal wind [m/s], c) 200 hPa velocity potential [106 m/s2], d) 200
hPa eddy streamfunction [106 m/s2], e) precipitation [mm/day] and d) omega at
850 hPa [10−3 Pa/s].
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Surface zonal wind

In the thermodynamic energy equation (47) the horizontal advection can be
approximated by its geostrophic value. However, as mentioned above, the vertical
advection is not neglected, but forms part of the adiabatic heating and cooling term.
This term must be retained because the static stability is usualy large enough on
the synoptic scale that the adiabatic heating or cooling owing to vertical motion
is of the same order as the horizontal temperature advection despite the smallness
of the vertical velocity. It can be somewhat simplified, though, by dividing the
total temperature field Ttot, into a basic state (standard atmosphere) portion that
depends only on pressure, T0(p), plus a deviation from the basic state, T (x, y, p, t)

Ttot = T0(p) + T (x, y, p, t) . (64)

Since |dT0/dp| ! |∂T/∂p| only the basic state portion of the temperature field need
to be included in the static stability term and the quasi-geostrophic thermodynamic
energy equation may be expressed in the form

∂T

∂t
+ vg ·∇T −

(

σp

R

)

ω =
Q

cp
, (65)

where σ ≡ −RT0p−1d ln θ0/dp and θ0 is the potential temperature corresponding to
a basic state temperatue T0 (σ ≈ 2× 10−6 m2 Pa−2 s−2 in the midtroposhere).

Equations (62), (55), (37), (63) and (65) constitute the quasi-geostrophic equa-
tions. If Q is known these form a complete set in the dependent variables Φ, T,vg,va

and ω.

2.4 The Quasi-Geostrophic Vorticity Equation

Just as the horizontal momentum can be approximated to O(Ro) by its geostrophic
value, the vertical component of the vortivity can also be approximated geostrophi-
cally. Using Eq. (55) the geostrophic vorticity ξg = k ·∇× vg can be expressed in
terms of the Laplacian of the geopotential

ξg =
∂vg
∂x

−
∂ug
∂y

=
1

f0
∇2Φ . (66)

Equation (66) can be used to determine ξg(x, y) at any given time from a known
field Φ(x, y). Alternatively, (66) can be solved by inverting the Laplacian operator
to determine Φ from a known distribution of ξ provided that suitable conditions
on Φ are specified on the boundaries of the region in question. This invertibility

is one reason why vorticity is such a useful forecast diagnostic; if the evolution
of vorticity can be predicted, then inversion of Eq. (66) yields the evolution of
the geopotential field, from which it is possible to determine the geostrophic wind.
Since the Laplacian of a field tends to be a maximum where the function itself is a
minimum, positive vorticity implies low values of geopotential and vice versa (see
Fig. 6). We will use the inversibility to solve a problem numerically in section 3.

The quasi-geostrophic vorticity equation can be obtained from the x and y com-
ponents of the quasi-geostrophic momentum equation (62) and yields (exercise!)

20

~0

Figure 26: Idealized and observed Ekman Layer velocities Source:
http://oceanworld.tamu.edu/resources/ocng textbook/chapter09/chapter09 02.htm.

(cyclonic vorticity) leads to convergence! Accorging to the continuity equation 188,
this will lead to vertical motion, which is on top of the Ekman Layer

w(De) = −
∫ De

0

(

∂u

∂x
+
∂v

∂y

)

dz (213)

= ξg
e−γz

2γ
[sin(γz)− cos(γz)]

∣

∣

∣

∣

∣

De

0

=
ξg
2γ

(

1 + e−π
)

≈
ξg
2γ

= ξg

√

Km

2f
,

where we have assumed that the geostrophic wind is independent of height within the
Ekman Layer. This is again an important result, a positive vortivity leads to upward
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Figure 29: Response to Gill-type SST perturbation of a) mean sea level pressure
[hPa], b) surface zonal wind [m/s], c) 200 hPa velocity potential [106 m/s2], d) 200
hPa eddy streamfunction [106 m/s2], e) precipitation [mm/day] and d) omega at
850 hPa [10−3 Pa/s].

of sub-grid scale gusts, the equations equivalent to Eqs. 199 become for the AGCM:

−Cu
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u2 + v2 + V 2
gust + f(v − vg) = 0 (218)
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u2 + v2 + V 2
gust − f(u− ug) = 0 (219)

where C = CD
h , CD = 1.8 × 10−3 is the drag coefficient over sea, h = 1000m is the

depth of the boundary layer, and the geostrophic wind is ug, vg. Also, the AGCM
is posed in the pressure coordinate system, and since we want to assess solutions
including the equator it is convenient to use the geostrophic forcing in terms of
geopotential height gradients using the geostrophic relation:

vg = f−1k×∇Φ (220)
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in pressure coordinates. Since Eqs. 218 and 219 are nonlinear, they are solved
numerically for the near surface winds, given the geopotential at 850 hPa (by re-
introducing the time derivative as in the exercise 3) of section 7). Note that in Eqs.
218 and 219 the near surface winds are non-zero. Once the solutions are found,
the divergence of the near surface wind is calculated and the continuity equation in
pressure coordinates, 44, is vertically integrated (assuming the near surface winds
are constant) to find the vertical velocity, ωek, induced by Ekman pumping in the
model (1000 m corresponds according to the hydrostatic equation approximately
to a pressure change of 100 hPa). The resulting Ekman vertical velocity is shown
in Fig. 30, and shows very good agreement with the vertical velocity field at 850
hPa shown in Fig. 29 outside the region where the SST perturbation is present.
This indicates that Ekman pumping is indeed a very powerful mechanism to induce
vertical motion outside the heating region. Also, the upper-level convergence field
is calculated for comparison (Fig. 31). There is also some correspondence of this
field with 850 hPa vertical velocity and thus rainfall, but it should be noted that
the upper-level convergence field and the ωek field are not independent (e.g. Ekman
pumping could induce vertical velocity, this induces convection and thus upper-level
divergence). The thermodynamic mechanism a) turns out to be relevant only in the
region with SST perturbation and seems to be largely irrelevant outside that region.

Figure 30: Ekman pumping induced ωek [10−3 Pa/s].
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Note that also:

Ekman pumping

Always holds! But sometimes     Q 
or rainfall is not the cause for the 
results of vertical motions!

Omega 

motion through Ekman effets on top of the boundary layer. This is called boundary
layer pumping or Ekman pumping. It may be used to explain vertical motions
and therefore rainfall anomalies induced by the Gill responses in tropical regions as
derived in Section 6.2. It states that whenever we calculate a flow response that
has (geostrophic) vorticity, this will lead to vertical motion and therefore a rainfall
response. Given that geostrophy is valid from approximately 10 degrees away from
the equator, this rule can be used for many flow responses. Remember that we have
shown in chapter 5 that even the zonal winds in the close equatorial Kelvin waves
are in exact geostrophic equilibrium. We can estimate the typical magnitude of the
vertical velocity 213 by inserting ξg = 10−5s−1, De = 1km or γ = 3 × 10−3 m−1

to be w(De) ≈ 10−5/(2 × 3 × 10−3) m s−1 or 2 × 10−3 m s−1. This a substantial
vertical velocity, comparable to the one induced by a heating anymaly of about Q/cp
1 k/day in the tropical regions, if we use equation 47 and Sp ≈ 5× 10−4 K Pa−1 to
estimate the vertical velocity:

−Spω ≈ Spρgw ≈
Q

cp

or

w ≈
Q

cp

1

Spρg
.

Also in the Ocean Ekman Layers exist (have you discussed them?). Clearly at the
bottom of the ocean very similar processes take place as discussed here. Even at the
top of the oceans we have an Ekman Layer (have you discussed this?). However,
the main change is the boundary condition at the surface, which is given by the
atmospheric winds that drive the ocean, in the interior the boundary condition
can be assumed to be geostrophic again. Otherwise we can use the above derived
methodology also to derive the ocean surface Ekman Layer.

Exercises

1. Verify that the Ekman solution 210 and 211 is indeed a solution of the original
system of equations 199 and 200.

2. Calculate the scalar product between the pressure gradient and the wind within
the Ekman layer given by Eqs. 210 and 211. Is the wind directed into or out
of a low pressure system?

3. Write a fortran code that uses the Eqs. 210 and 211 and plot the solution as
as phase space diagram (u,v) as in Fig 26. Also, solve the original equations
199 and 200 numerically by keeping the local time derivative in the Ekman
equations:

∂u

∂t
= Km

∂2u

∂z2
+ f(v − vg) (214)

∂v

∂t
= Km

∂2v

∂z2
− f(u− ug) . (215)
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Challenge in Climate Variability:  
Assessment of seasonal and longer-term predictability 
through analysis of teleconnections. Some examples follow: 

Figure from Barimalala et el., 2011 

The mechanism: A Gill-type response; possibly  
enhanced by compensating sinking in Western Pacific 



Example 2: Decadal Monsoon variability



with the corresponding index from the precipitation data of
the Climate Research Unit (red; CRU in the following
[Doherty et al., 1999; available only over land). Overall,
the decadal variability is well reproduced, although the
modeled amplitude is about double the observed one. In
both the observations and in the model the decadal rainfall
over India has its maximum in the late 1950’s and early
1960’s and minimum in the 1920’s and at the end of the
period. The correlation coefficient (CC) is 0.77 and statis-
tically significant at the 95% confidence level. The CC of
the filtered CRU index we defined here with the filtered All
Indian Rainfall Index [Parthasarathy et al., 1995] (not
shown) is 0.79. We prefer to use the gridded data set in
our analysis, because similar diagnostics can be applied
easily to the model results.
[12] The presented correlation and amplitude are robust

across the 25 ensemble members, with the CC varying
between 0.41 and 0.84 and the ratios of the standard
deviation of individual ensemble members and the obser-
vation varying between 1.5 and 3.5.
[13] In order to generalize this result, we perform a

Principal Component Analysis (PCA) of the rainfall in an
extended Indian region (40!E to 100!E, 0!N to 30!N) for
modeled (ensemble mean) and observed CRU data for the
11-year filtered JJAS season. Figure 2 shows the first
principal component (PC) of the observed rain (red;
explaining 40.5% of the decadal variance) and the second
PC of the modeled ENS1 rain (black; explaining 12% of the
decadal variance). The CC of the first PC of the observa-
tions with the observed Indian rainfall index defined above
is 0.74, whereas the CC of the second PC of ENS1 with the
Indian rainfall index of ENS1 is 0.95. Therefore, one may
identify the first PC of observed rainfall with the observed
Indian rainfall index and the second PC of ENS1 with the
modeled Indian rainfall index of ENS1. The CC of PC1 of
observed and PC2 of ENS1 is 0.85, statistically significant
at the 95% level.
[14] Figures 3a and 3b show the regression of the rain and

SSTs onto the CRU PC1 and Figures 3c and 3d the
regression of the rain and SSTs onto the ENS1 PC2,
respectively. Thus Figures 3a and 3c represent as well the
corresponding Empirical Orthogonal Function (EOF) inside
the domain 40!E to 100!E, 0!N to 30!N. In Figure 3c the
ENS1 925 hPa wind regression onto the ENS1 PC2 is

plotted additionally. Both rain regressions (Figures 3a and
3c) show overall increased rain over India, but the spatial
patterns are somewhat different. The wind regression of
Figure 3c is indicative of an increased monsoon circulation

Figure 1. Time series of observed (CRU; red) versus
ENS1 (black) and ENS2 (green) ensemble mean Indian
JJAS rain anomalies (averaged over land points of the
region 70!E to 85!E and 10!N to 30!N). All time series
have been filtered with an 11-year running mean to retain
the decadal signal. The units are mm/day.

Figure 2. Time series of PCs from the PCA of 11-year
filtered JJAS rain applied to the Indian monsoon region
(40!E to 100!E, 0!N to 30!N): PC1 from observed (CRU;
red), PC2 from ENS1 (black) and PC2 from ENS2 (green)
rain. The PCs are standardized to have standard deviation
one.

Figure 3. Regressions onto the PCs from the PCA of 11-
year filtered JJAS rain applied to the Indian monsoon region
(40!E to 100!E, 0!N to 30!N). (a) Observed (CRU) rain
onto PC1 of observed rain. (b) SST anomalies onto PC1 of
observed rain. (c) Modeled rain and 925 hPa wind onto PC2
of ENS1. (d) SST anomalies onto PC2 of ENS1. (e)
Modeled rain and 925 hPa wind onto PC2 of ENS2. (f) SST
anomalies onto PC2 of ENS2. Units for Figures 3a, 3c, and
3e are mm/day for rain and m/s for wind, units for Figures
3b, 3d, and 3f are K.
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Figure 3. Regressions onto the PCs from the PCA of 11-
year filtered JJAS rain applied to the Indian monsoon region
(40!E to 100!E, 0!N to 30!N). (a) Observed (CRU) rain
onto PC1 of observed rain. (b) SST anomalies onto PC1 of
observed rain. (c) Modeled rain and 925 hPa wind onto PC2
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Indian summer monsoon time series CRU (red), observed SST forced (black) 
and Indian Ocean forced (green) 

Indian Monsoon Index                                       PC1 CRU, PC2 Model

From: Kucharski et al., 2006, GRL, VOL. 33, L03709, doi:10.1029/2005GL025371 



with the corresponding index from the precipitation data of
the Climate Research Unit (red; CRU in the following
[Doherty et al., 1999; available only over land). Overall,
the decadal variability is well reproduced, although the
modeled amplitude is about double the observed one. In
both the observations and in the model the decadal rainfall
over India has its maximum in the late 1950’s and early
1960’s and minimum in the 1920’s and at the end of the
period. The correlation coefficient (CC) is 0.77 and statis-
tically significant at the 95% confidence level. The CC of
the filtered CRU index we defined here with the filtered All
Indian Rainfall Index [Parthasarathy et al., 1995] (not
shown) is 0.79. We prefer to use the gridded data set in
our analysis, because similar diagnostics can be applied
easily to the model results.
[12] The presented correlation and amplitude are robust

across the 25 ensemble members, with the CC varying
between 0.41 and 0.84 and the ratios of the standard
deviation of individual ensemble members and the obser-
vation varying between 1.5 and 3.5.
[13] In order to generalize this result, we perform a

Principal Component Analysis (PCA) of the rainfall in an
extended Indian region (40!E to 100!E, 0!N to 30!N) for
modeled (ensemble mean) and observed CRU data for the
11-year filtered JJAS season. Figure 2 shows the first
principal component (PC) of the observed rain (red;
explaining 40.5% of the decadal variance) and the second
PC of the modeled ENS1 rain (black; explaining 12% of the
decadal variance). The CC of the first PC of the observa-
tions with the observed Indian rainfall index defined above
is 0.74, whereas the CC of the second PC of ENS1 with the
Indian rainfall index of ENS1 is 0.95. Therefore, one may
identify the first PC of observed rainfall with the observed
Indian rainfall index and the second PC of ENS1 with the
modeled Indian rainfall index of ENS1. The CC of PC1 of
observed and PC2 of ENS1 is 0.85, statistically significant
at the 95% level.
[14] Figures 3a and 3b show the regression of the rain and

SSTs onto the CRU PC1 and Figures 3c and 3d the
regression of the rain and SSTs onto the ENS1 PC2,
respectively. Thus Figures 3a and 3c represent as well the
corresponding Empirical Orthogonal Function (EOF) inside
the domain 40!E to 100!E, 0!N to 30!N. In Figure 3c the
ENS1 925 hPa wind regression onto the ENS1 PC2 is

plotted additionally. Both rain regressions (Figures 3a and
3c) show overall increased rain over India, but the spatial
patterns are somewhat different. The wind regression of
Figure 3c is indicative of an increased monsoon circulation

Figure 1. Time series of observed (CRU; red) versus
ENS1 (black) and ENS2 (green) ensemble mean Indian
JJAS rain anomalies (averaged over land points of the
region 70!E to 85!E and 10!N to 30!N). All time series
have been filtered with an 11-year running mean to retain
the decadal signal. The units are mm/day.

Figure 2. Time series of PCs from the PCA of 11-year
filtered JJAS rain applied to the Indian monsoon region
(40!E to 100!E, 0!N to 30!N): PC1 from observed (CRU;
red), PC2 from ENS1 (black) and PC2 from ENS2 (green)
rain. The PCs are standardized to have standard deviation
one.

Figure 3. Regressions onto the PCs from the PCA of 11-
year filtered JJAS rain applied to the Indian monsoon region
(40!E to 100!E, 0!N to 30!N). (a) Observed (CRU) rain
onto PC1 of observed rain. (b) SST anomalies onto PC1 of
observed rain. (c) Modeled rain and 925 hPa wind onto PC2
of ENS1. (d) SST anomalies onto PC2 of ENS1. (e)
Modeled rain and 925 hPa wind onto PC2 of ENS2. (f) SST
anomalies onto PC2 of ENS2. Units for Figures 3a, 3c, and
3e are mm/day for rain and m/s for wind, units for Figures
3b, 3d, and 3f are K.
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Example 3: Indian Ocean Dipole forcing of East Africa short rains
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(a)

(b)

(c)

Figure 1. SON rainfall climatology (shaded) and 925 hPa winds: (a) CRU rainfall
and wind fields derived from NCEP/NCAR reanalysis data, (b) ensemble mean
of the AO-ICTPAGCM experiment and (c) bias (difference) between AO-
ICTPAGCM and CRU precipitation. Units are mm (day)−1 for rainfall and
m s−1 for wind.

rainfall and the 925 hPa wind distribution and the difference
(bias) between the model and observation.

On the whole, the seasonal characteristics of both wind and
rainfall distribution are reasonably well reproduced. For example,
the rainfall distribution is well represented over India and south
Asia; however, the model shows positive bias over the western
part (between 10◦S and 5◦N) of equatorial East Africa, especially
west of 30◦E. Moreover, the model well replicated rainfall towards
northern East Africa and over the Somali cost. In general, the
model rainfall performance over Africa is comparable to the
typical performance of the Coupled Model Inter-comparison
Phase 5 (not shown) and other general circulation models (GCMs:
Ummenhofer et al., 2009).

The model also captures the 925 hPa wind climatology fairly
well compared with the NCEP reanalysis over the Indian Ocean
basin during autumn, although with an underestimation of the
southeasterly flow in the southern Indian Ocean, particularly
north of Madagascar. As seen in Figure 1(b), surface winds are
easterlies south of the Equator in the eastern and central Indian
Ocean but turn northwestward toward East Africa during the
SON transition season.

Furthermore, Figure 2 designates the mean and standard
deviation of the annual cycle of an equatorial East African short
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Figure 2. Climatology of the East African short rains averaged over (5◦S–5◦N,
30–40◦E) along with monthly standard deviation derived from (a) observation
results and (b) the AO.ICTPAGCM simulation; rainfall units are given in
mm (day)−1.
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Correlation between SON DMI and Seasons of EEARI (1920–2009)

Figure 3. Time-lagged correlation between the seasonal mean annual cycle of
EEARI and SON mean DMI during the period 1920–2009. Rainfall is derived
from CRU observations and the AO.ICTPAGCM experiment, whereas the DMI
is from ERSSTv3b.

rains index (EEARI), defined as area-averaged rainfall in the
region (5◦S–5◦N, 30–40◦E). We have verified that the results
presented in this article are robust with respect to small variations
in size and position of this index. The model simulation is
comparable with the results shown in previous studies (Black
et al., 2003; Behera et al., 2005). By comparing the upper and
lower panels of Figure 2, we also find that the model simulates
the seasonal rains and their variability reasonably well, despite
positive biases in the peak months of long rains and short rains.
The peak of the short rains is shifted by a month. This model
bias may be ignored here, as the main purpose of this study is to
discuss the relation between short rains variability and IOD and
ENSO.

4. Results

The short rains season considered in this article is SON, which
is also the peak season of the IOD (Saji et al., 1999). However,
there could be a delay between the IOD and the atmospheric
response. In order to verify that the response in East Africa
is indeed nearly instantaneous on a seasonal mean time-scale,
we have calculated the lead-lag correlations between a 3 month
moving average EEARI index (from observations and model) and
the SON Dipole Mode Index (DMI: Saji et al., 1999), which is
representative of the IOD (Figure 3). Clearly, the SON DMI shows
the largest correlation with SON EEARI in the CRU observations

c© 2014 Royal Meteorological Society Q. J. R. Meteorol. Soc. 141: 16–26 (2015)
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Figure 4. Interannual variability of the seasonal mean rainfall anomaly for SON over Equatorial East Africa (5◦S–5◦N, 30–40◦E) since 1920. Plotted in blue is the
rainfall derived from (a) AO-ICTPAGCM and (b) IO-ICTPAGCM simulations; red is the observed rainfall resulting from CRU. All rainfalls are given in mm day−1.

Figure 5. Concurrent correlations between the SON short rains index derived from the AO.ICTPAGCM experiment and SON season SST computed from ERSSTv3b.
Shaded contours are statistically significant at least 95% confidence level.

and in the AO.ICTPAGCM experiment. Correlations are still
large for EEARI in OND, particularly for CRU, then they decrease
as the lag becomes larger. Therefore, the short rains in the SON
season show statistically significant and relatively high correlation
with SST anomalies in the Indian Ocean, with large interannual
fluctuation (Figure 3; Behera et al., 2005; Williams and Hanan,
2011; Black et al., 2003). The long rainfall regime over East Africa,
however, is scarcely related to anomalies of the climate system and
hence is difficult to predict (Figure 3; Camberlin and Philippon,
2002).
Figure 4(a) shows the EEARI time series from CRU (red line) and
AO.ICTPAGCM (blue line). The observed and modelled rainfall
are statistically significantly correlated at 99.9% confidence
level, with a correlation coefficient of 0.6. This indicates that
a substantial portion of East African short rains variability is SST-
forced and that the model is reproducing this. Indeed, Figure 5
demonstrates the spatial distribution of correlation coefficients
between the detrended EEARI derived from AO.ICTPAGCM
simulation and SSTs. The detrending has been performed to
avoid spurious correlations due to similar linear trends. The
correlation map is dominated by a large correlation exceeding
0.5 in the western Indian Ocean. There is also an indication
of small but significant correlations at 95% confidence level in
the eastern Indian Ocean. Our analysis supports the idea that

enhanced short rains in East Africa are driven predominantly by
the local warm SST anomalies in the western Indian Ocean, while
the eastern cold pole is of lesser importance, which is consistent
with Ummenhofer et al. (2009).

Certainly, the detrended IO.ICTPAGCM experiment (the
ensemble forced in the Indian Ocean only; see Figure 4(b))
supports this, with a similar reproduction of the EEARI time
series (correlation coefficient with the observed EEARI is 0.51,
which is 99.9% statistically significant). The EIO.ICTPAGCM
Experiment (not shown), on the other hand, shows that the
modelled EEARI is slightly negatively correlated with observed
counterpart EEARI. In order to analyze further the SST forcing
of East African short rains, we use composite analysis (selecting
IOD and ENSO events as introduced in the data section) for the
remainder of this section.

4.1. IOD, ENSO and combined influence on short rains
interannual variability

Previous studies also show that IOD events sometimes co-occur
with Pacific ENSO events (Yamagata et al., 2004; Behera et al.,
2005). Moreover, the correlation between dipole mode Index and
Nino-3 index is 0.33 in the observation (Saji et al., 1999). The
correlation was obtained by considering all months of the year

c© 2014 Royal Meteorological Society Q. J. R. Meteorol. Soc. 141: 16–26 (2015)
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Example 4: Change of ENSO-Northwest India winter precipitation 
relationship



Singh 1982; Bhaskara Rao and Morey 1971; Singh and
Kumar 1977; Dutta and Gupta 1967; Singh 1963, 1979).

The El Niño–Southern Oscillation (ENSO) is a coupled
ocean–atmosphere phenomenon that has a worldwide
effect on climate. ENSO events are, in part, character-
ized by temperature anomalies in the central to eastern

equatorial Pacific and a large seesaw of sea level pres-
sure (SLP) between the eastern and western tropical
Pacific, referred to as the Southern Oscillation.

There are numerous research papers on the declining
relationship between ENSO and the Indian summer
monsoon (ISM; e.g., Annamalai et al. 2007; Turner et al.

FIG. 1. (a) Geographical location of meteorological subdivisions of northwest India. Dotted
regions are the subdivisions considered for this study. (b) Time series of NWIWP for period
1902–2008 expressed as SVs of area-weighted seasonal NWIWP from the long-period norm.
horizontal dash lines are 11 and 21 SV. (c) The 21-yr sliding correlation between Niño-3.4
region SST and NWIWP index for period 1950–2008 for the simultaneous season of DJFM.
Values are plotted at center of the 21-yr period. Dash line indicates 95% significance level, and
dotted line indicates 0 correlation.
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From: Yadav et al., J Climate 2010,DOI: 10.1175/2009JCLI3202.1
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From: Yadav et al., J Climate 2010,DOI: 10.1175/2009JCLI3202.1confirmed that the observed increase of the ENSO in-
fluence on NWIWP holds also for the period 1980–2002
(see Figs. 4c and 5c).

Two sets of ensembles are used: the first ensemble
[25 members, the control (CNTRL)] is forced globally
with observed SSTs from the HadISST dataset (Rayner
et al. 2003) and in the second ensemble [10 members,
experiment 1 (EXP1)], SST anomalies are prescribed only
in the tropical Pacific region (1308E to the coast of South
and Central America, 208S–208N); climatological monthly
varying SSTs are used elsewhere. The purpose of EXP1
is to isolate the effects of tropical Pacific SSTs in ENSO
events on the large-scale circulation in the Indian Ocean
region. If not stated differently, we will show results from
the ensemble means to minimize the effect of internal
variabilities on the responses.

a. Regression analysis

Figures 6a and 6b show the regression of the Niño-3.4
index onto SSTs for the periods 1950–78 and 1980–2002,
respectively. It is obvious that the ENSO amplitude
increased in the post-1979 period compared with the

previous period. But also the SST response in the
western Pacific related to ENSO events has increased.

The global regression of the Niño-3.4 index onto sur-
face pressure and 200-hPa geopotential height for the
period 1950–1978 is shown in Figs. 7a and 7b, respectively.
The corresponding regression maps for the period 1980–
2002 are shown in Figs. 7c and 7d, respectively. All values
shown for the modeling results are 95% statistically sig-
nificant according to a t test. The model simulates well
the main features of the global teleconnection related
to ENSO. The surface pressure decreases in the eastern
Pacific and increases in the western Pacific and Indian
Oceans into Africa. The 200-hPa height regression shows
the overall increase of height in tropical regions, the
Pacific–North American wave train, and also a cyclonic
response in subtropical South Asia and East Asia (around
308N). More strikingly the model also shows a substantial
strengthening of the regressions in the 1980–2002 period
compared with the 1950–78 period, especially concerning
the relevant features of our study in the Indian region.
The 200-hPa trough response around 308N in South Asia
and East Asia is considerably enhanced. Also, the surface

FIG. 6. Regression of observed SSTs (K) onto Niño-3.4 index for (a) 1950–1978 and
(b) 1980–2002.

15 APRIL 2010 Y A D A V E T A L . 1987

DJFM SST regression
on Nino3.4 index for

1950/1978

1980-2002 



From: Yadav et al., J Climate 2010,DOI: 10.1175/2009JCLI3202.1
pressure increase over southern India is substantially en-
hanced in the later period. These two features are likely
the upper-level and low-level signature of the first baro-
clinic mode response to ENSO in the Asian subtropical
region. This supports the hypothesis that the strengthen-
ing of ENSO events may be the reason for the increased
influence of ENSO on NWIWP. Additional support is
that the regressions of the Niño-3.4 index onto the same
fields, but from EXP1, are showing very similar results
(see Fig. 8), with a general strengthening of the responses
in the Indian Ocean region in EXP1 with respect to
CNTRL. However, the strengthening of the response in
the period 1980–2002 with respect to 1950–78 is also
clearly visible. Thus, the Indian Ocean warming in re-

lation to positive ENSO events acts as a negative feed-
back to the ENSO-induced responses in the Indian Ocean
region.

We do not expect that the relative coarse-resolution
numerical simulations reproduce the precipitation sig-
nal in regions with complex orography as in NW India.
However, the CNTRL simulation shows a northwest–
southeast dipole in precipitation north of India and a
southwesterly flow anomaly (not shown).

b. Forced signal

The results presented so far are based on ensemble
means to filter out the effect of internal (and therefore
largely random) atmospheric variability on the model

FIG. 7. Regression onto the Niño-3.4 index of modeled (CNTRL): (a) surface pressure (hPa) 1950–78, (b) 200-hPa
geopotential height (m) 1950–78, (c) surface pressure (hPa) 1980–2002, (d) 200-hPa height (m) 1980–2002.

FIG. 8. As in Fig. 7, but for modeled (EXP1).
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From: Yadav et al., J Climate 2010,DOI: 10.1175/2009JCLI3202.1results. However, the model results suggest that also in
the pre-1979 period there is some influence of ENSO on
the Indian region. The hypothesis proposed here is that
such an influence, if small enough with respect to in-
ternal atmospheric variability (noise), may not be de-
tectable in the observational record. On the other hand,
the increase and change of ENSO variability in the post-
1979 period may have increased the ENSO influence on
the South Asian region so substantially that it is de-
tectable. To test this hypothesis, we calculated from the

25-member CNTRL ensemble the ratio of the forced
variance of the 200-hPa height field to the total variance
(e.g., Diaz and Markgraf 2000; referred to as the ratio of
variance in the following) in the two periods 1950–78
(Fig. 9a) and 1980–2002 (Fig. 9b). The forced variance
is derived from the ensemble mean in which the noise
component is filtered out, whereas the total variance is
derived from the mean variance of individual ensemble
members. For a signal to be detectable (and relevant),
the ratio of variance should be larger than 0.2, as is the

FIG. 9. Ratio of forced variance (derived from the ensemble mean of CNTRL) to total variance:
(a) 1950–78, (b) 1980–2002, and (c) difference of (b) and (a) divided by the mean of (a) and (b).
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From: Yadav et al., J Climate 2010,DOI: 10.1175/2009JCLI3202.1(Krishna Kumar et al. 2006). It is beyond the scope of this
paper to analyze the reason for the changes in ENSO
behavior responsible for the increased influence on the
NWIWP; however, decadal changes in ENSO proper-
ties have been discussed in the scientific literature (e.g.,
Fedorov and Philander 2000; Wang and An 2002).

The equatorial zonal overturning circulation (known
as Walker circulation) anomalies related to ENSO has
strengthened. The negative SST anomaly in the western
Pacific associated with the El Niño warming has increased
compared to the pre-1979 (period 1). The baroclinic re-
sponse in the Asian region (upper-level trough and low-
level high pressure) can be explained by considering the
upper-level velocity potential and eddy streamfunction
responses derived from the numerical experiment CNTRL
(EXP1 shows very similar results and is therefore not
shown) for the period 1950–78 (Figs. 11a and 11b) and for
the period 1980–2002 (Figs. 11c and 11d). The velocity
potential in Figs. 10a and 10c show that the upper-level
divergence (velocity potential minimum) in the eastern
Pacific is compensated by upper-level convergence (ve-
locity potential maximum) in the western Pacific region
and may be also enhanced by the western Pacific cooling
in positive ENSO events. Both velocity potential cen-
ters are stronger in the later period. The 200-hPa eddy
streamfunction regression in Figs. 11b and 11d suggests
that the upper-level trough response over Asia at about
308N may be interpreted as a response to the convergence
in the western Pacific region via Sverdrup balance (e.g.,
Rodwell and Hoskins 2001). Also, this response is
strengthened in the post-1979 period. Note that Rodwell
and Hoskins (2001) accept that the dominant driver of the

winter hemisphere circulation is the interaction between
the zonal mean ‘‘Hadley circulation’’ and orography,
as postulated by Lindzen and Hou (1988). However, we
postulate here that for the anomalous circulation induced
by ENSO, the Sverdrup mechanism may still work.

The atmospheric response to the subsidence in the
western Pacific is baroclinic over subtropical South Asia,
with anticyclonic circulation at low levels over central
and south India and cyclonic circulation at upper levels.
Further to the north, the response is barotropic, leading
to a strong pressure gradient over northern India, which
induces a southwesterly flow. The cyclonic circula-
tion anomaly at upper levels will intensify the migra-
tory midlatitude disturbances (WDs) passing through
it (Inatsu and Hoskins 2004; Inatsu et al. 2003). The
upper-level subsidence in the Indian Ocean leads to a
shallow boundary layer, which may be moistened by in-
creased surface evaporation due to the positive Indian
Ocean SST anomaly. This increased moisture may be
available for the WDs passing through NW India.

6. Conclusions

It has been found that NWIWP is influenced by ENSO
and that this relationship shows secular variations. In the
recent decades, the ENSO relationship with NWIWP
has increased. The change of this relationship is likely
due to the change in strength of the tropical atmospheric
response to ENSO. The Walker circulation response has
strengthened and has also increased the compensating
upper-level convergence and subsidence in the large
surrounding regions (near the Philippines and Cambodia)

FIG. 11. Regression onto the Niño-3.4 index of modeled (CNTRL): (a) 200-hPa velocity potential 1950–78,
(b) 200-hPa eddy streamfunction 1950–78, (c) 200-hPa velocity potential 1980–2002, and (d) 200-hPa streamfunction
1980–2002 (units are 106 m2 s21).
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Hamouda & Kucharski (2018) , Ekman pumping mechanism driving precipitation anomalies in response to equatorial 
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1 3

the presence of a warm pool triggers faster and more ener-
getic Kelvin waves. The contrast between an eastern and 
a western warm pool to SST perturbation “PERT” cannot 
yet be determined. In order to determine the difference, we 
examine the phase speed of the equatorial Kelvin waves on 
the eastern and the western hemispheres of a warm pool. 

To do so, we divide the warm pool meridionally into two 
identical halves in order to separate the effects of the zonal 
wind direction changes by the warm pool-induced upper 
level divergence. Hence, Fig.  S2a, b are obtained by using 
the 200 hPa zonal winds on one hemisphere of the warm 
pool (e.g. 90E to 90W to obtain Fig. S2a, and vice versa for 

Fig. 3  Classical Gill response due to SST perturbation: a mean sea-
level response (hPa). b Surface wind response  (ms−1). c 200 hPa 
velocity potential response ( 106  m2s−1). d 200 hPa eddy streamfunc-
tion response ( 106  m2s−1). e Precipitation response (mm/day). f 850 

hPa vertical velocity “omega” response ( 10−3 Pa  s−1). Contour lines 
indicate regions of 95% statistically significant anomalies (Positive: 
red. Negative: blue)

200 hPa Velocity Potential 200 hPa Eddy Streamfunction

Understanding the upper-level response (note response is baroclinic and changes sign in lower levels)

10 Tropical zonal and meridional circulations

More reading:

1. Rodwell MJ, Hoskins BJ (2001) Subtropical Anticyclones and Summer Mon-
soons. J Clim, 14, 31923211

2. Chao WC, Chen B (2001) The origin of Monsoons. J Atmos Sci, 58, 3497350

3. Kucharski, F, Bracco, A, Barimalala, R, Yoo, J-H (2011) Contribution of the
eastwest thermal heating contrast to the South Asian Monsoon and conse-
quences for its variability, Clim Dyn, 37, 721735, DOI 10.1007/s00382-010-
0858-3

Let’s have a look at the global June-to-September rainfall distribution in Fig. 36.
We can clearly identify the Intertropical Convergence Zone (ITCZ), identified by the
rainfall maximum north of the equator that can reach 30◦N in some land region. We
also see that this strip of large rainfall in not zonally homogeneous, but is stonger
in some locations than in others. Some of the features may be explained by the
distributions of sea surface temperatures (SSTs) in Fig. 37. Note that the rainfall
is the column integrated −Llv

dmv

dt and therfore related to the column integrated
diabatic heating due to condensation according to Eqs. 45 and 46.

The western Pacific rainfall maximum is related to high SSTs in that region, as we
have already discussed several times. Also, the land-sea contrast are likely important
due to different heat capacities. As we have already discussed regarding the ENSO
phenomenon, the distribution of SSTs, rainfall and atmospheric circulations in the
tropical Pacific provide positive feedbacks between them, so that its difficult to say
what is cause and what is effect (chicken-egg problem). The mean zonal circulation
in the tropical regions is called Walker circulation (see also Fig. 16). Note that
this circulation is not a strict closed circulation cell as we could derive for the zonal
mean circulation (Hadley Cell). A good measure of this zonal tropical circulation is
the upper-level velocity potential, χ, for which we have the relation to the divergent
wind

vχ = ∇χ (234)

The distribution of the 200 hpa velocity potential χ is shown in Fig. 38a (which
height is this, approximatively). According to the definition 234, a minimum means
divergent wind. The centre of upper-level divergence (rising motion, why?) is in the
western Pacific region, and the centers of upper-level convergence (sinking motion,
why?) are located in the eastern Pacific (that is the classical Walker circulation)
and in the tropical South Atlantic region.

Fig. 38 b) shows the streamfunction, ψ, which is related to the rotational flow
in the following way (see, e.g. Eq. 16)

vψ = k×∇ψ . (235)
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also see that this strip of large rainfall in not zonally homogeneous, but is stonger
in some locations than in others. Some of the features may be explained by the
distributions of sea surface temperatures (SSTs) in Fig. 37. Note that the rainfall
is the column integrated −Llv

dmv

dt and therfore related to the column integrated
diabatic heating due to condensation according to Eqs. 45 and 46.

The western Pacific rainfall maximum is related to high SSTs in that region, as we
have already discussed several times. Also, the land-sea contrast are likely important
due to different heat capacities. As we have already discussed regarding the ENSO
phenomenon, the distribution of SSTs, rainfall and atmospheric circulations in the
tropical Pacific provide positive feedbacks between them, so that its difficult to say
what is cause and what is effect (chicken-egg problem). The mean zonal circulation
in the tropical regions is called Walker circulation (see also Fig. 16). Note that
this circulation is not a strict closed circulation cell as we could derive for the zonal
mean circulation (Hadley Cell). A good measure of this zonal tropical circulation is
the upper-level velocity potential, χ, for which we have the relation to the divergent
wind

vχ = ∇χ (234)

The distribution of the 200 hpa velocity potential χ is shown in Fig. 38a (which
height is this, approximatively). According to the definition 234, a minimum means
divergent wind. The centre of upper-level divergence (rising motion, why?) is in the
western Pacific region, and the centers of upper-level convergence (sinking motion,
why?) are located in the eastern Pacific (that is the classical Walker circulation)
and in the tropical South Atlantic region.

Fig. 38 b) shows the streamfunction, ψ, which is related to the rotational flow
in the following way (see, e.g. Eq. 16)

vψ = k×∇ψ . (235)
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It is clear that there is a systematic relationship between upper-level velocity po-
tential and upper-level streamfunction, they are in ’quadrature’, that is the extreme
values of one lie in the gradient regions of the other. Can we propose an explanation
for this behaviour? The solution is an approximate version of the vorticity equation
67 for the tropics

dgξg
dt

= −f0

(

∂ua
∂x

+
∂va
∂y

)

− βvg . (236)

It turns out that in the tropical regions relative vorticity changes and advections
are relatively small, mainly because of approximate geostrophy and small pressure
gradients. We may estimate it to be one order of magnitude smaller than in the
extratropics. Therefore, the left hand side is Eq. 236 may be set to zero. This leaves
us with the approximation

βvψ = −f0

(

∂uχ
∂x

+
∂vχ
∂y

)

, (237)

where we have used that the geostrophic wind is the rotational wind defined in Eq.
235 (note that according to the quasigeostrophic vorticity definition 66, ψ = Φ/f
is the streamfunction as long as we are not too close to the equator), and the
ageostrophic wind is the divergent wind defined in Eq. 234. Eq. 237 is called Sver-
drup balance. If we take a divergence field as given (e.g. the field that corresponds
to Fig. 38a; we can imagine is has been caused by the dominance of the west Pacific
heating), then according to the Sverdrup balance, this will cause rotational winds.
An upper level divergence maximum will lead to southward rotational motion in
the northern hemisphere, an upper-level convergence maximum will lead to north-
ward rotational motion. This is consistent with the streamfunction distribution in
Fig. 38b, and explains why velocity potential and streamfunction are in quadrature
(exercise!). Note that the interpretation of the Asian monsoon high to be partially
forced by Sverdrup balance from the heating differences between the western Pacific
and the Atlantic Ocean is a relatively new one. The conventional point of view is
that the Asian monsoon high (Tibetan high) is forced exclusively by the land sea
contrast between the Asian land mass (including importance of Himalayas) and the
Indian Ocean. We also note that all the structures that we have considered for upper
levels should be reversed for low levels, thus a part of the low-level monsoon trough
can be attributed to the western Pacific/Atlantic heating differences. Keep in mind
that secondary vertical motions can be induced then by surface friction, because the
streamfunction centres that we can derive are fields with vorticity, which according
to equation 213 induces vertical motion (see section 8). Positive (negative) verti-
cal motion, in turn, leads to increased (decreased) rainfall (why?). These effects
have been analysed with idealized numerical experiments in the paper cited in the
beginning of the section (see also Figs. 39, 40, 41).
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Sverdrup balance in 
tropics (Rodwell & Hoskins)

approximate vorticity 
equation; again gradients
are small in tropics

In the thermodynamic energy equation (47) the horizontal advection can be
approximated by its geostrophic value. However, as mentioned above, the vertical
advection is not neglected, but forms part of the adiabatic heating and cooling term.
This term must be retained because the static stability is usualy large enough on
the synoptic scale that the adiabatic heating or cooling owing to vertical motion
is of the same order as the horizontal temperature advection despite the smallness
of the vertical velocity. It can be somewhat simplified, though, by dividing the
total temperature field Ttot, into a basic state (standard atmosphere) portion that
depends only on pressure, T0(p), plus a deviation from the basic state, T (x, y, p, t)

Ttot = T0(p) + T (x, y, p, t) . (64)

Since |dT0/dp| ! |∂T/∂p| only the basic state portion of the temperature field need
to be included in the static stability term and the quasi-geostrophic thermodynamic
energy equation may be expressed in the form

∂T

∂t
+ vg ·∇T −

(

σp

R

)

ω =
Q

cp
, (65)

where σ ≡ −RT0p−1d ln θ0/dp and θ0 is the potential temperature corresponding to
a basic state temperatue T0 (σ ≈ 2× 10−6 m2 Pa−2 s−2 in the midtroposhere).

Equations (62), (55), (37), (63) and (65) constitute the quasi-geostrophic equa-
tions. If Q is known these form a complete set in the dependent variables Φ, T,vg,va

and ω.

2.4 The Quasi-Geostrophic Vorticity Equation

Just as the horizontal momentum can be approximated to O(Ro) by its geostrophic
value, the vertical component of the vortivity can also be approximated geostrophi-
cally. Using Eq. (55) the geostrophic vorticity ξg = k ·∇× vg can be expressed in
terms of the Laplacian of the geopotential

ξg =
∂vg
∂x

−
∂ug
∂y

=
1

f0
∇2Φ . (66)

Equation (66) can be used to determine ξg(x, y) at any given time from a known
field Φ(x, y). Alternatively, (66) can be solved by inverting the Laplacian operator
to determine Φ from a known distribution of ξ provided that suitable conditions
on Φ are specified on the boundaries of the region in question. This invertibility

is one reason why vorticity is such a useful forecast diagnostic; if the evolution
of vorticity can be predicted, then inversion of Eq. (66) yields the evolution of
the geopotential field, from which it is possible to determine the geostrophic wind.
Since the Laplacian of a field tends to be a maximum where the function itself is a
minimum, positive vorticity implies low values of geopotential and vice versa (see
Fig. 6). We will use the inversibility to solve a problem numerically in section 3.

The quasi-geostrophic vorticity equation can be obtained from the x and y com-
ponents of the quasi-geostrophic momentum equation (62) and yields (exercise!)
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It is clear that there is a systematic relationship between upper-level velocity po-
tential and upper-level streamfunction, they are in ’quadrature’, that is the extreme
values of one lie in the gradient regions of the other. Can we propose an explanation
for this behaviour? The solution is an approximate version of the vorticity equation
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dgξg
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∂ua
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)
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It turns out that in the tropical regions relative vorticity changes and advections
are relatively small, mainly because of approximate geostrophy and small pressure
gradients. We may estimate it to be one order of magnitude smaller than in the
extratropics. Therefore, the left hand side is Eq. 236 may be set to zero. This leaves
us with the approximation

βvψ = −f0

(

∂uχ
∂x

+
∂vχ
∂y

)

, (237)

where we have used that the geostrophic wind is the rotational wind defined in Eq.
235 (note that according to the quasigeostrophic vorticity definition 66, ψ = Φ/f
is the streamfunction as long as we are not too close to the equator), and the
ageostrophic wind is the divergent wind defined in Eq. 234. Eq. 237 is called Sver-
drup balance. If we take a divergence field as given (e.g. the field that corresponds
to Fig. 38a; we can imagine is has been caused by the dominance of the west Pacific
heating), then according to the Sverdrup balance, this will cause rotational winds.
An upper level divergence maximum will lead to southward rotational motion in
the northern hemisphere, an upper-level convergence maximum will lead to north-
ward rotational motion. This is consistent with the streamfunction distribution in
Fig. 38b, and explains why velocity potential and streamfunction are in quadrature
(exercise!). Note that the interpretation of the Asian monsoon high to be partially
forced by Sverdrup balance from the heating differences between the western Pacific
and the Atlantic Ocean is a relatively new one. The conventional point of view is
that the Asian monsoon high (Tibetan high) is forced exclusively by the land sea
contrast between the Asian land mass (including importance of Himalayas) and the
Indian Ocean. We also note that all the structures that we have considered for upper
levels should be reversed for low levels, thus a part of the low-level monsoon trough
can be attributed to the western Pacific/Atlantic heating differences. Keep in mind
that secondary vertical motions can be induced then by surface friction, because the
streamfunction centres that we can derive are fields with vorticity, which according
to equation 213 induces vertical motion (see section 8). Positive (negative) verti-
cal motion, in turn, leads to increased (decreased) rainfall (why?). These effects
have been analysed with idealized numerical experiments in the paper cited in the
beginning of the section (see also Figs. 39, 40, 41).
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where we have used that the geostrophic wind is the rotational wind defined in Eq.
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ageostrophic wind is the divergent wind defined in Eq. 234. Eq. 237 is called Sver-
drup balance. If we take a divergence field as given (e.g. the field that corresponds
to Fig. 38a; we can imagine is has been caused by the dominance of the west Pacific
heating), then according to the Sverdrup balance, this will cause rotational winds.
An upper level divergence maximum will lead to southward rotational motion in
the northern hemisphere, an upper-level convergence maximum will lead to north-
ward rotational motion. This is consistent with the streamfunction distribution in
Fig. 38b, and explains why velocity potential and streamfunction are in quadrature
(exercise!). Note that the interpretation of the Asian monsoon high to be partially
forced by Sverdrup balance from the heating differences between the western Pacific
and the Atlantic Ocean is a relatively new one. The conventional point of view is
that the Asian monsoon high (Tibetan high) is forced exclusively by the land sea
contrast between the Asian land mass (including importance of Himalayas) and the
Indian Ocean. We also note that all the structures that we have considered for upper
levels should be reversed for low levels, thus a part of the low-level monsoon trough
can be attributed to the western Pacific/Atlantic heating differences. Keep in mind
that secondary vertical motions can be induced then by surface friction, because the
streamfunction centres that we can derive are fields with vorticity, which according
to equation 213 induces vertical motion (see section 8). Positive (negative) verti-
cal motion, in turn, leads to increased (decreased) rainfall (why?). These effects
have been analysed with idealized numerical experiments in the paper cited in the
beginning of the section (see also Figs. 39, 40, 41).
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where we have used that the geostrophic wind is the rotational wind defined in Eq.
235 (note that according to the quasigeostrophic vorticity definition 66, ψ = Φ/f
is the streamfunction as long as we are not too close to the equator), and the
ageostrophic wind is the divergent wind defined in Eq. 234. Eq. 237 is called Sver-
drup balance. If we take a divergence field as given (e.g. the field that corresponds
to Fig. 38a; we can imagine is has been caused by the dominance of the west Pacific
heating), then according to the Sverdrup balance, this will cause rotational winds.
An upper level divergence maximum will lead to southward rotational motion in
the northern hemisphere, an upper-level convergence maximum will lead to north-
ward rotational motion. This is consistent with the streamfunction distribution in
Fig. 38b, and explains why velocity potential and streamfunction are in quadrature
(exercise!). Note that the interpretation of the Asian monsoon high to be partially
forced by Sverdrup balance from the heating differences between the western Pacific
and the Atlantic Ocean is a relatively new one. The conventional point of view is
that the Asian monsoon high (Tibetan high) is forced exclusively by the land sea
contrast between the Asian land mass (including importance of Himalayas) and the
Indian Ocean. We also note that all the structures that we have considered for upper
levels should be reversed for low levels, thus a part of the low-level monsoon trough
can be attributed to the western Pacific/Atlantic heating differences. Keep in mind
that secondary vertical motions can be induced then by surface friction, because the
streamfunction centres that we can derive are fields with vorticity, which according
to equation 213 induces vertical motion (see section 8). Positive (negative) verti-
cal motion, in turn, leads to increased (decreased) rainfall (why?). These effects
have been analysed with idealized numerical experiments in the paper cited in the
beginning of the section (see also Figs. 39, 40, 41).
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The synoptic-scale vorticity equation 11 states that the rate of change of absolute
vorticity following the horizontal motion is approximately given by the generation
(destruction) of vorticity owing to horizontal convergence (divergence). Indeed, this
is considered to be the main mechanism of cyclone (and anticyclone) developments,
connecting cyclonic motion to low pressure and anticyclonic motion to high pressure
(only for large-scale motions!).

1.2 The Barotropic (Rossby) Potential Vorticity Equation

As barotropic model of the Atmosphere we assume that there is incompressibility
and the flow may be confined by the height of two given boundaries, h(x, y, z, t) =
Ht−Hb (see also lecture on equatorial waves). The incompressibility condition may
be expressed as

∂u

∂x
+
∂v

∂y
= −

∂w

∂z
. (13)

We also assume that the horizontal velocities are independent of height. With this
we can integrate the vorticity equation (11) vertically to obtain

h
dh(ξ + f)

dt
= (f + ξ)[w(Ht)− w(Hb)] . (14)

Note that in equation (14), the relative vorticity ξ may be replaced, to a first ap-
proximation, by the geostrophic relative vorticity

ξ ≈ ξg ≡ ∇2gh/f0 = ∇2Φ/f0 , (15)

where we have assumed that the meridional scale, L, is small compared to the radius
of the earth so that the geostrophic wind may be defined using a constant reference
latitude of the Coriolis parameter f ≈ f0 ≡ 2Ω sinφ0. Also, in the operator (12) the
horizontal velocities may be approximated by the geostrophic ones

v ≈ vg ≡ f−1
0 k×∇gh = f−1

0 k×∇Φ , (16)

Equations 15 and 16 can be derived from the geostrophic equations and integration
of the hydrostatic equation for an incompressible fluid (exercise!). Note that, for
beauty, we have re-introduced the small ξ effect on the rhs of Eq. (14). Since
w(Ht) = dHt/dt, w(Hb) = dHb/dt we have,

1

ξ + f

dh(ξ + f)

dt
=

1

h

dhh

dt
. (17)

Integrating left and right side leads to

dh
dt

[ln(ξ + f)] =
dh
dt

[lnh] , (18)

which implies that
dh
dt

(ξ + f)

h
= 0 , (19)
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which is the potential vorticity conservation theorem for a barotropic fluid, first ob-
tained by C. G. Rossby. The quantity conserved following the horizontal motion is
the barotropic potential vorticity. It explains nicely some features of the observed
stationary waves, e.g. induced by the Rocky mountains. If the flow is purely hor-
izontal, i.e. rigid lid and lower boundary, then we obtain the barotropic vorticity

equation
dh(ξ + f)

dt
= 0 , (20)

which states that the absolute vorticity is conserved following the horizontal motion.
The flow in the mid-troposhere approximately fulfills this condition and equation
(20) my be used to explain the movement of air particles in Rossby waves!

Note that using the approximations (15) and (16) the barotropic vorticity equa-
tion (20) can be re-written in terms of the streamfunction ψ ≡ Φ/f0 = gh/f0 or
equivalently also in terms of geopotential Φ = gh (exercise!)

dh
dt

∇2ψ + β
∂ψ

∂x
= 0 . (21)

Also the operator dh/dt can be expressed in terms of streamfunction

dh
dt

=
∂

∂t
−
∂ψ

∂y

∂

∂x
+
∂ψ

∂x

∂

∂y
(22)

Equations (21) and (22) can be used conveniently to compute Rossby wave solutions
numerically (exercise in section 3!)

1.3 The exact potential vorticity conservation law; Ertel’s poten-
tial vorticity

The barotropic potential vorticity conservation law 19 for is a very instructive special
case (incompressible, barotropic fluid) of a much more general conservation law.
Ertel (1942, Meteorologische Zeitung, 59, 271-281) was the first to derive the law
in the most general form. In order to derive it, we start from a general form of the
equations of motion

ρ
dv

dt
= −∇p− 2ρΩ × v − ρ∇φ−∇ · F , (23)

where F is the frictional tensor, Ω is the (constant) rotation vector of the earth.
From Eq. 23 we may derive (exercise!) the full 3-dimentional vorticity equation,
which is a generalization of Eq. 4

dvorta
dt

= vorta ·∇v − vorta∇ · v +
∇ρ×∇p

ρ2
−∇×

∇ · F
ρ

, (24)

where vorta = 2Ω + ξ is the 3-dimensional absolute vorticity vector. Note, that
whereas Ω is constant, its components following the earth surface are not! Using

8

Note that responses
are baroclinic; i.e. 
change sign with height
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are relatively small, mainly because of approximate geostrophy and small pressure
gradients. We may estimate it to be one order of magnitude smaller than in the
extratropics. Therefore, the left hand side is Eq. 236 may be set to zero. This leaves
us with the approximation
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where we have used that the geostrophic wind is the rotational wind defined in Eq.
235 (note that according to the quasigeostrophic vorticity definition 66, ψ = Φ/f
is the streamfunction as long as we are not too close to the equator), and the
ageostrophic wind is the divergent wind defined in Eq. 234. Eq. 237 is called Sver-
drup balance. If we take a divergence field as given (e.g. the field that corresponds
to Fig. 38a; we can imagine is has been caused by the dominance of the west Pacific
heating), then according to the Sverdrup balance, this will cause rotational winds.
An upper level divergence maximum will lead to southward rotational motion in
the northern hemisphere, an upper-level convergence maximum will lead to north-
ward rotational motion. This is consistent with the streamfunction distribution in
Fig. 38b, and explains why velocity potential and streamfunction are in quadrature
(exercise!). Note that the interpretation of the Asian monsoon high to be partially
forced by Sverdrup balance from the heating differences between the western Pacific
and the Atlantic Ocean is a relatively new one. The conventional point of view is
that the Asian monsoon high (Tibetan high) is forced exclusively by the land sea
contrast between the Asian land mass (including importance of Himalayas) and the
Indian Ocean. We also note that all the structures that we have considered for upper
levels should be reversed for low levels, thus a part of the low-level monsoon trough
can be attributed to the western Pacific/Atlantic heating differences. Keep in mind
that secondary vertical motions can be induced then by surface friction, because the
streamfunction centres that we can derive are fields with vorticity, which according
to equation 213 induces vertical motion (see section 8). Positive (negative) verti-
cal motion, in turn, leads to increased (decreased) rainfall (why?). These effects
have been analysed with idealized numerical experiments in the paper cited in the
beginning of the section (see also Figs. 39, 40, 41).
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Example 5: Delayed ENSO impact on European spring precipitation



JFM season, then AMJ SST anomalies are certainly cor-

related with the SST distribution in JFM season. Conse-
quently, tropical Pacific SST anomalies in JFM and AMJ

seasons are not independent. Therefore, correlations cal-

culated between the JFM SST anomalies and AMJ pre-
cipitation (Fig. 4) are not necessarily a result of delayed

tropical Pacific-NAE teleconnections only; they may also

indirectly represent, at least partly, the direct atmospheric
response to the concurrent AMJ tropical Pacific forcing.

The question we pose here is: do correlations presented in

Fig. 4 reflect a delayed impact of winter SST anomalies in
tropical Pacific on spring precipitation, and if they do, to

what extent and what could be the underlying mechanisms?

3.3 Verifying of the hypothesis of a time delayed

winter ENSO impact on the spring NAE

precipitation

Correlations between the JFM SST anomalies in tropical

Pacific and AMJ NAE precipitation suggest a possible
delayed ENSO impact on the NAE region. But, as men-

tioned earlier, they may also indirectly reflect contempo-

raneous seasonal teleconnections. To examine if our
assumption of a delayed ENSO impact is reasonable, first

we examine concurrent (AMJ–AMJ) correlations (Fig. 5).

As expected, the spatial patterns of correlations between
the PC1 of AMJ CRU precipitation and AMJ SST anom-

alies in the tropical Pacific are somewhat similar to those

obtained for JFM SST anomalies for CRU as well as for the
ICTP AGCM precipitation (Fig. 4) indicating that during

the both seasons (JFM and AMJ) tropical Pacific is directly

teleconnected with the atmosphere over the NAE region.
However, the correlation coefficients obtained for the

concurrent ENSO impact are substantially weaker than

those obtained for delayed impact (cf. Figs. 4, 5). For

example, maximal time-lagged correlations in equatorial

Pacific between CRU (Fig. 4a), CTRL (Fig. 4b) and MIX
(Fig. 4c) precipitation and JFM SST anomalies exceed the

value 0.3, 0.4 and 0.3, respectively, while the value of

concurrent maximal correlations is 0.2 for all three datasets
(Fig. 5). Also, areas in tropical Pacific associated with

statistically significant correlations are much smaller in

Fig. 5a–c than the respective regions in Fig. 4a–c. This
result implies that the correlations shown in Fig. 4 are

partly associated with delayed (indirect) ENSO impact. As

additional examination of that influence, a more restrictive
ICTP AGCM experiment is performed—the MIX_win-
ter_ENSO experiment. This experiment is based on the

ICTP AGCM simulations with active mixed ocean layer
integrated and time-restricted SST anomalies in the tropical

Pacific. In this experiment, SST anomalies were prescribed

in such a way that the ENSO forcing was turned-off during
the spring and summer seasons (April–September) while

the ENSO development was allowed during the cold part of

every year of simulation (October–March). The mixed
layer was active during the whole period of the integrations

mimicking air-sea interaction. With such an experimental

setting, a seasonal persistence of ENSO is artificially
turned off so that the contemporaneous AMJ ENSO effect

is excluded. Thereby, spring precipitation obtained in this

experiment reflects the delayed winter ENSO impact
solely.

Figure 6 presents correlations between the PC1 of AMJ

precipitation over the NAE region (obtained in MIX_
winter_ENSO_ experiment) and JFM SST anomalies in

tropical Pacific. Statistically significant correlations are

found in equatorial Pacific (with correlation coefficients
greater than 0.4). The correlation pattern in Fig. 6 mirrors the

main characteristics of correlation patterns presented in

Fig. 4. Particularly important is the good agreement between

Fig. 3 First EOF mode of spring (AMJ) precipitation over the NAE region for: a CRU data and b CTRL experiment. Contours every 0.01, 0.05,
0.1, 0.2, 0.5 and 1.0
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the correlation pattern for CRU data (Fig. 4a) and the cor-

relation pattern based on MIX_winter_ENSO experiment
(Fig. 6) with the spatial correlation of 0.82. This is an indi-

cation that observed results are in good accordance with the

simulations and therefore they also reflect a delayed impact.
Furthermore, the correlation pattern based on MIX_winter_

ENSO experiment in Fig. 6 is similar to those obtained in

MIX experiment shown in Fig. 4c (spatial correlation is

0.84) confirming the time-lagged connection between winter
conditions in tropical Pacific and spring variability of NAE

precipitation. Finally, this result also suggests that the con-

temporaneous AMJ–AMJ correlations seen in Fig. 5 could
be an artefact of the ENSO persistence from winter into

spring: winter ENSO is impacting spring European

(a)

(b)

(c)

Fig. 4 Correlation maps representing correlations between tropical
Pacific winter (JFM) SST anomalies and PC associated with the first
EOF mode of AMJ precipitation anomalies for: a CRU data; b CTRL
experiment and c MIX experiment. Contours every 0.1. Negative
values are dashed. Correlations exceeding the 95% confidence level
of the t statistics are shaded

(a)

(b)

(c)

Fig. 5 Same as Fig. 4, but for spring (AMJ) SST anomalies.
Contours every 0.1. Negative values are dashed. Correlations
exceeding the 95% confidence level of the t statistics are shaded
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precipitation and also spring SST anomalies, and therefore

we observe a misleading correlation between them. This
point will be further analysed in Sect. 3.7.

3.4 ENSO impact on the spring precipitation pattern
over the NAE region

The results presented above have drawn our attention to the
tropical Pacific as the area with significant influence on the

spring precipitation variability over the NAE region. Fur-
thermore, since the interannual SST variability in the

tropical Pacific is closely related to the ENSO phenomenon

(as depicted in Fig. 1), we continue our further examina-
tion focussing on the ENSO impact on spring precipitation

over the NAE region. Although there is no uniquely

accepted measure (or index) which determines the strength
of ENSO events, the Niño3.4 region (5!S–5!N; 170!W–

120!W) is widely considered as the area crucial for ENSO

development (see e.g. Trenberth et al. 1998). Here we use
the JFM PC1 calculated for SST anomalies in the Niño3.4

region to represent interannual ENSO variability in the

tropical Pacific (Fig. 7) indicating anomalously warm sea
surface (associated with positive values of PC1) and cold

sea surface (associated with negative PC1 values).

Correlations between the PC1 of JFM SST anomalies in
Niño3.4 region and AMJ precipitation for observed

(Fig. 8a) and modelled (Fig. 8b, c, d) precipitation is

shown in Fig. 8. Presented correlations reveal that ENSO
has a statistically significant impact on precipitation. Fur-

thermore, the observed as well modelled data indicate

precipitation response as an east–west oriented band of
positive rainfall anomalies between 40 and 50!N, while

anomalies of opposite sign prevail north of that band.

Generally, during the warm (cold) ENSO events the
northern part of the domain is associated with dryer

(wetter) spring conditions than normal, while it is contrary

at the southern part. This result is in accordance with some
previous findings (see e.g. Fig. 3 in van Oldenborgh et al.

2000).

Mainly, the areas with the strongest ENSO impact as
indicated by correlations for CRU precipitation in Fig. 8a

(northwest Scandinavian coast, west Iberian Peninsula and

Black sea region) are also well represented in the ICTP
AGCM simulations, especially respecting the model’s

relatively coarse resolution. Although there are some dis-
crepancies between the experiments in Fig. 8c–e, generally

they have similar response patterns. Again, the correlation

pattern of the MIX experiment (Fig. 8d) is similar to that of
MIX_winter_ENSO_experiment (Fig. 8e) with the spatial

correlation of 0.76 confirming that correlations obtained for

the MIX experiment (Fig. 8d) may be attributed (at least
partly) to the time delayed ENSO impact.

3.5 Precipitation composite analysis

Since the results presented in the previous sections showed

significant correlation between the interannual winter var-
iability of SST anomalies in the Niño3.4 region and spring

precipitation in the remote NAE region, the main charac-

teristics of the precipitation response patterns to warm and
cold ENSO events are explored. For this purpose, a com-

posite analysis is employed. Composite analysis is com-

monly used for analyzing the atmospheric response to
ENSO forcing with the aim to focus attention on the fea-

tures common to the selected events. Furthermore, com-

posite analysis increases the statistical significance of the
ENSO response signal.

Composites for AMJ CRU precipitation (Fig. 9) closely

correspond to the correlation pattern shown in Fig. 8a.
Thus, El Niño (La Niña) events are associated with

anomalously wetter (dryer) spring conditions over the

major part of continental Europe, except over the north-
west Scandinavian coast and eastern Iberian Peninsula

where negative (positive) anomalies are found. Generally,

warm and cold composites are symmetrical (with almost
the same spatial patterns, but with reversed sign of

anomalies).

All of the composites based on the ICTP AGCM
experiments (Fig. 10) have similar spatial patterns of AMJ

precipitation response to JFM ENSO forcing. However,

CTRL experiment failed to reproduce the response over the
central continental part (particularly for warm events,

Fig. 10a) which is found for CRU composites (Fig. 9a) as

well as for MIX and MIX_winter_ENSO experiments.
Precipitation anomalies for MIX experiment (Fig. 9c, d)

indicate a zone of enhanced (suppressed) AMJ precipita-

tion during warm (cold) ENSO events extending from the
eastern mid–latitude Atlantic, western coast of Iberian

Fig. 6 Correlation map representing correlations between tropical
Pacific winter (JFM) SST anomalies and PC associated with the first
EOF mode of spring (AMJ) precipitation anomalies obtained in
MIX_winter_ENSO experiment. Contours every 0.1. Negative values
are dashed. Correlations exceeding the 95% confidence level of the
t statistics are shaded
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values of 0.3 are statistically significant at the 5% signifi-

cance level (based on two tailed t test). The existence of
significant correlations in both MIX_winter_ENSO and

MIX experiments with the similar spatial distributions is an

indication of a time delayed association between the JFM

SST anomalies in tropical Pacific and AMJ SST anomalies

in North Atlantic. The examination of contemporaneous
(JFM) heat fluxes in the NAE region (not presented) has

revealed that SST anomalies in the eastern North Atlantic

are mainly driven by latent heat flux (associated with

(a) (b)

(c) (d)

(e) (f)

Fig. 11 Warm ENSO composites of spring (AMJ) sea-level pressure
for a MIX; c MIX_winter_ENSO; d HadSLP and cold ENSO
composites of spring (AMJ) precipitation anomalies for b MIX;

d MIX_winter_ENSO; f HadSLP dataset. Contours every 0.05, 0.1,
0.2, 0.3, 0.5 and 0.8 hPa. Negative values are dashed
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polarization is also denoted in CRU composites (Fig. 9) as

well as in correlation maps (Fig. 8). Composites of pre-
cipitation anomalies simulated in both MIX and

MIX_winter_ENSO experiments (Fig. 10c, d, e, f) are in
better qualitative and quantitative correspondence with the

CRU composites (Fig. 9a, b) than the composites based on

CTRL integrations (Fig. 10a, b) indicating that mixed layer
has an important role in reproducing more realistic

response. This implies that sea-atmosphere interaction may

be crucial mechanism for the delayed response to the
ENSO forcing.

3.6 Sea-level pressure composite analysis

The above presented composite maps for the ICTP AGCM

simulations revealed a significant precipitation response
also over the sea (Fig. 10), while CRU data are available

only over the land. Therefore, to include a comparison

between the observed and modelled data as much as pos-
sible, composites calculated for Hadley Centre re-analysis

data of sea-level pressure (HadSLP) and simulated SLP are

also analyzed. As it was already found for precipitation, the
resemblance between the SLP composites of the MIX

(Fig. 11a, b) and MIX_winter_ENSO experiments

(Fig. 11c, d) confirms that response pattern obtained in
MIX experiment is strongly affected with time delayed

ENSO forcing.

Although there are some dissimilarities between the
modelled SLP response patterns (Fig. 11a, b, c, d) and

HadSLP response patterns (Fig. 11e, f), all presented maps

indicate the existence of a negative (positive) SLP-anom-
alies over the central part of domain during warm (cold)

ENSO events that are associated with wetter (drier) than

normal conditions found in Figs. 9 and 10. Generally,

composites for ICTP AGCM experiments overestimate

HadSLP composites in the central part of the domain (for
warm events maximal anomalies achieve amplitudes of

0.8 hPa for both MIX and MIX_winter_ENSO warm
composites and 0.5 for HadSLP composite, while ampli-

tudes for cold composites are 0.8, 0.5 and 0.1 hPa for MIX,

MIX_winter_ENSO and HadSLP data, respectively).
However, all of the warm (cold) composite maps are

consistent in SLP distribution and are characterized with

negative (positive) SLP anomalies in the central part of the
domain bounded with SLP-anomalies of opposite sign at

the north and south resulting in a positive (negative) SLP-

gradient that may modulate westerly winds predominating
in the considered area.

3.7 Physical mechanism of the time delayed ENSO
impact on NAE region

To propose the physical mechanism of the delayed winter
ENSO impact on climate over the NAE region, we ana-

lyzed correlations between the PC1 calculated for JFM

SST anomalies in Niño3.4 region and AMJ anomalies of
SST, air temperature, SLP as well as zonal wind in the

NAE region.

Figure 12a, b present correlation between the JFM SST
interanual variability in Niño3.4 area (i.e. PC1 of the SST

anomalies in that region) and AMJ SST anomalies in the

eastern North Atlantic obtained in the MIX_winter_ENSO
(Fig. 12a) and MIX (Fig. 12b) experiment. Both of the

experiments imply that positive JFM SST anomalies in the

tropical Pacific are associated with SST-anomaly pattern in
eastern North Atlantic depicted with negative SST anom-

alies in mid–latitudes that are bounded with positive SST

anomalies at the south and north. The correlations with

(a) (b)

Fig. 9 The spring (AMJ) CRU precipitation composites for: a warm ENSO events and b cold ENSO events. Contours every 0.05, 0.1, 0.2, 0.3
and 0.4 mm/day. Negative values are dashed
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(a) (b)

(c) (d)

(e) (f)

Fig. 10 Warm ENSO composites of spring (AMJ) precipitation
anomalies for a CTRL; c MIX; d MIX_winter_ENSO and cold ENSO
composites of spring (AMJ) precipitation anomalies for b CTRL;

d MIX; f MIX_winter_ENSO experiment. Contours every 0.05, 0.1,
0.2, 0.3 and 0.4 mm/day. Negative values are dashed
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evaporation) and surface shortwave radiation. The spatial

distribution of the JFM latent heat flux anomaly corre-
sponds to the AMJ SST anomaly pattern shown in Fig. 12a,

b. Thus, during warm ENSO events, the JFM evaporation

is enhanced in the eastern North Atlantic (with maximal
values around 25!E; 47!N) as a result of increased zonal

wind. Consequently, sea surface cools and the negative

AMJ SST anomaly following warm JFM ENSO event is
formed there. The SST anomalies induce an atmospheric

response that is associated with SLP-anomalies (Fig. 12c),
so warm ENSO events (associated with the positive values

of PC1 calculated for JFM SST anomalies in Niño3.4

region) correspond to the SLP-distribution with a ridge
over subtropical eastern North Atlantic and a trough in

mid–latitudes. Such pressure distribution results in a

strengthening of SLP-gradient around 40!N leading to the
stronger westerlies in that region (Fig. 12d). Consequently,

increased zonal moisture advection from the Atlantic

toward the land together with the downstream decrease of
SLP (Fig. 11a, c, e) lead to the wettening in the central part

of the domain (Figs. 9a, 10a, c, e). Note that on the

northern part of the domain the opposite correlation is

found with weakened westerlies (Fig. 12d) followed with

suppressed zonal moisture advection and consequently
with downstream increase of SLP (Fig. 11a, c, e) and dry

belt in the mid–latitudes (Figs. 9a, 10a, c, f).

La Niña events (related to the negative values of the
JFM PC1) are correlated with the weaker (stronger)

westerlies at the southern (northern) part of the domain and

therefore with suppressed (enhanced) zonal moisture
advection from the Atlantic. This and the downstream SLP-

increase (decrease) over the central part of the domain
(Fig. 11b, d, f) lead to drier (wetter) than usual spring

conditions over the Europe as pointed out in Figs. 9b and

10b, d, f. Considering the experimental set-up of
MIX_winter_ENSO, we must interpret the low pressure

response over central Europe (in case of a warm winter

ENSO forcing) as a response to the local North Atlantic
SST anomalies. The mechanisms of response to extra-

tropical SST anomalies is an extremely controversial and

unsolved topic (e.g. Peng and Whitaker 1999; Kushnir
et al. 2002; Ting and Peng 1995), and may involve non-

linear interactions with transient eddies and is therefore

strongly mean-state dependent. However, a downstream

(a) (b)

(c) (d)

Fig. 12 Correlation map representing correlations between PC
associated with the first EOF mode of winter (JFM) SST anomalies
in Niño3.4 region and spring (AMJ) a MIX_winter_ENSO SST
anomalies; b MIX SST anomalies; c MIX sea-level pressure and

d MIX zonal wind at 850 hPa level. Contours every 0.1. Negative
values are dashed. Correlations exceeding the 95% confidence level
of the t statistics are shaded
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Figure 9. Vertical-time cross sections of El Niño minus La Niña composites obtained in TroPac experiment for: (a) temperature index, (c) geopotential
height index and (e) zonal wind index. Vertical-time cross-sections of El Niño minus La Niña composites obtained in TroPac_MIX experiment for:
(b) temperature index, (d) geopotential height index and (f) zonal wind index. Contouring interval: 0.1∘C in (a) and (b); 5 m in (c) and (d); 0.2 m s−1

in (e) and (f). Full (dashed) bold line encircles statistically signi!cant positive (negative) anomalies based on two-tailed t-test at the 95% level. El
Niño and La Niña years are de!ned according to the JFM Niño3.4 Index.
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Eddy heat fluxes at 100 hPa and 

Eliasse-Palm fluxes in February for an 
idealized El Nino forcing experiment 
minus control with climatoligical SSTs.

From: Herceg-Bulic’ et al., 2017, DOI: 10.1002/joc.4980 
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Figure 14. (a) Time evolution of eddy heat !ux anomalies (m K s−1) at
100 hPa obtained in Strat_ENSO experiment. The shaded area indicates
90% con"dence, (b) meridional cross section (logp-lat) of the Eliassen-
Palm !ux (arrows) with total divergence (contours) for February. Con-

touring interval in (b): −40, −30, −20, −10, 10, 20, 30, 40 m2 s−2.

again resembles the NAM pattern. Temperature anoma-
lies in the stratosphere reach maximum in the February
and persist three months. The mid-tropospheric zonal wind
response and MSLP response peak in the March.

Vertical time-sections (Figure 16) show a temporal
evolution of temperature, geopotential height and zonal
wind anomalies presented in the form of indices in the
same manner as for other experiments in this study. In
general, the strongest anomalies are retained during the
"rst half of March. The GHI and UI (Figure 16(b) and (c))
indicate a strong stratospheric response, but the sig-
nal is also detectable at the surface during March and
late spring. Thus, TI, GHI and UI reveal a persistence
of the stratospheric signal: although the stratospheric
heating was prescribed in continuity for 1 month (Febru-
ary), the stratospheric response is detectable during the
next 3 months.

4. Discussion and conclusions

This paper analyzes the link between ENSO and European
climate. In particular, the contribution of the stratosphere
and Atlantic Ocean to delayed, near-surface response is
examined. The analysis is based on simulations made with
an intermediate complexity model (ICTP AGCM) and

their comparison with observed (CRU) precipitation and
atmospheric reanalysis data ERA-20C.

The stratosphere reacts to observed SSTs in tropical
Paci"c with warming in the polar region (Figure 1)
and cooling in the mid-latitudes accompanied with
corresponding response in geopotential height (not
shown), zonal wind (Figure 2) and mean-sea level pres-
sure (Figure 3) resembling the NAM structure. Such
spatial pattern qualitatively corresponds with some earlier
results (e.g. compare Figures 1 and 2 with Figures 2
and 3 in Manzini et al., 2006). On monthly time-scale,
the stratosphere responds simultaneously to the ENSO
forcing (in January), achieves the maximum in March and
decays afterward. A similar structure is also found at lower
levels indicating increased zonal winds over the North
Atlantic and Europe south of 50∘N accompanied with
decreased geopotential heights. Over the North Atlantic
and Europe, there is a substantial surface response in
late spring. For example, a belt of increased precipitation
associated with warm ENSO events is found over the
North Atlantic and continental part of Europe (mostly in
a belt 35∘–55∘N) during April, May and June. The simu-
lated precipitation (Figure 6) broadly corresponds to the
observed (CRU; Figure 5). However, TroPac experiment
failed to reproduce increased precipitation over the central
Europe during May and June that is depicted in CRU
composites (cf. Figures 5(b) and (c) with 6(b) and (c)).
On the other hand, TroPac_MIX reproduced signi"cantly
increased precipitation there. Because the only difference
between TroPac and TroPac_MIX is the ocean mixed
layer in the North Atlantic applied in the latter experi-
ment, the closer correspondence between the CRU and
TroPac_MIX responses gives an indication of the North
Atlantic as a contributing factor for delayed wintertime
ENSO impact on late spring NAE precipitation, as pointed
out in Herceg-Bulić and Kucharski (2012).

Vertical cross-sections for TroPac experiment reveal a
distinct signal in temperature, geopotential height and
wind at the lower stratospheric levels appearing simulta-
neously with the beginning of ENSO forcing in January
(Figure 9). The signal is also detected in the troposphere
and at the surface with maximal values achieved during
March. On the other hand, the experiment with the mixed
layer coupled in North Atlantic (TroPac_MIX) shows sim-
ilar temporal evolution of TI with maximal surface values
occurring in March, but appearance of GHI and UI sur-
face maximums are extended to April. According to the
presented results, wintertime ENSO affects lower strato-
sphere/upper troposphere in the model. The signal is found
throughout the whole depth of the troposphere, reaches
the surface where it interacts with the underlying ocean,
maintaining a SST pattern that persists until the following
spring, when it modulates pressure and wind patterns over
the North Atlantic with a considerable impact on precipi-
tation as well (Herceg-Bulić and Kucharski, 2012).

Idealized experiments as well as experiments based on
observed SSTs suggest similar characteristics of the mod-
elled atmospheric response with substantial ENSO signal
stretching from the stratosphere down to the surface.

© 2017 Royal Meteorological Society Int. J. Climatol. (2017)



Example 6: Interbasin teleconnections

What about a possible impact of tropical Atlantic on Pacific SSTs?

After all, ............



   
 
 
 
  

   
 
 
 
  

Challenge in Climate Variability:  
Assessment of seasonal and longer-term predictability 
through analysis of teleconnections. Some examples follow: 

Figure from Barimalala et el., 2011 

The mechanism: A Gill-type response; possibly  
enhanced by compensating sinking in Western Pacific 



Growing literature on Atlantic impact on Pacific:

a) Interannual, for example:
Rodriguez-Fonseca et al. (2009), Jansen et al. (2009), 
Martin-Rey et al. (2012, 2014, 2015), Ding et al. (2012),  Frauen et al. (2012),
Keenlyside et al. (2013), Ham et al. (2013a, 2013b), Polo et al. (2014),  
Kucharski et al. (2014), Sasaki et al. (2014), Terray et al. (2016), .....

b) Decadal-to-multidecadal, for example:
Timmermann et al. (2007), Zhang and Delworth (2007), Lu et al. (2008)
Kucharski et al. (2011, 2015, 2016), Chikamoto et al. (2012, 2015, 2016), 
McGregor et al. (2014), Kang et al. (2014), Li et al., (2015), Sun et al. (2017), 
Trascasa-Castro et al., (2021), Ruprich-Robert et al., (2021) 
and surely   many more....



How can the ‘small’ Atlantic Ocean impact variability in the ‘big’ Pacific Ocean?
Probably the Atlantic Ocean can provide some initial persistent forcing that 
is amplified in the Pacific through positive feedback (e.g. Bjerknes feedback 
and others). Some catalytic effect.



Atlantic Pacemaker experiments

Prescribed
Observed
SSTs in Atlantic

Fully coupled in 
Indo-Pacific
(but flux-corrected)

[K]



a) Atlantic zonal mode impact on ENSO

Figure 1

L20705 RODRÍGUEZ-FONSECA ET AL.: ATLANTIC INFLUENCE ON ENSO L20705
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Figure 2. Same as Figure 1, except for the ensemble mean of the coupled simulation.
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From Rodriguez-Fonseca et al. (2009) for period 1979 to 2001
Experiments done with speedy coupled to an RGO.

[K]



b) Atlantic Multidecadal Variability impact on Indo-Pacific

Regression of AMO
index onto SSTs and 
low-level winds

OBS

[K]

SPEEDY-NEMO

From F. Kucharski, F. Irkam  et al. (2015), Clim Dyn, DOI 10.1007/s00382-015-2705-z 



b) Atlantic Multidecadal Variability impact on Indo-Pacific 

Time series  (low-pass filtered) of AMO index (green), central 
Pacific surface wind index obs (black), model (red); [m/s]

From F. Kucharski, F. Irkam  et al. (2015), Clim Dyn, DOI 10.1007/s00382-015-2705-z 

Atlantic forcing of Pacific decadal variability

1 3

Atlantic SSTs to identify the likely forcing of the central 
equatorial zonal wind changes. Clearly, in both correlation 
maps there is a diplole pattern with negative values in the 
northern Atlantic and positive values in the southern Atlan-
tic with the negative correlations in the North Atlantic dom-
inating. Such a pattern clearly resembles the AMO pattern 
(e.g. Parker et al. 2007). Indeed the observed AMO time-
series, defined as in Kang et al. (2014) as 10-year running 
mean of the averaged detrended SSTs in the North Atlantic 
region (70°W–0°E, 0°–60°N), is plotted in Fig. 4 (green 
dashed line, multiplied by four for better comparison), and 
clearly shows anticorrelation with the observed and ensem-
ble mean ATL_VAR CPWI (correlation coefficients are 
−0.56 and −0.81, respectively). For individual members of 
ATL_VAR, the CPWI correlations with the AMO index are 
all negative (between −0.05 and −0.71) with an average 
of −0.46, which is broadly consistent with the observed 
AMO-CPWI correlation.

4.2  Individual events of Atlantic-induced Pacific 
decadal variability

Observed climate shift events may be identified by the 
CPWI introduced in Sect. 4.1 (e.g. we have seen that the 
1970s and the 1990s shifts are reproduced by such an 
index). It is also clear from Sect. 4.1 that there is a likely 
AMO forcing of central Pacific wind variability in ATL_
VAR and observations. Assuming that the AMO is partly 
forcing both observed and, to a larger extend, ATL_VAR 
central equatorial Pacific winds, it is useful to assess 
changes in the surface temperature and winds in different 
phases of the AMO, which, in parts also correspond to the 
well-known climate shift events of the 1970s and 1990s. 
Therefore, we select three events represented by 20-years 
periods that are characterized by large changes of the AMO 
before and afterwards, namely (1) 1931–1950 minus 1910–
1929, (2) 1970–1989 minus 1931–1950 and (3) 1994–2013 

Fig. 4  Central equatorial zonal near surface wind anomaly index 
(CPWI; averaged over area 160°E−190°E, 5°S–5°N). The anomaly 
time series have been filtered by a 10-year running mean. Shown are 
observations (black line), ATL_VAR ensemble mean (red line). The 

ATL_CLIM ensemble mean (dashed blue line). The AMO index is 
also plotted in the figure, multiplied by 4 as green dashed line. Units 
are m/s for all wind indexes, and K for the AMO index



[9] A 10 member ensemble of AGCM simulations with
observed SST forcing in the Atlantic region and climato-
logical SSTs elsewhere is also conducted in order to isolate
the pure effect of atmospheric teleconnection from the
Atlantic region to the Pacific region (ATL_AGCM). The
CO2 concentrations are set to a value corresponding to
1950. Table 1 summarizes the experiments used.
[10] All analysis is performed on annual mean data. To

the transient simulations a 11‐year running mean is applied
subsequently. For the ensemble simulations, ensemble
means are used for the analysis of the responses, and intra‐
ensemble variabilities are used to assess the statistical
significance.

3. Results

[11] Figure 1 shows the time series of global mean 11‐year
running mean observed SST anomalies (black curve; aver-
aged over 0° to 360° in longitudes, 50°S to 50°N), and
the Atlantic mean SST (red curve; averaged over 290°E to
380°E, 50°S to 50°N). As is well known the global mean
SST has increased throughout the 20th century with accel-
erated warmings in the early part and late part of the century.
The Atlantic shows a very similar behaviour compared to the
global mean, but with an overall stronger increase, which,
however, is mainly based on the data sparse early period of
the 20th century and thus less reliable.
[12] In the following, the Atlantic mean SST anomaly

time series (ATLM) will be used in linear regression anal-
ysis, defined as covariance of the normalized ATLM index
with several global fields. Figure 2a shows the regression of
the SST from the HadISST data onto the ATLM index. As
can be clearly identified, for this dataset the equatorial east
Pacific warms substantially less than the other regions and
even shows a slight cooling at about 150°W. The same
analysis repeated with the ERSST dataset [Smith and
Reynolds, 2004] on the contrary shows a stronger warm-
ing in the eastern equatorial Pacific (not shown). This result
has been reported by Vecchi et al. [2008]. The regression of
the modeled ATL_CO2 SSTs onto the ATLM index is
shown in Figure 2b and shows similarities to the HadISST
regression in that the equatorial eastern Pacific is warming
less than the other parts of the tropical Pacific. However,
there are also notable differences, for example the modeled
cooling in the tropical south eastern Pacific and eastern
Indian Ocean are not observed. The tropical Pacific mean
SSTs (defined in region 120°E to 240°E and 30°S to 30°N)
for the HadISST data and ATL_CO2 are shown in Figure 1
(green and blue curves, respectively) and both indicate
reduced long‐term warming with respect to the global mean
and Atlantic SSTs in the early part of the 20th century.

[13] These results suggests that in our simulation the
Atlantic warming provides an atmospheric teleconnection to
the Pacific that induces a La Nina‐like response.
[14] Figure 2d shows the regression of the SSTs from

NOATL_CO2 onto the ATLM index. Clearly, our coupled
model, if forced with observed CO2 only, shows a stronger
warming in the eastern equatorial Pacific indicating that the
mechanism in our model does not show similarities to the
‘ocean thermostat’ mechanism [Clement et al., 1996; Cane
et al., 1997]. As suggested by Lintner and Chiang [2007]
the atmospheric stability (relative humidity) outside the
tropical Pacific region increases (decreases) as a result of the
warming in the eastern Pacific, leading to overall reduced
convection and increased net surface heatfluxes (not
shown). This process would increase SSTs in the Atlantic
region if SSTs were not held fixed. The same stability and
humidity mechanism would cause a modest equatorial
Pacific warming as response to the Atlantic warming,
which, however, is not the dominant mechanism in our
simulations. Although common practice in so‐called
‘pacemaker’ experiments, a caveat of our simulations could
be that the SST changes in the Atlantic region are prescribed
and could lead to unphysical responses [e.g., Bretherton and
Battisti, 2000], even if some feedback may be expected.
Therefore, we perform the sensitivity experiments 2xCO2
and 2xCO2_NA. The responses compared to the corre-
sponding control simulations are shown in Figure 2e
(2xCO2‐CTR) and Figure 2f (2xCO2_NA‐CTR_NA).
The relatively weaker modeled warming induced by the
CO2 increase in the Atlantic region compared to the Pacific
(0.83 K and 0.94 K, respectively) acts to reduce the
warming in the eastern Pacific, as is shown by the difference
of Figures 2e and 2f in Figure 2g.

Table 1. Experiments Used in This Paper and Their Purpose

Experiment Coupling Forcing Purpose

ATL_CO2 Indo‐Pacific Obs SST in Atl., clim. else; obs CO2 full forcing experiment
ATL Indo‐Pacific Obs SST in Atl., clim. else; const. CO2 isolate Atlantic effect
NOATL_CO2 Indo‐Pacific clim. SST also in Atl.,; obs CO2 sensitivity to CO2 change
ATL_AGCM no coupling Obs SST in Atl., clim. else; const. CO2 atm. Atlantic influence
CTR_NA Indo‐Pacific clim. SST in Atl.; const. CO2 (1950) control
CTR global tropics const. CO2 (1950) control
2xCO2_NA Indo‐Pacific clim. SST in Atl.; doubled CO2 doubled CO2 response
2xCO2 global tropics doubled CO2 doubled CO2 response

Figure 1. Time series of annual mean and 11‐year filtered
SST anomalies (with respect to the period 1961 to 1990);
Global mean SST (black), Atlantic mean SST (red), tropical
Pacific mean HadISST (green) and Pacific mean ATL_CO2
(blue). Unit are K.
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Atlantic mean SSTs (red), global mean SSTs (black), tropical Pacific SSTs (green), 
SPEEDY-RGO Pacific SSTs (blue).

c) Long-term changes and trends due to Atlantic SSTs

From: Kucharski et al., 2011: GRL, VOL. 38, L03702, doi:10.1029/2010GL046248



Atlantic mean SSTs (red), global mean SSTs (black), tropical Pacific SSTs (green), 
SPEEDY-RGO Pacific SSTs (blue).

Long-term changes and trends due to Atlantic SSTs

From: Kucharski et al., 2011: GRL, VOL. 38, L03702, doi:10.1029/2010GL046248

[15] The physical mechanism for the La Nina‐like SST
change in response to the Atlantic warming is similar to
what has been reported by Rodríguez‐Fonseca et al. [2009]
on interannual timescale: the Atlantic warming modifies
the Walker Circulation, leading to rising motion and upper‐
level divergence in the African‐Indian Ocean region
and sinking motion and upper‐level convergence in the
eastern‐to‐central Pacific region. The sinking motion leads

to easterly surface wind anomalies in the central‐to‐western
Pacific favouring a La Nina‐type mean state. Figure 3a
demonstrates this for our simulations (ATL), where the
200 hPa velocity potential (positive values correspond to
upper‐level convergence) and the 925 hPa wind regressions
(arrows) onto the ATLM index are shown. The low‐level
easterly wind anomalies are consistent with the La Nina‐
type mean state response. A very similar signal, but weaker

Figure 2. Regression of the HadISST Atlantic mean SST index of Figure 1 (ATLM; red curve) onto SSTs from
(a) HadISST, (b) ATL_CO2, (c) ATL, (d) NOATL_CO2 and difference in SST, (e) 2xCO2‐CTR, (f) 2xCO2_NA‐CTR_NA,
(g) Figure 2e–Figure 2f, and (h) response of ocean model to central‐west Pacific wind stress forcing. Contours indicate
anomalies that are significant at the 5% level. Units are K.
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OBS                                       Model + ATL + CO2

Model + ATL                                       Model + CO2

Essentially looking at trends here.



The following results published in:
Sun et al. (2017) Western tropical Pacific multidecadal variability forced by the 
Atlantic multidecadal oscillation, NATURE COMMUNICATIONS | 8:15998 | DOI: 
10.1038/ncomms15998
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ATL_VARMIX successfully reproduces the WTP-
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ATL_VARMIX successfully reproduces the WTP-
AMO connection�

WTP decadal SST variability and AMO�

Detrend�



Lead-lag correlation between WTP 
SST and AMO

Spectral analysis of WTP SST 
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Decadal SST teleconnection: reproduced by the Atlantic 
Pacemaker exp.

•

Correlation map between WTP SST index (in box) with global SSTs



Atlantic Ocean acts as a key pacemaker for the 
western Pacific  decadal climate variability
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Example 6: Intraseasonal ENSO teleconnection changes

See Adnan M Abids talk, here just the caninical wavetrain



ENSO composite Model
(1950-2000)

3 Rossby Waves

3.1 Free Barotropic Rossby Waves

The dispersion relation for free barotropic Rossby waves can be derived by linearizing
the barotropic vortiticy equation in the form (21). This equation states that the
absolute (geostrophic) vorticity is conserved following the horizontal (geostrophic)
motion. As usual, we assume that the fields can be expressed as small perturbations
from a basic state ψ = ψ + ψ′. We linearize using a basic state that has only flow
in zonal direction ψ = −uy + const. This mean state fulfills Eq. (21). With this
mean state ∇2ψ = ∇2ψ′. Thus, by linearizing, in the first term the total derivative
operator can be replaced by the mean operator and it follows

(

∂

∂t
+ u

∂

∂x

)

∇2ψ′ + β
∂ψ′

∂x
= 0 . (71)

As usual, we seek for solutions of the type

ψ′ = Aei(kx+ly−νt) . (72)

Inserting (72) into (71) yields the dispersion relation

(−ν + ku)(−k2 − l2) + kβ = 0 , (73)

which we can solve immediately for ν

ν = uk − βk/K2 , (74)

where K2 ≡ k2 + l2 is the total horizontal wave number squared. Recalling that
cx = ν/k, we find that the zonal phase speed relative to the mean wind is

cx − u = −β/K2 . (75)

Thus, the Rossby wave zonal phase propagation is always westward relative to the
mean zonal flow. Furthermore, the Rossby wave phase speed depends inversely on
the square of the horizontal wave number. Therefore, Rossby waves are dispersive
waves whose phases speeds increase rapidly with increasing wavelength. This re-
sult is consistent with the discussion in section 2.4, in which we showed that the
advection of planetary vorticity, which tends to make the disturbances retrogress,
increasingly dominates over relative vortivcity advection as the wavelength of a dis-
turbance increases. Equation (75) provides a quantitative measure of this effect in
cases where the disturbance is small enough in amplitude.

From Eq. (75) we may calculate the stationary free Rossby wave wavelength

K2 = β/u ≡ K2
s . (76)

This means that stationary free Rossby waves only exist if there is a positive mean
flow u. This condition is important for Rossby waves that may be generated by
tropical convection.
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Dispersion relation:



Canonical ENSO wave-train for December-to-February mean



Typical winter El Nino composite of 
a field indicative for upper-level 
flow 

Another Mechanism for ENSO teleconnections

Source: Kucharski et al., 2013, BAMS, DOI:10.1175/BAMS-D-11-00238.1



Typical winter El Nino composite of 
rainfall 

Another Mechanism for ENSO teleconnections

Source: Kucharski et al., 2013, BAMS, DOI:10.1175/BAMS-D-11-00238.1

These winds in the central Pacific 
(related to Gill response) are  important 
to provide the positive feedback to 
ENSO; they change the tilt
of the ‘thermocline’. 



Canonical ENSO wave-train; note it can also perturb
meridional heatfluxes into stratosphere
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