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Al use in policy and public administration:

Some initial examples A| FO RA

* The Netherlands: System “SYRI” (System Risk Identification) arifickalintelligancefor assessment
* France (Targeting by Numbers. The Uses of Statistics for Monitoring French Welfare Benefit Recipients)

* These systems detect fraud in social service provisions (especially unemployment benefits) and
sort recipients into risk groups for future fraud.

e Belgium: VDAP — Algorithmic Activation
* System analyses and assesses search behavior of unemployed people on websites of job agencies

* Austria (similar to Poland and Estonia with system RITA: Machine learning and Al-powered public service
delivery) since 2019: Scoring unemployed people into three groups

* Close to job market (No support necessary)
* Employable (Training programmes, professional development)
* Unemployable (Financial support but no training)

USA: Algorithms detect child abuse (Allegheny County in the US uses Allegheny Family Screening
Tool): Scoring risk cases

* System is supposed to help social workers in early detection
* Firms develop standard software in these are

Source: Algorithmwatch 2019
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The project idea Al FORA

artificial intelligence for assessment

Domain: Artificial Intelligence assessing people for receiving public goods
What the project is about: How social justice is processed by technology
in different value contexts worldwide aiming at global fairness

Main hypothesis: Discriminatory practices to distinguish beneficiaries from non-
beneficiaries depend on the beliefs, norms and values in place as reference
frameworks for public resource distribution in different societal contexts.

Bias due to value judgements concerning fair distribution is prevalent in every
selection system because they all work with inclusion/exclusion dichotomies,
which are subject to cultural interpretation, social change and multi-actor

negotiation.

Research: Analysing cultural and social dynamics for providing social goods with
and without Al in these countries allows to check the chances for a technology-
triggered cohesive model of global justice integrating highly contextualized
national value cultures
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Assigning scarce resources in public services AI FO RA
is always discriminatory and involves many issues

artificial intelligence for assessment

Working with growing populations having to cover large demands
Dealing with public criticism

Working with social change and policy reforms

Balancing the margin of discretion in decision making

Dealing with vulnerable groups

Addressing bias and discrimination

* Addressing corruption and fraud

* Managing the relationship with “back-up systems”

* etc. etc.

* How can Al assist (becoming more efficient, more objective)?
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Al TECHNOLOGIES USED FOR SOCIAL ASSESSMENT
IN PUBLIC SERVICE PROVISION OF NATIONAL

WELFARE SYSTEMS

In more and more countries, public
administrations increasingly use Artificial
Intelligence (Al) algorithms to decide on social
service provisions and state benefits among
their citizens.

In our research context, Al means machine
learning techniques for the profiling and scoring
of individuals, accompanied by automated
decision-making.

Decisionmaking is highly value-laden: Present
and future human behaviour needs to be
categorised on scales such as legal
recipients/fraudulent recipients, deserving/non-
deserving, needy/non-needy, high-
performing/low-performing, desirable/non-
desirable, or acceptable/not-acceptable.
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How good is the data? A| FO RA

This data might be sensitive

You need a database on all individuals of interest

This is past data

* Maybe, the training data set shows that mostly females in their fifties with a history as
part-time employees due to family break are difficult to bring into the job market again
when they fall unemployed: Think of your profile, your score, and a machine making an
important decision due to this score (maybe not giving you the job that would help you
and work out in your special case)

Bias and discrimination will be transported into the future and cemented from
training data, to profiling, to scoring, to decision making...
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Social service provision is about
(culturally dependent) value decisions Al FD RA

artificial intelligence for assessment

Al-based social assessment technologies for public service provision
categorise present and future human behaviour on scales such as

legal recipients/fraudulent recipients,
deserving/non-deserving,
needy/non-needy,
high-performing/low-performing,
desirable/non-desirable,

or acceptable/not-acceptable

Etc.

What is a fair decision?
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Knowing that there is bias is not sufficient, of course there is! A | F O RA

y \ -~ gence for assessment
IBM Research Trusted Al Jemo Resources Events S Community

Al Fairness 360 - Resources API Docs

Overview Tutorials Guidance Glossary Trusted AI Technologies

Welcome to Al Fairness 360

We hope you will use it and contribute to it to help engender trust in Al and make the world more equitable for all,

Machine learning models are increasingly used to inform high stakes decisions about people. Although machine learning,
by its very nature, is always a form of statistical discrimination, the discrimination becomes objectionable when it places
certain privileged groups at systematic advantage and certain unprivileged groups at systematic disadvantage, Biases in

training data, due to either prejudice in labels or under-/over-sampling, yields models with unwanted bias [1].

IBM fairness machine
The Al Fairness 360 Python package includes a comprehensive set of metrics for datasets and models to test for biases,

explanations for these metrics, and algorithms to mitigate bias in datasets and models. The Al Fairness 360 Interactive

demo provides a gentle introduction to the concepts and capabilities, The tutorials and other notebooks offer a deeper,

data scientist-oriented introduction. The complete API is also available.

Being a comprehensive set of capabilities, it may be confusing to figure out which metrics and algorithms are most
appropriate for a given use case. To help, we have created some guidance material that can be consulted.

We have developed the package with extensibility in mind. We encourage the contribution of your metrics, explainers, and
debiasing algorithms. Please join the community to get started as a contributor. The set of implemented metrics and
algorithms includes ones described in the following list of papers:

e Flavio P. Calmon, Dennis Wei, Bhanukiran Vinzamuri, Karthikeyan Natesan Ramamurthy, and Kush R. Varshney,
“Optimized Pre-Processing for Discrimination Prevention”, Conference on Neural Information Processing
Systems, 2017.

¢ Elisa Celis, Lingxiao Huang, Vijay Keswani, Nisheeth Vishnoi, “Classification with Fairness Constraints: A Meta-

e o Cookie Preferenc
Algorithm with Provable Guarantees”. 2018
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Al FORA

artificial intelligence for assessment

Case studies

Al FORA

TIE== 1A3

Technology & Innovation Sociology / Social Simulation Laboratory
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NO “ONE-FITS-ALL"” APPROACH

Values are context-bound: What is perceived as ,,social justice”
in a national welfare system largely depends on cultural context

* What is considered as ,fair” in one cultural context, might be
considered as severe discrimination practice in another.

* Example India

* Example Germany/UK

* Also, acceptance of Al use for public policy vary between
countries

Attitudes not only vary between countries but also within
countries between societal groups.

“Context is key”
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9 case studies to investigate how cultural values affect O
Al-based social assessment for public service provision A | F RA

artificial intelligence for assessment

* Fairness concept of public welfare policy in a case study country based
on a current categorisation system for social assessment

* Current implementation of fairness concept in administrative practices

* Welfare gaps and scenarios of desired system as identified by social
context (assessment of welfare indices, dealing with vulnerable groups,
addressing bias and discrimination, addressing corruption and fraud,
what back-up systems in place, what says public discourse/acceptance,
are there policy reforms, what is the space of leeway etc.)

(Policy advise on) Future implementation of fairness concept based on a
desired categorisation system for assessment

* Value-sensitive Al - Contextualised Al - Participatory Al — Dynamic Al
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Bringing Al and societies together Al FO RA

artificial intelligence for assessment

* All country contexts contain issues of bias and discrimination of and

against diverse populations - these are transported/enforced in Al
systems

* To identify critical issues and improve Al systems, the dynamic value
system of societies needs to be brought close to technology
production

* Al FORA analyses value/context dependency in Al-based social
assessment comparing eleven countries as case studies,

* identifies technology/society gaps and

* develops chances for improving policies for contextualized Al
systems that are responsive to value dynamics in societies

o Q VolkswagenStiftung ] l——— == JG|u

a7 Yoo Seesdaton Labovatory




The project in a nutshell Al FORA

artificial intelligence for assessment

How can better Al technology be created
that engages with societal norms

and values of stakeholders,

and that is responsive to

socio-cultural settings and societal needs?

Al FORA analyses value and context dependency in Al-based social
assessment for social service provision (fairness concepts)

comparing eleven countries as case studies,
identifying welfare gaps in current systemes,

and informing policy on contextualised Al systems that are responsive
to value dynamics in societies

JG|u
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So how to come to fair decisions

(and train the algorithm on it)?
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WHO CAN IMPROVE CURRENT SYSTEMS?

Improve issues around bias and discrimination trying to make Al
systems more fair

Develop Al in relation to cultural context closing the gap
between technology production and societal value propositions

Develop better Al in co-design

e This can not be done by one individual or one societal
subsystem, but requires expertise and perspectives of all
parts of society

* Multiple Stakeholders, including vulnerable populations who
need empowerment

“Participation is key”
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Al FORA’S PARTICIPATORY APPROACH

...to improve issues around bias and discrimination for fairer Al
systems.

This requires

...the inclusion of all societal stakeholders, especially of
those the most affected by bias and discrimination, who
know the flaws of the system best

* Inter- and transdisciplinary multi-stakeholder workshops

* Workshops for dedicated target groups (e.g. vulnerable
groups, policy makers, public administration staff; NGOs)

...a ,,Safe Space” - a place for multi-stakeholder learning,
where people can meet on eye-level, communicate freely

about their different perspectives, and develop co-created
solutions with the help of participatory methods

..... a toolbox of low-barrier participatory methods
* Participatory Systems Mapping (PSM)

e Gamification o Q VolkswagenStiftung | I=== I_ﬂa ]G}U



Participatory approach A | F O RA

artificial intelligence for assessment

* Working with the expertise and perspectives of all societal stakeholders
including vulnerable populations, to develop a joint ,,product” in co-design

* Inter- and transdisciplinary expert workshops
* Workshops for dedicated target groups (e.g. policy workshops)
e Multi-Stakeholder Workshops

» Safe Spaces and Ethical Observatory (in the next session)

* Developing a toolbox of low-barrier participatory methods mostly
implemented in multi-stakeholder workshops

* Participatory Systems Mapping (PSM)
* Gamification

e Companion Modelling
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Al FORA

artificial intelligence for assessment

Al FORA MIXED-METHODS APPROACH
(SOCIAL & TECHNICAL SCIENCES)

Social
Empirical

e Qualitative and quantitative research methods on “Al cultures”

Research » l|dentification of stakeholders experiences, perspectives and values

* Empirically-informed participatory scenario modelling considering human
Social behaviour, values, and context

Simulation  Modelling the interaction dynamics between society and technology for

anticipating, monitoring, evaluating and improving the societal impact of

Al-based assessment

* Based on stakeholder-driven input from empirical social research and

social simulation
> Co-designing an approach [methodology to create “better Al”

Better-Al
Lab
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EMPIRICAL RESEARCH

Workflow: Analysing...

Actors, interactions, resource flows,
networks (Actor-network maps)
Cultural values, economy, regulations,
policies

Distribution algorithms in place (AI or
else)

Problems, gaps, barriers of the
current system from a stakeholders'
point of view

Desired scenarios from stakeholders’
point of view

Recommendations for Al
development and policy for "better
Al”

LIUEM AT ORI/ Your Andhas No. :
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Al FORA

artificial intelligence for assessment

Aadhaar Card

Actor Network Map of the Indian

Empirical data

MCAFP

FCIHO

Case Study —
H Cardboldex
Technology in use ﬂ / /
\\
Isso= s |
Carcs g E‘
Dustract- wise / 3
Stute wise aliocat altosition ABOCAT CRr g4 S04 320K
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I
: | ¥
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SOCIAL SIMULATION WITHIN Al FORA Actor-

network map

ABM on existing system
including current social
assessment algorithm

e Scenario simulations to experiment with assessment
algorithms in use and to model future alternatives
Gamification in participatory workshops
to find improvements & a better rule-set
 Companion modelling approach: Engaging implicit and explicit for the social assessment algorithm
knowledge of stakeholders / non-scientists to create
computational models of the system of interest

Creating a new ABM based on the
new & better rule-set (desired
> Use of Agent-Based Models (ABM) to simulate actions, system)
interactions and interventions of agents (players,
stakeholders)

Stakeholder check
of simulated
desired system
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Technology & Innovation Sociology / Sodial Simulation Laboratory

artificial intelligence for assessment

* Mimick/play the system * Training data is bad: biased
e Learn to deal with the complexities in the * We will simulate unbiased training data
system according to the value discussions of

* Change the algorithm participants

* Artificial population to train the new

e Simulate the system algorithm

e Simulate policies for the system
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Al FORA

B ETT E R-A I I—A B artificial intelligence for assessment

Better Al through better automated decision making

e Better training data for ML provided by the ABM that produces data
on the desired system specific to context

* Legitimised by the values of societal stakeholders

* Easily adaptable to value dynamics and value change

ptl FORA's * Proof-of-concept to create training data for ML by social simulation
Input to
BETTER Al Better Al through living lab experience

e Better-Al Lab that allows users to embody representatives of
stakeholder groups in virtual social assessment scenarios

o Q VolkswagenStiftung | l=== == JG’U

Mevorogy B Insobadon Soxkiony © Yooed Sesdaton Labovatory



Al FORA India Al FORA

artificial intelligence for assessment

e Sumathi Srinivasalu, Anthropology,
University of Madras, India

_ * Ebin Raj, Indian Institute of Information
India Technology Kottayam, India

Social science Computer science
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Actor-network maps
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PRSM online workshops to build case stuq_y( {ABFg'Ir) RA

forassessment

https://prsm.uk

A”‘ Participatory System Mapper About OurStory Examples Help Centre Community Start now
O

PRSM

The Participatory System Mappgr'(PRSM) 1§ 4 free, open-source and
secure tool for mind-mapping and system visualisation

;/,
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Example: Mapping the Indian public distribution systerA(rqi')O RA

artificial intelligence for assessment

Q}mm‘#ﬁmﬁ' of
Procurement and Storage Process - Agents ™"z

l‘lmﬂ Institute of
Mapping the PDS {V e,
FCl/State

Farmer Govt
agency

Purchase Third party Storage
centre Transporter Depot

AIFORA Team, IIIT Kottayam, Indian Technical Partner 3

Procurement

Distribution

Distribution - Agents Involved Q..m. _—

Informati Toch Iugy

AIFORA Team, IIIT Kottayam, Indian Technical Partner 2

D strict Food and Civil AT
o Supply Department  /
(DFACSD) (

FCl Head Office
(FCIHO)

FCI Division/District /|
Office (FCIDO) (

FCl Regional Office

Fair Price shops (FPS) b

/sales office (FCIRO) (

U

3 IS

AIFORA Team, IIIT Kottayam, Indian Technical Partner 5 wory




Flowchart procuﬁlinerjmm

artificial intelligence for assessment

.

Agent interaction in PDS(Procurement) anmw::m::;

Kottayam

Announces
price and
. opens P
Empirical data cogiatration Empirical data
N Register with details Select transporter
Purchase Third party
Farmer Verify and communicate Agency .
details Raise Bill transporter
: © u §=y
Communicate § E 8
Schedule = g4 Stock %
8 % ‘= o g
g é ‘:? k> Empty Details - _23:"’
Grain S | X, trucks
movement 2
x e
Purchase centre Gl Moyement

Network analysis / )
AIFORA Team, llIT Kottayam, Indian Technical Partner NEtwork ana|y5|5
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Agent interaction in PDS(Distribution)

Technology in use ‘

Empirical data

FCIHO

State-wise allocation F

Updata cards and monthlyrl SFACSD

requaremesnt

District-wise
allocation

Flowchart distt;&Tti M

artificial intelligence for assessment

Llndlan Institute of

Information Technology

Update cards. stocks
anxl allotments

State-wizse allocation and
movement

District-wise
allocation and

Update Stocks

Network analysis

FCIRO

movement

Communicate Stocks

Kottayam
Issue =
Cards E E
g o
Ay
/ |
] Allocate cards and stocks
DFACSD L 'I FPS
Update stocks and
| i 1
ab
7| £ 2
& g &
= |5 .
a
2 g g
& @
2 2
2] Depot-wise movement and
FPS-wise allocanon
FCIDO
Communicate Stocks / Siorage
AIFORA Team, IlIT Kottayam, Indian Technical Partner 6
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- o - @ VolkswagenStiftung B TIEE== | qa JG|u
® o .
s o & = ocherogy B Insosaton IoxioioRy 7 W bestaton Labioratory



Technology-in-use
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Afadhagr

artificial intelligence for assessment

W e Ration card, Aadhaar number, and electronic
Points of Sale (ePoS). The system identifies a

uei swncwermb Enroliment No. @ 1110/20051/02201

B3520724

e beneficiary through biometric authentication
} B, on ePoS devices at fair price shops

o * The system runs with the support of two

T portals —Integrated Management of Public

Distribution System (IM-PDS) (impds.nic.in)
and Annavitran (annavitran.nic.in), which host
all the relevant data

o _MIS6T &M eT68un / Your Aadhaar No. :

5177 8752 8016
w""’”"""‘“"““’“ﬂ““"ﬂ‘”“’x e Current research on distributions, biases etc.
R ongoing (sampling bias!)

MH T T Mgpman e
Arul Lazaran Siluvaiappan

Aede praDOB: DSIOR/1864
ammed  Male

517787528016  SESa&Ral
245 - engmyem weflgafsr élﬂ&'"ﬂﬂ .%o ® Volkswagenstiftung “§ TIE== 1523 JG|u

Techoraiogy B innossdan Soholony © Yoo Sestaten Laboratory




Identifying gaps, barriers and fairness issues from a system
[ve

—~rrifrial .nrnllinnnce for assessment

Performance indicators o

Information Technology
Kottayam

Problem Performance Indicator

Leakages * Average quantities purchased (take-off) per Cardholder

» Average number of cardholders per FPS

Movement of foodgrain . Ar:/e;z;gse distance between the storage depot and the FPS Number of trips made between the storage depot and
the

* Average quantities moved between storage depots
* Average distance between two storage depots

* Average distance travelled by grain bags from the purchase centre to thestorage depot
* Number of trips made between the purchase centre and the storage depot

Poor off-take bystates . :\'\)l:rage quantities purchased (take-off) per cardholder Average number of days’ inventory stocked at the

* Average number of cardholders per FPS
* Average inventory stocked at the storage depots

Excess cost * Average inventory stocked at the storage depots Number of FPS served by a storage depot Average
quantities moved between storage depots Average distance between two storage depots
* Average distance between the storage depot and the FPS Number of trips made between the storage depot
and the FPS Average quantities purchased (take-off) per cardholder Average number of cardholders per FPS
* Average number of days’ inventory stocked at the FPS

* Average distance travelled by grain bags from the purchase centre to the storage depot
* _Number of trips made between the purchase centre and the storage depot Average quantity procured per day

Speculation in the market * Average quantity procured per day
* Average number of farmers processed per day

Average number of days the purchasing centre works per purchase cycle Average number of days’ inventory stocked at the
FPS

* Average inventory stocked at the storage depots Number of FPS served by a storage depot

~

AIFORA Team, llIT Kottayam, Indian Technical Partner
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Gaps and barriers
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Identifying gaps, barriers and fairness issues from a stakeholder per
(Safe Spaces workshops: vulnerable groups, m S

artl al |n el g

Scarcity, poverty (supplies for 20 days a month);
rest supply by backup systems

Family cards based on households discriminating
e.g. against single mothers

Caste membership and proof of identity

* Scheduled castes

* Positive discrimination
Ethnic discrimination and tribes
Corruption and identity fraud
Local shops and migrant workers

Food quality




Desired scﬁ{irigo RA

artificial intelligence for assessment

e Kitchen“-based cards
* Tribes instead of castes

* One nation— one ration

| One RATION |

One Nation |
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® @ NetLogo — UnemploymentGame v1.2 {/Users/petraahrweiler/Desktop} artificial intelligence for assessment

Interface  Info  Code

; P + ) Hacomi s peed view updates
v ¥« Button l I Settings...
L Add continuous 53
months: 101
The employment game  Version 1.2 Total wealth
Current or last job 563
Setup l Go once I Co -.J Pink: unemployed \/wfw
Blue: bad job z f\/
White: good job
ite: good jol é ,_,/JW
number-of-rounds 100 | e
p————————§— ] 0
number-of-agnts 15 0 116
— I Teraharpiness
rent S 494 i
/
=]}
unempl -benefit 10 h//,,
—_I /
weifare-benefit 5 /
E— o\
disability-benefit 10 : 0 116
@ " [T —
P Fund MI J . wﬁﬂ( training centre tewn halt i6s Total graduates
-——!_‘
e e—r
voi-fund-good-job-cost 48 station-selection (
— — random vi _—] (‘/
vol-fund-bad-job-cost 50 holiday~cost S [
assessment 4 o
I es— F== holiday-delight 4 a 116
s - random v day-delig 0
e — | Vacant good jobs
good-job-wage 6 13
]
bad-jobs 9 Vacant bad jobs
s ———— ] e 4
bad-job-wage 4 —
N —"Y Amount in voluntary fund
bad-job-work-stress 3 I 19
|
Esea——————
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Al FORA

artificial intelligence for assessment

THANK YOU FOR YOUR ATTENTION!

Al FORA CONSORTIUM, IN APRIL 2022
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