International Workshop (@
on Machine Learning

for Space Weather:
Fundamentals, Tools and
Future Prospects

Further information:
7'] 1 November 2022 https:/ /indico.ictp.it/event /9840
This is a hybrid meeting Tf”“f;:*:z-:‘
= = +39-040-
Buenos Aires, Argentina e e

Lach facet CONICET _ am
& (@)facet S @

ML Fundamentals

Dra Maria Graciela Molina
FACET-UNT / CONICET

Tucuman Space Weather Center - TSWC
https://spaceweather.facet.unt.edu.ar/

IG -> @spaceweatherargentina

gmolina@herrera.unt.edu.ar




Outline

e Deep Learning

e Recurrent NN

e LSTM

e Convolutional NN

Maria Graciela Molina
gmolina@herrera.unt.edu.ar

Jorge H. Namour
jnamour@herrera.unt.edu.ar

C & Cecilia Jarne

= j\ ceciliajarne@ung.edu.ar
“A‘-. 7

,/“L
~ 3 Ticiano Torres Peralta
ttorres@herrera.unt.edu.ar

" .




Deep Learning

Extract patterns from
data using neural
networks

To PROVE YOURE A HUMAN
CLICK ON ALL THE PHOTDS
THAT SHOW PLACES YOU
W/OULD RUN FOR, SHELTER
DURING A ROBOT UPRISING.

¢ https://this-person-does-not-exist.com/en




Recurrent Neural Networks

® Processing a sequence of data

x(t)=x(1),...,x(7)

e Recurrent -> perform the same
task for every element of a
sequence, with the output being
depended on the previous
computations.

* Have a “memory”

Seed sequence of words

the man

‘d’:r‘, NOAA Space Weather Predictiori Center

Range-Doppler Map W4 Aurora Forecast
= VY ror 2021-11.08 01:15 (UTC)

Range cell

Predicted word

30 (UTC)
psefvations at 2021-11-04 00:35 (UTE)




Recurrent Neural Networks

RNNs as an approach to sequence modeling problems

We want to fqrecast this

To model sequences, we need to:

Handle variable-lenght sequences
Track long-term dependences
Mantain information about order

20.00 (04 Oct)

Share parameters across the sequence i




Recurrent Neural Networks

RNNs as an approach to sequence modeling problems how many steps? (lenght)

4
To model sequences, we need to:

Handle variable-lenght sequences
Track long-term dependences
Mantain information about order

Share parameters across the sequence

20.00 (04 Oct)
LT

and more arquitecutes

Many to Many




Recurrent Neural Networks

RNNs as an approach to sequence modeling problems

To model sequences, we need to:

Handle variable-lenght sequences
Track long-term dependences
Mantain information about order

20.00 (04 Oct)

Share parameters across the sequence i

how important is the information on
the (far) past ?

E.g. Ionosphere regular behaviour
(daily, seasonal, solar cycle, ...)




Recurrent Neural Networks

RNNs as an approach to sequence modeling problems

To model sequences, we need to:

Handle variable-lenght sequences
Track long-term dependences
Mantain information about order

20.00 (04 Oct)

Share parameters across the sequence i

VTEC (t-2), VTEC (t-1), VTEC (t-0) <> VTEC (t-0), vTEC (t-2), vTEC (t-1)




Recurrent Neural Networks

RNNs as an approach to sequence modeling problems

To model sequences, we need to:

Handle variable-lenght sequences
Track long-term dependences

Mantain information about order

Share parameters across the sequence

20.00 (04 Oct)
LT

RNNs have a state (h_t), that is updated at each time as a sequence is
processed using the same parameters each time step




Recurrent Neural Networks

output vector 5)} output vector ?t

| 2

= |fw|(he—1)|x¢t)

cell state function  old state input vector at
parameterized time step t
by W

I e Apply a recurrent relation
at every time step to

_ input vector X process a sequence
input vector xt




Recurrent Neural Networks




Backpropagation through time: long time dependences

1 n ) . v i
W' = argmin—z _E(f(,r“-’; w),y®)
w  MNiaj=y ’ :

W* = argmin ] (W) e take the gradient of

loss with respect to
¢ 7 each parameter

Algorithm
| Initialize weights randomly ~N(0, a?) * shift pararr'le.teljs In
_ order to minimize loss
Loop until convergence:
Compute dient, a’::: )

aJ(w)

Update weights, W « W —n T

Return weights




Backpropagation through time: long time dependences

RNNs: Backpropagation Through Time

— ;or\li(val‘ddpass e Compute individual |_i
— - - . . . -
ackward pass - = for individual time
steps and sum them

Backpropagate errors
individually for each
time step and then to
all the time steps to the
beginning of the
sequence.

https : //kharshit.github.io/blog /2019/02/22/backpropagation — through — time




Backpropagation through time: long time dependences

e Many values >>1 -> exploding gradient

(*)
e Many values <<1 -> vanishing gradient

e high computation time!

(*) Gradient clipping is a simple technique: If
the gradient gets too large, we rescale it to
keep it small.




Vanishing gradient problem

: How to tackle the problem:
v
Multiply many small numbers together e Activation function
e Weight initialization
e Network architecture

v

Errors due to further back time steps
have smaller and smaller gradientes

Bias parameters to capture short -term
dependencies

Q TSWC, 2022
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Vanishing gradient problem

: How to tackle the problem:
v
Multiply many small numbers together  Activation function
e Weight initialization
e Network architecture

v

Errors due to further back time steps

have smaller and smaller gradientes fel U derivnc
e erivative

Using ReLU prevents
f'from shrinking the

. gradients when x > 0
Bias parameters to capture short -term

dependencies
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Vanishing gradient problem

: How to tackle the problem:
v

Multiply many small numbers together e Activation function

e Weight initialization

e Network architecture

v

Errors due to further back time steps
have smaller and smaller gradientes

Bias parameters to capture short -term Initialize weigths to identity matriz
dependencies (we "loose" long-term Initialize biases to zero
dependencies)
prevent the weights to shrinking to
ZEero
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Vanishing gradient problem

: How to tackle the problem:
\ 4
Multiply many small numbers together * Activation function
e Weight initialization
e Network architecture
v
more rubust solution
Errors due to further back time steps
have smaller and smaller gradientes

gated cell
LSTM, GRU, etc.

Bias parameters to capture short -term
dependencies (we "loose" long-term

dependencies) e Use a more complex recurrent unit with gates to

control what information is passed through.

e gates selectively add or remove information
within each recurrent uniit




Long short term memory (LSTM)

Gates: 1) Forget 2) Input (store) 3)Update 4) Output

How it works:

1)Maintain a cell state
2)Use gates to control the flow of
information
e Forget gate gets rid of irrelevant
information
e Store relevant information from the
current input
e Selectively update cell state
Output gate returns a filtered version of the
cell state
3) Backpropagation TT with partially
uninterrupted gradient flow




Long short term memory (LSTM)

Gates: 1) Forget 2) Input (store) 3)Update 4) Output

ht Output

How it works:

Cell state Next cell state

1)Maintain a cell state
2)Use gates to control the flow of
information

e Forget gate gets rid of irrelevant

information

¢ Store relevant information from the

hes hy current input
Hidden state Next hidden state ° SeleCtlvely Update Ce” State

X, Tnput Output gate returns a filtered version of the
cell state
Seating o 3) Backpropagation TT with partially
X, | Comentinput (G | hev PEEd (G sigmoidlover X ommaton uninterrupted gradient flow

Inputs: Outputs: Nonlinearities:  Vector operations:

Adding
information

Memory from
last LSTM unit Mg Currentoutput  tanh Tanh layer +
Output of last b
LSTM unit

Bias




LSTM "not all that glitters is gold"

<< vanishing gradient problem .... but it
doesn't completely remove it.

e >> computational resources

e affected by different random weight
initialization

e Drop-out difficult to implement

e Prone to overfitting

e << performance for very long time
problems




LSTM example

vanilla LSTM

training set t in[-10, 10)
» testsett=10

the training set is an array of
sequences (len = 3)




i Computer Vision. S
Convolutional Neural Networks aonleatione: oo

IEEE ; ¢ Facial detection and
I recognition
N | e Healthcare, medicine and

Breast cancer COVID-19

Automated Individual Pig Localisation, biOIOQY

Tracking and Behaviour Metric ' e Self-driving vehicles
Extraction Using Deep Learning ey
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Skin cancer

_B

Recorded
steering
wheel angleb Adjust for shift Desired steering command
and rotation

- — Network
FIGURE 8. Four sample images from our pig detection test set processed -—|—> steering Y
by the Faster R-CNN with the feature extraction layers pre-trained on Random shift command
ImageNet, the rest pre-trained on Pascal Visual Object Classes Challenge and rotation -j

2007 and an additional fully-connected layer for the pig dataset.

Detections to the left of the red wall are ignored. The top left image is ? End to End Learning for Self-Driving Cars

from the low-light test segment. The top right image is from the densely . .
packed test-segment. The bottom left image is from the overexposed test We trained a convelutional neural network (CNN) to map
segment. The bottom right image is from the many pigs test segment. raw pixels from a single front-facing camera directly to...

Back propagation | Error
weight adjustment |

Fav ]
= |




. Computer Vision. Some applications:
Convolutional Neural Networks e Facial detection and recognition
e Healthcare, medicine and biology
e Self-driving vehicles

What the computer sees

T {153 | 174 |68 | 150 | 182 |19 18§72 160 (188 S

1| M v e 0 . 0
19 2. . 207 ln_ m
An image is just a matrix of numbers [0,255]!
l.e., |080x1080x3 for an RGB image




Features

Low Level Features

Lines & Edges

Mid Level Features

feature extraction from the data!
Learn hierarchy of features!

(As in other NN problems)
* Regression
» Classification
* High level feature detection

High Level Features

Facial Structure




Fully connceted NN

Input: . Fully connected:
e 2D image _ | e Connect neuron in hidden layer
* vector of pixel X to all neurons in the input layer

values e No spatial information!
(flatten the image) : e Lot of parameters

How to add spatial structure in the input?




Using spatial structure

Input:
e 2D image
e Array of pixel
values

ldea: connect patches of input
to neurons in hidden layer:

Sliding window to define conections,(connect
patch in input layer to a single neuron)

The key: how can we weight the patch to
detect particular features?




Using spatial structure

e Filter of size 4x4: 16 different weights
e Apply this same filter to a 4x4 patches in input
e Shift by 2 pixels for next patch

This "patchy" operation is convolution

e Apply a set of weights ( afilter) to extract local features
e Use multiple filters to extract different features
e Spatially share parameters of each filter

Q TSWC, 2022




Convolutional operation flcers

element wise

multiply add outputs

O TSWC, 2022



Convolutional operation

feature map

image feature map

Original Sharpen Edge Detect “Strong” Edge filter feature map
Detect -




Convolutional neural networks (CNN) -« forclassification

Fully-
connected
layer

Input image Convolution Maxpooling
(feature maps)

e Convolution: apply filters to generate feature maps
e Non-linearity: often ReLU
e Pooling: Downsampling operation on each feature map

Train model with image data.
Learn weights of filters in convolutional layers.
Q TSWC, 2022




Convolutional layer

Low level features Mid level features High level features

4x4 filter: matrix Z Z +b
of weights wy; Wij Xi+p,j+q

i=1 j=1

Edges, dark spots Eyes, ears, nose Facial structure

for neuron (p,q) in hidden layer Conv Layer | Conv Layer 2 Conv Layer 3

1.applying a window of weights
2. computng linear combinations — e k.

For a neuron in hidden layer
e Take inputs from patch
e Compute weighted sum
e apply bias

g(z)= max(0,z)




max pool with 2x2 filters
and stride 2

e Reduce dimensionality
e Spatial invariance




CNN: classification example

e Learns features in input image
throught convolution

e Introduce non-linearity
(activation func)

e Reduce dimensionality and
preserve spacial invariance

(pooling)

FEATURE LEARMNING

v
e at this point the last outpus is
the i-th feature map




CNN: classification example

e CONV and POOL layers putput
high-level features input

e Fully connected layer uses these
features to classifying input image

e Express output as probability
(image to certain class)

CLASSIFICATION

gri

EJ. II':"‘.Ir-I

softmax(y,;) =

logits = unnormalised (or not-yet normalised)

predictions (or outputs) of a model
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