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3Introduction

A General Overview

Day 1 14-Nov
Logic design and finite state machines P. Bazargan
FPGA and System-on-Chip (SoC) technology C. Sisterna

Digital numbers representation: fixed point vs floating 
point P. Bazargan
SoC architecture and design methodology C. Sisterna

SoC architecture and design methodology (cont.) C. Sisterna

Day 2 15-Nov
Digital Arithmetic P. Bazargan

Zynq-7000 SoC:  Evaluation and Development Board C. Sisterna
C for Embedded Systems C. Sisterna

C for Embedded Systems (cont.) C. Sisterna
Hardware and Software Interrupts on SoC C. Sisterna

AXI Bus and Custom IP C. Sisterna
Connectivity testing for lab activities L. Garcia

Day 3 16-Nov
Floating point operations: square root and division P. Bazargan

Programmable hardware acceleration in Communication 
Networks L. Valcarenghi
Quantization in Neural Networks: Advantages and 
Limitations E. Paolini

Fundamentals of VHDL (Hardware Description Language) C. Sisterna
VHDL for Synthesis C. Sisterna

Introduction to Lab Activities
M.L. Crespo, L. 

Garcia
Lab 1: Hello World Lab Tutors

Day 5 18-Nov
New SoC platforms for Al and Algorithm Acceleration 
(cont.) G. Sutter

HLS Tutorial F. Rincon

VHDL for Simulation (Testbench) C. Sisterna
Lab 3: Custom IP and VHDL Lab Tutors

Day 4 17-Nov
The role of programmable hardware acceleration in the 
edge-cloud continuum L. Valcarenghi

New SoC platforms for Al and Algorithm Acceleration G. Sutter

High Level Synthesis (HLS) F. Rincon

Guide for Lab 2: GPIO In/Out M. Ballina
Lab 2: GPIO In/Out Lab Tutors
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Since 
1984

2021
• New and convenient addition to 

the Xilinx portfolio
• Embedded applications

System-on-Modules

x86 applications

Accelerator Cards

2019

Heterogeneous computing

Versal ACAP

2018

FPGAs
(+60 families)

Devices

ARM + FPGA (Zynq)

SoC (ARM+FPGA)

2011



Device Category

FPGA SoC
MPSoC
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RFSoC

FPGA – SoC – ACAP evolution 

ACAP
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~ 2011
Zynq 7000 

~ 2015
Zynq UltraScale+ 

~ 2018
Zynq UltraScale+ 

RFSoC

~ 2019
Versal ACAP



Zynq SoC PS and PL
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SoCs combine processors, peripherals, 
and programmable logic

Zynq-7000, MPSoC, RFSoC, Versal® 
families

Offer ease of software programming 
and programming techniques to 

construct hardware

SoC “System-on-Chip”



Zynq-7000 SoC Block Diagram
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Application 
Processor
64-bit 
Dual/Quad-Core 

The First Multiprocessing SoC (MPSoC)

Real-Time 
Processors
32-bit Dual-Core

Platform & Power 
Management
Granular Power Control
Functional Safety

Configuration & 
Security Unit
Anti-Tamper & Trust
Industry Standards

Fabric Acceleration
Customizable Engines
High Speed Connectivity

Video Codec
8K4K (15fps)
4K2K (60fps)

High Speed
Peripherals
Key Interfaces

Graphics 
Processor
ARM Mali-400MP2

Memory
Subsystem
High Bandwidth
Low Latency

>> 8



Zynq UltraScale+ MPSoC Block Diagram
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Application Processing 
Unit (APU)
Quad-core or Dual-core ARM 
Cortex-A53 Processors

ARMv8-A architecture, 64-bit or 
32-bit operation (Up to 1.5GHz)

Real-Time Processing 
Unit (RPU)
Dual ARM Cortex-R5 Processors

ARMv7-R Architecture, 32-bit 
operation (Up to 600MHz)

Graphics and Video 
Processing
Graphic Processing Unit 
(GPU). ARM Mali-400 MP2
Video Encoder/Decoder 
(VCU). H.265, H.264

Granular Power 
Management
Platform Management Unit (PMU)



Scalability Across the Zynq® Portfolio
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Dual-core Arm® Cortex®-A9

28nm Artix-7 FPGA

Dual-core Arm® Cortex®-A9 

28nm Kintex®-7 FPGA

Dual-Core Arm® Cortex®-R5

Dual-Core Arm® Cortex®-A53

16nm FinFET+ Logic

Dual-Core Arm® Cortex®-R5

Quad-Core Arm® Cortex®-A53

Arm® Mali™-400 MP2

16nm FinFET+ Logic

Dual-Core Arm® Cortex®-R5

Quad-Core Arm® Cortex®-A53

Arm® Mali™-400 MP2

H.264/H.265 Video Codec

16nm FinFET+ Logic

Single-Core Arm® Cortex®-A9

28nm Artix®-7 FPGA
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Soft Decision Forward
Error Correction
• LDPC & Turbo Support

Integrated Direct-RF
Digital-to-Analog Converters

33G Transceivers
• 33Gb/s 
• 28G Backplane Capable

Integrated Direct-RF
Analog-to-Digital Converters

Hardened Engines
• PCIe® Gen3 & Gen4
• 100G Cores

Programmable Logic 
• 16nm FinFET
• UltraScale+™ FPGA Fabric

Processing System
• Quad-Core A53 (64-bit)
• Dual-Core R5F (32-bit)

Monolithically Integrated RF-Analog on a 
Production Proven MPSoC Architecture
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DSP-Intensive
• 4,272 DSP Slices
• 7,612 GMACs



Portfolio for Current RFSoC

20192018 2020 2021
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6GHz
of Analog Bandwidth

4GHz
of Analog Bandwidth

5GHz
of Analog Bandwidth

ASIC Performance with Adaptable 
Logic

 More processing per channel
 Greater instantaneous bandwidth
 More integration 
 ½ the DC power for a given use case
 Cost-effective for high volume

7.125GHz
of Analog Bandwidth

w/Hardened DFE Subsystem
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Zynq RFSoC
Gen 3

Zynq RFSoC
DFE

Zynq RFSoC
Gen 2

Zynq RFSoC
Gen 1
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Gustavo Sutter
Presentation for the “Joint ICTP, IAEA School on FPGA-based SoC 
and its application to Nuclear and Scientific Applications””

Versal ACAP Introduction
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Agenda
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Motivation for new SoC/Computing Architectures 

ACAP (Adaptive Compute Acceleration Platform) a first view

Xilinx Versal Architecture
 Scalar Engine (Arm Cortex A72 and R5), 
 Adaptable Engines (Programable Logic), 
 Intelligent Engines (DSP and AI Engines), 
 NoC (Network on Chip)

Design Flow Overview
 Traditional and platform based flow
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This is the Era of 
Heterogeneous Compute

One Architecture
Can’t Do It Alone

Mountains of 
Unstructured Data
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Software programmability 

Performance for a diverse 
range of applications

Adaptability to keep pace 
with rapid innovation

Today’s 
Developer Needs

3
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CPUs Fixed Function 
Accelerators
ASICs/ASSPs/GPUs

FPGAs

Today’s Solutions

17
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The Technology Conundrum .. And the Need for a New 
Compute Paradigm

Processing Architectures
are Not Scaling 

10

100

1000

10,000

100,000 ?

2X / 
3.5 Years

2X / 
1.5 Years

2X / 
6 Years

2X / 
3.5 Years

1980 1985 1990 1995 2000 2005 2010 2015

Performance vs.
DEC VAX11-780

CISC

RISC

End of 
Dennard
Scaling

Amdahls
Law

40 YEARS OF PROCESSOR PERFORMANCE

Source: John Hennessy and David Patterson, Computer Architecture: A Quantitative Approach, 6/e 2018

Whole
Application Sensor Fusion,

Pre-Processing,
Data Aggregation

Complex
Algorithms,

Full Linux “Services”

Domain 
Specific

Parallelism
(e.g., Video, ML) 

Irregular
data types, 

instruction sets, 
data operation

Safety Processing, 
or Latency-Critical

Workloads

A Single Architecture 
Can’t Do it Alone

18
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ACAP

19
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Adaptive

Adaptive Hardware for 
Domain-Specific Applications

21

Adaptive
Compute
Acceleration
Platform
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Compute Acceleration

Adaptable
Engines

Scalar
Engines

Intelligent
Engines

22

Adaptive
Compute
Acceleration
Platform
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Platform

ENABLING:

Data Scientists
SW App Developers
HW Developers

Development Tools 
HW/SW Libraries 
Run-time Stack

SW Programmable 
Silicon Infrastructure

23

Adaptive
Compute
Acceleration
Platform
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Device Category

FPGA SoC
MPSoC
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RFSoC

Disruptive Innovation 
Needed: Enter ACAP 
A new class of devices for 
today’s challenges

ACAP

24
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Introducing the Industry’s
First ACAP
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VERSATILE

UNIVERSAL
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For Any Developer

For Any Application

Heterogeneous Acceleration

The Industry’s First ACAP

7nm 
FinFET

27
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Scalar Processing Engines

Versal ACAP

Adaptable Hardware Engines

Intelligent Engines 
SW Programmable, HW Adaptable

Breakout Integration of Advanced
Protocol Engines

28
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Scalar 
Processing Engines
Arm Cortex-A72
Application Processor

Arm Cortex-R5
Real-Time Processor
Platform Management Controller

29
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Adaptable 
Hardware Engines 
Re-architected foundational HW
fabric for greater compute density

Enables custom memory hierarchy
8X Faster Dynamic Reconfiguration
(“on-the-fly”)

30
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Intelligent 
Engines

DSP Engines
High-precision floating point & low latency
Granular control for customized datapaths

AI Engines
High throughput, low latency, and power efficient
Ideal for AI inference and advanced signal processing

31
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AI Engines

Optimized for AI Inference and
Advanced Signal Processing Workloads
>1GHz VLIW/SIMD vector processor cores

Massive array of interconnected cores with
tightly coupled memory

Tightly coupled to adaptable hardware engine
to enable custom memory hierarchy
Software programmable, C-, and library-based
with hardware adaptability

VECTOR 
CORE

M
EM

O
RY

VECTOR
CORE

M
EM

O
RY

VECTOR
CORE

M
EM

O
RY

VECTOR
CORE

M
EM

O
RY
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For Any Application
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CLOUD EDGENETWORK

Wired Wireless Endpoints 

AI ADOPTION ACROSS MARKETS

Data Center

Versal for Multi-Market Applications

34
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Prime
Series

Premium
Series

AI Core
Series

35
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˃ Heterogeneous acceleration

˃ For any application

˃ For any developer

˃ TSMC 7 nm FinFET

˃ Software programmability and 
domain-specific hardware 
acceleration with adaptability

˃ Six series of devices

˃ Scalability and AI inference 
capabilities for diverse applications

Adaptive Compute Acceleration Platform (ACAP)

36
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Versal ACAP: Architecture 
Overview 
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Versal Architecture: Overview

38

Programmable I/O
• Any interface or sensor
• Includes 3.2Gb/s MIPI

PCIe Gen5 & CCIX
• 2X PCIe and DMA bandwidth
• Cache coherency

Scalar Engines
• Platform control
• Embedded edge compute

Adaptable Engines
• 2X compute density
• Voltage scaling for perf/watt

Transceiver Leadership
• Broad range, 32G → 112G
• 58G in mainstream devices

Intelligent Engines (DSP)
• AI compute
• Diverse DSP workloads

Programmable NoC
• Guaranteed bandwidth
• Efficiently moves data among 

portions of devices

DDR4 Memory
• 3200-DDR4, 4266-LPDDR4
• 2X bandwidth/pin

Protocol Engines
• 400G/600G cores
• Power optimized
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Scalar Engines 

Scalar Engines 
for Platform Management

 Execute complex algorithms and 
decision making for autonomous systems

 Provide safety processing and redundancy 
for mission- and safety-critical applications

 Manage the entire platform

 Load each aspect of the ACAP and 
monitor status 

 Support capability extension
• PL-instantiated MicroBlaze™ processor

39
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Scalar Engines 

40

Application Processing Unit (APU)

Based on Arm Cortex-A72 dual-core processor
 System memory management unit (SMMU)
 Cache coherent interconnect (CCI) unit
 Interface channels 
 System peripherals

SMMU and CCI provide shared memory 
environment with PS, PMC, and PL processors

Features:
 Up to 1.7 GHz speed – 2x single-threaded 

performance
 Armv8 architecture 
 Up in seconds
 Supports Linux and bare-metal
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Scalar Engines 

Real-time Processing Unit (RPU)

Based on Arm Cortex-R5F dual-core processor 
 L1 caches
 Tightly coupled memories (TCM) 
 Configured into dual-processor mode

or into lock-step mode for greater performance 

Features:
 Functional safety
 Split mode for performance or lock step for safety
 Low latency, determinism, and real-time control 

for any application
 ASIL/SIL certifiable

41
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Adaptable Engines 

Adaptable Hardware 
Engines – Programmable Logic 

Millions of system logic cells are available 
for any workload which can be reconfigured 
on the fly

Parallel, pipelined architectures, and hybrids 
are all possible with this flexible logic

42

Wide variety of memory elements providing 
right compute and memory structures
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Configurable Logic Block
Heart of the programmable logic

LUT

LUTRAM/SRL-capable LUT

Flip-flop

CE

Clock

SR

CLBs include logic and look-up tables (LUTs) 
 Can be configured into different combinations 
 Can create special-purpose functions, 

processing units, and other entities

CLB contains:
 32 LUTs and 64 flip-flops
 Arithmetic carry logic and multiplexers
 Control signals

• 4 clocks, 4 set/resets, 16 clock enables
 50% of the LUTs can be combined to form 

LUTRAM and shift registers
 Dedicated interconnect paths

43
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CLB Features

Block Diagram of CLB

Four times more logic capacity 
than before

Dedicated LUT-LUT cascade 
paths exist inside the CLB to 

reduce delays

Implementation of any arbitrary 
programmable logic function 
into functional units (LUTs) 

Flip-flops and latches for state 
retention and pipelining

SLL connections are now part 
of the CLB

Wide function multiplexers are 
no longer implemented and 
other LUTs are used instead 

New cascade multiplexers 
enable new carry chains to 

start at bits 0 and 4

LUTRAMs are simplified, 
having dedicated hardware to 
support 32- and 64-bit depths

Output multiplexing in CLBs

Additional registers (Imux 
registers) are embedded into 

the CLB and in the local 
interconnect for all hard blocks 
connected to programmable 

logic routing

44
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Adaptable Versal Architecture
Seamless memory-mapped access to the full height and width of the device

45

Block RAM
4 KB data with ECC (36 Kb)

 Placed in columns within the 
CRs and across the device

 Can be cascaded to enable a 
deeper memory implementation
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Adaptable Versal Architecture
Seamless memory-mapped access to the full height and width of the device

46

UltraRAM
32 KB data with ECC (288 Kb)

 Single-clocked, two-port, 
synchronous

 Arranged in the columnar 
Versal architecture
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Intelligent Engines

Intelligent Engines for Diverse Compute

DSP Engines
High-precision, floating-point computation support
Offload additional functions for acceleration

AI Engines
High throughput, low latency, and power efficient
Ideal for AI inference and advanced signal processing

47

Wired communications, automotive, and consumer markets

AI Is Everywhere 
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Digital Signal Processing Capability
DSP Engine combines high speed with small size for high performance and system design flexibility

 Multiplier can be dynamically bypassed
 Two 58-bit inputs can feed a SIMD arithmetic unit
 Logic unit can generate a logic function on the two operands

48
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AI
Engine

M
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AI
Engine

M
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AI
Engine

M
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AI
Engine

M
EM

O
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AI Engine: Hardened Compute, Memory, and Interconnect

 Immense array of SIMD/VLIW 
processors with its own 
instruction and data memory

 Connected on an innovative 
interconnect built with massive 
bandwidth

 Form a tightly integrated 
heterogeneous compute platform

 Provide up to five times higher 
compute density for vector-based 
algorithms

 Provide that throughput within the 
system power and thermal profile 
by complementing the DSP58s

49
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AI Engine: Terminology
Versal ACAP

50
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AI Engine: Terminology
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AI Engine
Array

Versal ACAP
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AI Engine: Terminology
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AI Engine
Array

Versal ACAP

AI Engine
Tile

Interconnect

ISA-based 
Vector Processor

Local 
Memory

AI Vector 
Extensions 
5G Vector 
Extensions 

Data 
MoverMemory Interface

Stream Interface
Cascade Interface52
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AI Engine: Terminology
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AI Engine
Array

Versal ACAP

Interconnect

ISA-based 
Vector Processor

Local 
Memory

AI Vector 
Extensions 
5G Vector 
Extensions 

Data 
Mover

Memory Interface

Scalar Unit

Scalar
Register

File

Scalar ALU

Non-linear 
Functions

Vector 
Register 

File

Fixed-Point 
Vector Unit

Floating-Point 
Vector Unit

Vector Unit

Instruction Fetch 
& Decode Unit

AGU AGU AGU

Load Unit A Load Unit B Store Unit

Stream Interface

AI EngineMemory 
Interface
Stream 
Interface
Cascade 
Interface

53
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AI Engine: Tile-based Architecture
AI Engine Array

M
EM

 I/
F Data

Memory
(32KB)

AXIS West
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AXIS   East

MEM I/F

MM2S
DMA

MEM 
I/F

Program
Memory
(16KB)

Instruction
Fetch & 
Decode 

Unit

Load & Store
Address 

Generation
Units

32b Scalar
RISC Unit

Fixed Point
512b SIMD
Vector Unit

Floating Point
512b SIMD
Vector Unit

Stall
Handler

Control, 
Debug 
& Trace

Accumulator
Stream FIFO

Scalar 
Register Files Vector Register Files

S2MM
DMA

AX
IS

 N
or

th
AX
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So
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Memory Access
AXI Stream

AXI MM
Cascade Stream

AI Engine

 VLIW processor with 512-bit SIMD 
vector units

• Application-specific vector extensions
- Optimized for DSP, 5G, AI, ML, 

etc.
• Hardened in 7nm @ 1 GHz
• Software programmable (e.g., C/C++)

 Debug/trace/profile functionality
• Debug using memory-mapped AXI4 

interface
• Connect to PMC via JTAG or HSDP

54
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AI Engine: Tile-based Architecture
Memory Access
AXI Stream

AXI MM
Cascade Stream

55

Tile Interconnect

 Communication among AI Engines 
 Access to the PL and memory in the PL
 Streaming interconnects

• AXI-Memory Mapped (AXI-MM) 
switch

- Configuration, control, and 
debug

• AXI-Stream crossbar switch
- Routing N/S/E/W around the 

array
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AI Engine: Tile-based Architecture
Memory Access
AXI Stream

AXI MM
Cascade Stream

56

AI Engine Array
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AI Engine Memory

 Local memory (32KB)
• 8 memory banks, memory interface, 

DMA (incoming/outgoing), and locks
 128KB direct core memory access

• 32KB local
• 32KB north, 32KB south
• 32KB east or west (depending 

on row)
 Data mover

• Non-neighbor data communication
 Cascade interface

• Partial results to next core
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Programmable NoC: Bridging Engines & Hard IP

57

ANIMATED

High-bandwidth, Terabit Programmable NoC
 Massive-bandwidth, programmable network on chip (NoC) that 

abstracts away the hardware and connects the engines and 
hard IP together

 Programmed for different data flows between high-speed I/Os 
and engines

Eases IP and Kernel Placement
 Ability to intuitively compartmentalize the kernels with easy 

entry and exit points
 Ability to connect any master to any slave
 Global address maps are based on the NoC interconnect
 Configurable NoC is an AXI4-based network to route:

 High bandwidth
 Real time
 Low latency

 Extends in both horizontal and vertical directions to the edges 
of the device

 Hardened connectivity to the integrated memory controllers and
PCIe core, enabling immediate connection to external DDR
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Programmable NoC: Bridging Engines & Hard IP

58

ANIMATED

Programming Framework
 NoC is a GUI experience 
 Enables an intuitive top-down system 

design with a straightforward compiler flow
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Scalar Engines Adaptable Engines Intelligent Engines
AI Engines

DSP
Engines

Dual-core
Arm Cortex-A72

Application Processor

Dual-core
Arm Cortex-R5F

Real-time Processor

Platform
Management

Controller

Block RAM

UltraRAM

Accelerator RAM

DDR4 HBM
112Gb/s

100G
Multirate
Ethernet
Cores

600G
Cores

MIPI
Direct

RF58Gb/s LVDS
32Gb/s

GPIO

Programmable Network on Chip

PCIe® 
w/DMA & 
CCIX, CXL

Adaptable Memory Hierarchy
The Right Memory for the Right Job

Block RAM & UltraRAM
Embedded configurable SRAM

(New) Accelerator RAM
4 MB sharable across engines

DDR External Memory
DDR4-3200; LPDDR4-4266

HBM
In-package DRAM

In
cr
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, D
ec

re
as

in
g 
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LUTRAM
Distributed low-latency memory

Local data memory 
in AI Engines

1 Tb/s

10 Tb/s

100 Tb/s

1,000 Tb/s

WORKLOAD1

WORKLOADN
Cache

Cache
TCM
OCM

59
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Versal ACAP Boards & Kits
Prime Series

Available Now
https://www.xilinx.com/products/boards-and-

kits/vmk180.html

VMK180
General Purpose Development Kit

(VM1802 Silicon)

AI Core Series

VCK190
AI Engine Development Kit

(VC1902 Silicon)

Available Now
https://www.xilinx.com/products/boards-and-

kits/vck190.html

60

http://www.xilinx.com/vcu102
https://www.xilinx.com/products/boards-and-kits/vmk180.html
http://www.xilinx.com/zcu216
https://www.xilinx.com/products/boards-and-kits/vck190.html
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Versal Devices (From DS950: Versal Architecture and Product Data Sheet)

61
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Versal ACAP: Design Tool Flow
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Adaptive Compute Acceleration Platform (ACAP)

Future Proof for 
New Algorithms

Support for Common
Standards 

ADAPTIVE

Adaptable
Engines

Scalar
Engines 

Intelligent
Engines

COMPUTE ACCELERATION

Enabling Data Scientists, Software Developers, Hardware Developers

PLATFORM

Single Heterogeneous Platform 
for HW/SW Engineers

Frameworks, Libraries, SW, 
Runtime Stack

65

Customizable memory hierarchies 

NoC to move data

ACAP
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Different Capabilities Means Different Tools
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 Vivado® Design Suite for manual design

 Vitis™ HLS tools for hardware system creation

Tools for Development
PL and Its Associated Resources 
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Different Capabilities Means Different Tools
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Tools for Development
NoC Resources

 Vivado IPI tool used for connecting NoC 
to various blocks:
• Control, Interconnects, and 

Processing System (CIPS)
• Memory and memory controllers
• Communication cores 
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Different Capabilities Means Different Tools
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 Array of cores optimized for DSP and ML 
requires new tools

Tools for Development 
Adaptable Intelligent Engines

aiecompiler
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Different Capabilities Means Different Tools
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 Vitis IDE supports Arm® RISC processors
• Enables bootable image creation

Tools for Development
Scalar Processors
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Versal ACAP Design Flows
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Platform-based Vitis environment flowsMore traditional design flow

Design Flow

Series

Design Type

More SW programmableMore HW programmable
(But still more SW programmable than Zynq® MPSoC)

Versal 
Devices

Versal 
Prime/Premium

Non-AIE

PL-only

Traditional 
Flow

No Platform

Embedded

Traditional 
Flow

No Platform

Custom
Platform

PCIe
(Alveo)

Xilinx
Platform

Versal AI Core
AIE

Embedded

Custom
Platform

PCIe
(Alveo)

Xilinx
Platform
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Platform-based Vitis flowsMore traditional design flow

Design Flow

Series

Design Type

more SW programmablemore HW programmable
(but still more SW programmable than Zynq MPSoC)

Versal 
Devices

Versal 
Prime/Premium

Non-AIE

PL-only

Traditional 
Flow

No Platform

Embedded

Traditional 
Flow

No Platform

Custom
Platform

PCIe
(Alveo)

Xilinx
Platform

Versal AI Core
AIE

Embedded

Custom
Platform

PCIe
(Alveo)

Xilinx
Platform

PL-only System 

 Hardware-only design

 Created using the traditional design 
flow using the Vivado Design Suite, 
which generates a PDI to program the 
Versal device

 Comprises of a programmable logic 
(RTL or IP) implementation 

 Operates autonomously and the 
device programming is handled by the 
Versal ACAP PMC
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Platform-based Vitis flowsMore traditional design flow

Design Flow

Series

Design Type

more SW programmablemore HW programmable
(but still more SW programmable than Zynq MPSoC)

Versal 
Devices

Versal 
Prime/Premium

Non-AIE

PL-only

Traditional 
Flow

No Platform

Embedded

Traditional 
Flow

No Platform

Custom
Platform

PCIe
(Alveo)

Xilinx
Platform

Versal AI Core
AIE

Embedded

Custom
Platform

PCIe
(Alveo)

Xilinx
Platform

Embedded System 

Comprises of:
 Embedded processor 
 Acceleration logic built into the 

traditional PL 

For the Versal ACAP, the embedded 
compute system comprises of:
 Arm® Cortex™-A72 and Cortex-R5F 

processors

Use models can be:
 Sophisticated embedded software stack
 Simple bare-metal stack 
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Platform-based Vitis flowsMore traditional design flow

Design Flow

Series

Design Type

more SW programmablemore HW programmable
(but still more SW programmable than Zynq MPSoC)

Versal 
Devices

Versal 
Prime/Premium

Non-AIE

PL-only

Traditional 
Flow

No Platform

Embedded

Traditional 
Flow

No Platform

Custom
Platform

PCIe
(Alveo)

Xilinx
Platform

Versal AI Core
AIE

Embedded

Custom
Platform

PCIe
(Alveo)

Xilinx
Platform

Embedded System 

Traditional flow:
 No platform
 Hardware design considered a fixed 

platform
• Vivado tools create the programmable 

logic on the device
• Vitis tools cannot modify the PL 
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Platform-based Vitis flowsMore traditional design flow

Design Flow

Series

Design Type

more SW programmablemore HW programmable
(but still more SW programmable than Zynq MPSoC)

Versal 
Devices

Versal 
Prime/Premium

Non-AIE

PL-only

Traditional 
Flow

No Platform

Embedded

Traditional 
Flow

No Platform

Custom
Platform

PCIe
(Alveo)

Xilinx
Platform

Versal AI Core
AIE

Embedded

Custom
Platform

PCIe
(Alveo)

Xilinx
Platform

Embedded System 

Platform-based flow:

Hardware 
Design 

Platform

Versal ACAP 
IP Blocks 

Board 
Interface IP 

Blocks

Processing 
Subsystem

Application-
specific Part of 

the System
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Platform-based Vitis flowsMore traditional design flow

Design Flow

Series

Design Type

more SW programmablemore HW programmable
(but still more SW programmable than Zynq MPSoC)

Versal 
Devices

Versal 
Prime/Premium

Non-AIE

PL-only

Traditional 
Flow

No Platform

Embedded

Traditional 
Flow

No Platform

Custom
Platform

PCIe
(Alveo)

Xilinx
Platform

Versal AI Core
AIE

Embedded

Custom
Platform

PCIe
(Alveo)

Xilinx
Platform

Embedded AI Engine System 

Comprises of: 
 Embedded processor
 Acceleration logic:

• Traditional PL
• AI Engines

For the Versal ACAP:
 Embedded processing system is running 

on the Arm Cortex-A72 and Cortex-R5F 
processors

 Hardware content in the PL and algorithmic 
content in the AI Engines

 Created using platform-based design flow
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Versal ACAP Design Flows
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Xilinx recommends a parallel 
development process 

Application team works on 
the subsystem using a Xilinx 

pre-built platform 

Platform team works 
independently on bringing 

up the custom platform
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Unified Software Platform

Vitis Unified Software Platform

77

 Adaptive computing

 Easy programmability of Versal ACAP hardware

 Support for open standards

 Software and AI

• Heterogeneous environment

• Portability: edge to cloud

• AI toolkit 
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Vitis Development Environment for Embedded Systems
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GUI and Command-line Support
Eclipse Open-source Standard

 Run applications on an 
embedded processor 
platform 

 OpenCL APIs and XRT

Optimize

Debug Profile
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Vitis Unified Solution Stack
For Heterogenous Compute, Edge to Cloud

79

• API and drivers

• Build code
• Fix problems
• Analyze

• Optimized 
FPGA 
acceleration

• Libraries for 
math and 
domain-
specific 
applications  

Vitis IDE: Environment for development of applications for Xilinx embedded processors

Xilinx runtime library (XRT)

Vitis target platform

Domain-specific
development 
environments

Vitis core 
development kit

Vitis accelerated 
libraries

Vision & Image
Processing

Math & Linear
Algebra Graph

Vitis Analyzer Debug

Vitis Compiler & Linker (v++)

Vitis Target 
Platform

RTL Kernel WizardVitis HLS AI Engine Compiler

HPC Database Data Analytics

Compilers
(host code)
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Thank You



© Copyright 2021 Xilinx

A Simple Example
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A Simple Example
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A Simple Example: The Project
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A Simple Example
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A Simple Example

Build the system and review results
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A Simple Example

You can simulate separately or at system level
 AIE in SystemC, A72 en QEMU, PL in XSIM
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