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Abstract

This paper presents a development of the seismicity model S.O.F.T. (scaling organization and fracture tectonics). We
remain in the frame of this simple model, which is based on an energy splitting combined with a renormalization group
approach. Redistribution of energy over the entire considered domain after strong events was introduced in the previous
model. The present version displays some general features of real seismicity, such as Gutenberg—Richter law, Omori law of
temporal decrease of the aftershock activity, seismic cycle (‘quiet’ periods with a background seismic activity, periods of
foreshock and aftershock activity). This is shown by numerical experiments in both the single domain case and in the case of
exchange of energy between several domains. © 1998 Elsevier Science B.V.

1. Introduction

We consider a hierarchy of scales in a fault zone
(King, 1983). The earthquake is a critical phe-
nomenon which takes place when fracturing be-
comes coherently self-organized at different scales
(Allegre et al., 1982, 1995; Ito and Matsuzaki, 1990;
Keilis-Borok, 1990). The fault zone is modeled by a
domain which permanently receives some energy
from outside. This energy is then dissipated through
fracturing at different scales. Probabilities of fractur-
ing at different scales are determined using a kind of
renormalization group technique (Wilson, 1979)
which we named scaling technique (Allégre et al.,
1982; Turcotte, 1992). At the lowest (most detailed)
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scale, this probability is a function of the density of
energy per surface (volume) unit. Each rupture causes
a total loss of energy in the corresponding part of the
domain (Allegre et al., 1995; Kanamori and Ander-
son, 1975). Later the ‘lost’ part of the domain is
gradually reloaded due to the redistribution of energy
through slow deformation (creep: King, 1978; Kranz,
1979).

In the frame of the present model, the scenario of
occurrence of strong earthquakes in a domain is as
following. During a quiet period the energy coming
from outside increases little by little the probability
of fracturing. Only the smallest events occur. At
some moment the system starts the coherent fractur-
ing over lowest to medium scales. This is expressed
in foreshock activity. When the coherent self-organi-
zation achieves the highest scales, a strong earth-
quake occurs. As a result, a big part of the volume of
the domain looses its energy. This diminishes the
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size of the remaining sound (effective) volume. As a
consequence, the process cannot any more reach the
highest level scales, and only less strong earthquakes
can occur. Part of the released energy is passed to
the remaining effective volume in which the density
of energy and the fracturing probability increase.
This starts the aftershock activity. Simultaneously
the redistribution of energy by means of creep is
started. Although this process is slow, it is enough to
diminish step by step the density of energy. This
forces a gradual slowing-up of the aftershock se-
quence. Finally, the fall of the density of energy
passes some limit, the reloading process starts, and
the cycle repeats itself (Blanter et al., 1997).

The balance of energy in such a system can also
be so that all the received energy has the time to
dissipate at intermediate-level scales, giving raise
only to moderate magnitude earthquakes. But a small
additional energy can lead to the occurrence of a
strong earthquake. To model such a behavior we
consider later a multidomain case; in this more com-
plex model additional injections of energy, due to
exchanges between the domains, are added to the
constant rate of energy which is provided to the
considered domain from outside. The intensity of
those injections is not permanent in time. '

In the previous paper on S.O.F.T. model (Allegre
et al., 1995), we started with similar energy consid-
erations. But we concentrated on the analysis of the
behavior of the system during a time interval includ-
ing a strong earthquake, rather than an entire cycle.
The weakness was in the aftershock sequences.

In the present paper we introduce a redistribution
nism. This allows us to obtain more realistic after-
shock sequences, with a temporal decrease of their
intensity (Omori law), and also to reproduce the
entire seismic cycle. We also study here more care-
fully the Gutenberg—Richter law at different stages
of the seismic process.

2. Model of fault zone

As in Allegre et al. (1995), we model a fault zone
by a set of domains which represent neighboring
segments of this zone (Fig. 1). This system continu-
ously receives energy from its tectonic environment.

Each domain has its own behavior, but in.addition,
all the domains interact with each other through an
exchange of energy in various forms (seismic, elas-
tic, tectonics). We will first develop the theory for
one domain, then indicate how to extend the model
to the case of interacting domains.

2.1. Theoretical formalism

This formalism resumes the general theoretical
basis which was described in the previous paper
(Allggre et al., 1995). We shall not describe it in
detail, but focus on the changes brought to the
model. For the analysis of the state of the chosen
domain we consider successive time moments 2,z +
I,t+2... Our model is deliberately intrinsically
discrete, and the time unit is unreducible. Let E(z)
be the total energy the domain possesses at the time
moment 7, AE(t) the amount of energy which the
domain receives during the time interval (z,r+ 1)
from outside (from plate tectonics and energy ex-
change with other domains), and R(1) the energy
lost by the domain in earthquakes (fracturing, redis-
tribution of strain, seismic waves and heat generation
by non-elastic motions);

E(t+1)=E(t) + AE(t) — R(?) (1

We shall call the component A E(z) the loading
component of the energy rate, and R(¢) the dissipa-
tion component. The analysis of the balance, or
competition, between loading and dissipation is a
basic feature of this paper. L

We consider a two-dimensional modei.“ﬁuring
the continuous process of loading and dissipation of
energy, the different parts of the domain become
obviously characterized by different densities of elas-
tic energy. We model such an heterogeneity by the
following simple assumption: at moment t all the
energy of the domain is homogeneously distributed
over only a part S(¢) of the total surface S, of the
domain. Thus we assume that the remaining part,
So — S(¢), has completely lost its elastic energy. If
the density of energy per surface unit E(r)/S(z)
exceeds some threshold &, then this energy excess
can result in generating new cracks and developing
ancient cracks by growth.

We use the same scaling technique as in Allegre
et al. (1982, 1995) and Allégre and Le Mougl (1994).
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Fig. 1. Illustration of a model of fault zone. Four domain (separated by a solid line) receive an elastic energy (Ae) from the stress applied to
their boundary by plates tectonics. The fault zone is supposed to be composed of a brittle layer above a plastic one. Fat lines represent the
major faults, dotted lines represent the minor faults, and dashed lines represent the exchange of energy between two domains. Around each
segment, we define a three-dimensional domain with specific geometries, extending to a prescribed depth. The three-dimensional domains

are those where the fracture occur.

We divide the considered domain into a hierarchy of
embedded grids of (3 X 3) cells. L is the maximum
number of levels of this hierarchy. At the lowest
scale level (1) we have N elementary cells. The
probability p (1) of fracturing for each elementary
cell depends on the excess of the energy density:

n, E
p(1) =7V%= 1 —exp(—a(s((;)) —s)

(2)

n{(t) being the number of elementary cells where a
crack is created during the time interval (¢, + 1), &
a coefficient. This formula is a natural generalization
of the linear one we used in the previous paper.

At the next scale (level 2) we consider N/9 cells
comprising (3 X 3) elementary cells. At level 3 we
have N/9? cells comprising (3 X 3) cells of level 2
etc. From the level k to the level k+ 1 the fractur-
ing is transmitted according to the following rule: if
at least three cells of level k aligned along the fault
zone major axis are cracked, then the corresponding
cell of level k+ 1 is also cracked (Fig. 2). We do

not introduce any time delay for transmitting frac-
turation from level k to level k+ 1 (but the whole
process of going through all the scales is made
during the chosen unit of time). Thus, as in Allegre
and Le Mouél (1994), the probability of fracturing at
level k during the time interval (1,z + 1) is defined
recursively as:

pi(t) =P[pk—1(t)] (3)
with:
P(x) =3x%1 —x)°+ 18x*(1 —x)°
+45x5(1 — x)* +57x%(1 — x)°
+36x7(1 —x)* +9x8(1 —x) +x°
We consider the fracturation of one cell at level k

during the time interval (z,1 + 1) as an earthquake
occurring at time ¢ (or micro-earthquake for lower

e

{evels). The magnitude of this earthquake is naturally
proportional to the level k. We shall discuss this in
more detail later. The fracturing at the highest level
L is the strongest possible earthquake in the consid-
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Fig. 2. This cartoon illustrates the scaling technique derived from
the renormalization group theory used by Allegre and Le Mougl
(1994). The domain (A) is divided into subdomains (B), the
subdomains are divided into smaller ones... until the elementary.
domain scale is reached. We used a grid of 3X3 domains.
(Allggre et al., 1995).

ered domain (Aki, 1984); this highest level can be
reached only if the current effective surface S(¢) of
the domain is close to the total surface ;. In a
general way we suppose that only the part S(¢)/S,
of all cells can generate quakes; more precisely, the
number of earthquakes (micro-earthquakes) of level
k which occur during the time interval (¢,t+ 1) is
defined as:

$S(1)

Kk(t)=lpk(t)Nk_§+6 (4)

where N,=N/9%"! is the total number of cells of
level k; [] means integer part; 8 is constant (& < 1.0).
Eq. (4) controls the maximum level which the sys-
tem can reach at time . This replaces a little bit
more artificial approach in the previous paper.

We assume as earlier that the energy r, released
in one earthquake at level k is proportional to the
linear size of the corresponding cell at the 3rd power,
r, = A3** (A being a scaling parameter). Combining
with Eq. (4), we obtain the dissipation component of
the energy:

R(1) = A i K, (1)3% (5)

As in S.O.F.T. 1, we assume that, after earth-
quakes have occurred, the corresponding subdomains
have completely lost their energy. The part of this
energy which has not been lost in elastic waves, or
heat, has gone to the remaining part of the domain.
This process is assumed to need some time to be
completed. The size of the effective surface is re-
duced by a certain amount AS,(?):

as(ny=p xR0

T=t—0+ |

(6)

a)

where p is scaling parameter, and o, defines the
delay, o, = 1.

As the most significant change of the model in
comparison with the previous one, we introduce here
a slow redistribution of energy in the entire domain.
After Blanter and Shnirman (1996), we suppose the
creep being the mechanism of this redistribution.

Energy comes continuously to the domain from
outside, and part of it goes to the destroyed subdo-
mains. In addition, through comparatively véry slow
movements (creep), strains are redistributed so that
parts of the destroyed subdomains are reloaded faster
than simply due to the external energy injection. This
results in the apparent regeneration of the effective
surface with the rate AS,(¢). In reality this means
only that the distorted subdomains take away some
energy from the subdomains in which the concentra-
tion of energy is high.

The apparent effective surface regeneration rate
AS,(1) should depend on the relative size of S(2).
We take:

So — S(1)

2

AS,(1) = (7

where we suppose o, > 0.
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Fig. 3. Probability of fracturing at different levels of the hierarchy.
This probability is defined by Eq. (3). All curves intersect at the
critical value p, =0.6823 : p,, (x)= p(x), if x>0.6823.

Finally the evolution of the effective surface S(¢)
results from a competition between reduction and
increase:

S(t+1)=58(t) —AS,(r) + AS,(1) (8)

Remark: Redistribution of energy (through the creep)
consumes some energy. For simplicity we assume
that this energy rate is constant (i.e., that its varia-
tions are negligibly small in comparison with both
loading and dissipation components in Eq. (1) (which
implies that the constant part of the creep energy is
subtracted from the loading component A E).

Now we can qualitatively describe how the model
generates self-organized critical phenomena similar
to the tectonic earthquakes. We can summarize its
behaviour in the following way.

The domain permanently receives energy from
outside. This energy input increases the energy den-
sity per surface unit at elementary (level 1) for cells
which form the ‘effective surface’. This increases the
probability of fracturing at this level, and conse-
quently the number of micro-earthquakes of level 1.

When the probability p,(t) is lower than the critical
value (see Fig. 3) the probabilities p,(z) are close to
0 for the upper levels of our scale hierarchy k = 2,
3,..., L. When p,(¢) comes close to the critical
probability, coherent fracturing reaches upper levels,
and foreshock activity starts. Finally p () passes the
critical value, and a strong earthquake (of the highest
level L) occurs. A big part of the energy which the
system had accumulated before is lost due to the
strong earthquake; but the effective surface also falls
down, although more slowly due to the time constant
o, and the energy density in the remaining part of
the domain can increase again, resulting in an in-
crease of p,(r). This generates the sequence of after-
shocks. Their number per time unit is high at the
beginning. But, due to the redistribution of the en-
ergy through creep, the density of energy per surface
unit rapidly falls down, and the aftershock activity
decreases. At the end of the cycle the long process of
reloading starts and it continues until the new pertur-
bation.

The behavior of the system varies despondently
on the values of the parameters. We shall see differ-
ent examples in the numerical experiments later on.

LogN

Hierarchy level k

Fig. 4. Theoretical magnitude—frequency graphs for one elemen-
tary time interval and different values of p,. Hierarchy level k is
used as earthquake magnitude according to Eq. (13). Graphs are
constructed using Eq. (4) with $(1)=S§,, L=15, §=0.1.
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Fig. 6. Time variation of the number of events per unit of time, at

different levels of hierarchy, for the typical experiment—¥almes6f
the parameters are as for Fig. 5.

We shall consider first the simple case of the single
domain with a constant value A E(t) = AE, of the
rate of loading. In the multidomain case we will
simplify the approach proposed in Allégre et al.
(1995). Only one domain is considered, but A E(r)
contains a time varying component formed by the
sum of energy supplies coming from its neighboring
domains: '

AE(1) = AE,+ LomRi(1) (9)

Index i marks the different domains, R/(z) is the
dissipation energy (Eg. (5)) of domain R,. In numer-
ical experiments we can iteratively use different
realizations of R.(r) obtained in previous single
domain and multidomain cases.

2.2. Gutenberg—Richter law

In real seismicity the distribution of earthquake
magnitudes follows the Gutenberg—Richter law
(Kanamori and Anderson, 1975):

log( N) = —bM + const, (10)

where N is the number of earthquakes with magni-
tude M during some (rather long) time interval and
b the slope of the magnitude—frequency graph. The
parameter b varies in the range of 0.6—1.4 according
to the different seismic zones (Gutenberg and Richter,
1954; Utsu, 1965; Hattori, 1974). The b value can
also vary in time; in addition, the magnitude—
frequency graph can have a downward bend at large
magnitude values, and this bend can also vary in
time. Those effects are interesting when analysing
the different stages of the seismic process and its
predictability (Narkunskaya and Shnirman, 1990).
To construct magnitude—frequency graphs we
have first to define the earthquake magnitude in our
model. We mentioned above that the magnitude
should be a linear function of the level of the hierar-
chy of scales k. Magnitude is indeed characteristic of

t= 0-6000 (totaf), b=0.965

t= 500-1500 (reloading), b=0.956
= 370-400 (aftertiocks), b=0.853
t = 380-368 (foreshocks), b=1.359

Log N
[~

8
Hierarchy level k

Fig. 7. Magnitude—frequency graphs for different stages of the
seismic process. We take the hierarchy level k as the magnitude
according to Eq. (13). The typical experiment (Fig. 5) parameters
values are used., The .b value for all curves is calculated by the
least squares method on the interval 9 < k < 13. The slope for
foreshocks (7 = 360-368, see Fig. 5a) is significantly higher than
the slope for aftershocks, the reloading period, and the total
considered time interval.
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Fig. 8. Self-similarity of aftershock sequences. (a) Typical experiment of the model; (b) aftershocks M > 4 of the earthquake 26/5/1983 in
Japan, M =7.7; (c) aftershocks M > 4 of the Southern Kurils earthquake 4,/10/1994, M = 8.1; (d) aftershocks M =2 of the Landers
earthquake 28,/6 /1992, M = 6.7 in California. We consider histograms of the number of aftershocks in the fixed length boxes as function
of time after the main shock. Three different time scales (changing like 1, 2, 4) are shown for each example. The picture for the typical
experiment of our model is very similar to those for real aftershock series. Self-similarity of the real aftershock sequences is due to the

Omori law,

the size of the earthquake; the relationship between
the magnitude and the focal surface S is well known
(Utsu, 1961):
M = Clog(S) + const (1)
The coefficient C varies from 0.6 to 1.4 accord-
ing to the different authors (Okal and Romanowicz,
1994); the most commonly used value is C = 1.
In our model we can consider the focal surface to

be proportional to the size of the cell of each level &
of hierarchy. Thus: ¢

S,
M=C log(;}9k") + const = Clog(gk) + const
(12)

Taking C = = 1.05, we have:

1
log(9)
M =k + const

(13)
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This allows us to use k directly for the earthquake
magnitude.

Now we can theoretically construct the magni-
tude—frequency graphs corresponding to different
values of the elementary probability p,(¢) by taking
the logarithm of Eq. (4) and using Eq. (13). Results
are shown on Fig. 4. We consider one elementary
time interval and take S(z) =S,, L=15, §=0.1. If
p(1) = 0.6823 (the critical value: P(0.6823) =
0.6823), the magnitude—frequency graph is practi-
cally linear with the slope b =1log 9=0.95. For
lower values of p,. Examples of magnitude—
frequency graphs for longer time intervals will be
given later in the numerical experiments.

2.3. Numerical experiments

As in the previous paper, we will examine both
single domain and multiple domain cases. In the case
of a single domain we will present one example
which gives results similar to real seismicity data
(Scholtz, 1990), then consider the influence on these

results of varying the parameters of the model. After- -

wards, considering two multidomain examples, we
will examine the interaction of neighboring domains
and demonstrate the possibility of earthquake trigger-
ing.

2.3.1. Single domain case

The modifications of the S.O.F.T. model de-
scribed above allow us to obtain more realistic after-
shock sequences and also to obtain a repetition of
strong earthquakes (seismic cycle). This is demon-
strated by a typical numerical experiment for the
single domain case (Figs. 5-8) in which we used the
following values of the parameters: E, = 2.5 X 10°;
AE;=25%10% a=60X10""; £=15X10%
8=0.1; AN=0.1; u=34X 1077, o,=3 o,=
1000; and L= 15. On Fig. 9 we present in addition
the most interesting examples obtained by varying
the parameters.

Repetition of strong earthquakes (Fig. 5) (Scholtz,
1982) is due to the balance between the energy

coming from outside (integral of A E) and the energy
dissipated through earthquakes (integral of R). In
our typical experiment, the first and strongest (highest
hierarchy level L) earthquake occurs at the end of
the first loading interval. Afterwards the system is
periodically reloaded and produces periodically
strong events of level (L — 1); the surface S which
can generate earthquakes does not reach again the
value which is necessary for earthquakes of the
maximum level of hierarchy (L) to occur.

The system is strongly self-organized, and its
behavior remains the same in a wide diapason of
parameters. For example, the balance of coming and
dissipated energy remains if the value of AE; is
decreased by a factor of two (Fig. 9b). In this new
example the slow rate of coming energy allows the
system to completely retrieve its initial state, and we
observe a repetition of the strongest possible earth-
quakes.

In the typical experiment strong earthquakes are
followed by sequences of aftershocks of all magni-
tudes (Fig. 6). The decrease in time of the number of
aftershocks is self-similar (Fig. 8), as in the case of
real aftershock sequences (Omori law: Utsu, 1965).

Foreshocks are less strong than aftershocks: in the
typical experiment their maximum magnitude corre-
sponds only to the third level of hierarchy from the
top (k= 13) (Fig. 6). The slope of the magnitude—
frequency graph corresponding to the foreshocks se-
quence is significantly higher than it is for reloading
and aftershock phases (Fig. 7).

We have then, as announced supra, studied how
varying the parameters affects the behavior of the
model. The most interesting examples are shown on
Fig. 9. A change of the initial energy E, can only
shift the time scale (of course, if it does not immedi-
ately provide the critical value of p;). As in the
previous paper (S.O.F.T.1), the most important pa-
rameters are AE, and « (parameter « replaces
parameter k in the previous paper).

Very small values of AE, give an a-seismic
behaviour (Fig. 92). But the level of total energy in
this example is high enough (compare with Fig. 5a)

Fig. 9. Results of varying of the model parameters in comparison with the typical result. The values of parameters are the same as on Fig. 5
except: (a) AEy=0.7x10%; (b) AEy= 125X 10% (c) AE;=2.85% 10" (d) a=03X107% (e) a=09X 107%; (f) o, =15; (g)

o, = 300.
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Fig. 10. The periodicity of strong earthquakes as a function of the
parameter A E,. All other parameters are as for Fig. 5. The limit
for jow values corresponds to the non-stable balance with high
accumulated energy. The limit for high values corresponds to the
stable balance with accumulated energy and permanent dissipation
of energy by small events.

to produce the strongést earthquake and a small
injection of additional energy can generate (trigger)
this big event. We will show that later when consid-
ering muitidomain examples. The opposite situation
corresponds to high values of —AWI“Z'O (Fig. 9¢): the
strong earthquake largely destroys the domain; after
this event only a very small part of the initial surface
remains effective; this part generates permanently
small events. Intermediate values of A E; provide a
repetition of strong earthquakes as on Figs. 5 and 9b.
Fig. 10 shows how the period of this repetition (the
seismic cycle) depends on the value of AE, (all the
other parameters being fixed).

Parameter. @ influences too the period of strong
events repetition. Small values correspond to a slower
energy dissipation rate and, accordingly, to larger
values of this repetition period. Large values of «
can produce a picture which seems to represent a
discrete case (Fig. 9e: each event seems to be iso-
lated from each other). In reality this is no more than
the standard case but with a very short period of the
seismic cycle. The decrease in time of the amplitude
of R at the beginning is only a transitional period
due to the chosen initial conditions.

Influence of parameter ¢ is similar but opposite
to that of parameter «; small values of & correspond
to short periods of the seismic cycle. The parameter
w also provides longer seismic cycle periods when it
is given larger values and produces the pseudo-dis-
crete picture when it is given small values. The value
of & practically does not change the results if it
varies in the range 0.05-0.5.

Parameter A changes the energy scale, and has to
be considered simultaneously with parameters A E,,
e and o. The maximum hierarchy level L has b
taken equal to 15 and no other value has been
considered.

Larger values of the time delay o,, characteristic
of the effective surface decrease after an event, can
generate a seismic swarm as on Fig. 9f; the after-
shocks sequence is replaced by a sequence of strong
events of similar magnitude. o, influences the length
of the aftershocks sequence and the period of the
seismic cycle. One example is shown on Fig. 9g.
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Fig. 11. Example of triggering a strong earthquake by a small
energy injection. The graph at the top shows a fragment of the
graph of R from Fig. 9a. Next graph shows the energy injection.
The bottom graph represents values of R when the small energy
injection has been added. The value of the injected energy is two
orders of magnitude lower than the value of R generated by the
top hierarchy level events.
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2.3.2. Multidomain case

We present here two simple examples of interac-
tion of several domains. The first example represents
the possibility of triggering strong earthquakes. The
second shows that €vén a small variability in time of
the energy feeding the considered domain can signif-
icantly influence its seismicity (Keilis-Borok, 1994).
We assume that this variability is produced by an
interaction with a neighboring domain (part of the
energy R dissipated in this second domain goes to
the domain under consideration).

2.3.2.1. Earthquake triggering. We consider here the -

case of a very small rate of energy A E, (Fig. 9a) and
inject into the domain an extra-amount of energy
(Fig. 11); the value of this amount is 5 X 10°, that is
approximately 1/200 of the energy of the strongest
event. This injection acts as a triggering for generat-
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Fig. 12. Interaction of two domains. (a) rupture energy R for a
domain with the same model parameters as for Fig. 5, except:
E,=15%10°% and &=1.2X10% (b) rupture energy (I/20) in
the typical experiment (parameters as on Fig. 5); (c) resulting
rupture energy and p, in the first domain.

ing an event of the highest level L. It is interesting to
observe that this event occurs with some delay after
the injection and is preceded by foreshocks. The
energy of the event is two orders of magnitude
higher than the value of the injected extra-amount of
energy.

2.3.2.2. Interaction of neighboring domains. Let us
consider two domains (Fig. 12). In the first domain
the parameters of the model are the same as in the
typical experiment except for E,=1.5X 10° and
£=1.2X10% The graph representing the rupture
energy R for this case (without interaction) is shown
on Fig. 12a. The second domain is exactly as in the
typical experiment. We assume that 1/20 of the
rupture energy R of the second domain is transmitted
to the first one. The average of this energy (Fig. 12b)
per time unit is to 0.17 X 10°. In order not to change
the total energy which comes into the first domain,
we subtract from AE, (corresponding to the first
domain) this average value, but at every moment we
add the instantaneous energy coming from the sec-
ond domain. The result (graphs of R and p,) is
shown on Fig. 12c. The interval between strong
events is no longer constant.

More complicated combinations of domains with
different parameters will lead to more complicated
results. We think that practically any sequence of
events can be modeled in such a way.

3. Discuossion and conclusions

In the present paper we have obtained a signifi-
cant improvement of the previous S.O.F.T. model.
First, we succeeded in obtaining the decrease in time
of the number of aftershocks and of their energy,
similarly to what is observed in the case of the real
earthquakes (Omori law). Secondly, due to the intro-
duction of energy redistribution by creep, we have
obtained the repetition of the seismic cycle, with
periods of low level of seismic activity, periods of
activation (foreshocks), followed by a strong main
shock and aftershocks.

We model creep by an apparent reconstruction of
the surface of the domain at a rate proportional to the
size of the broken area (Eq. (7)). This can be ex-
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plained as well in terms of heterogeneity of the
energy distribution in the domain. We model this
heterogeneity by two homogenous parts of the do-
main: a broken part, in which the potential energy is
zero, and a non broken part, in which the density of
potential energy is constant. This is a kind of de-
scription of asperity or barrier type (Aki, 1984). In
- such words, the redistribution of energy is equivalent
to an increase of the size of the unbroken part.

The apparent surface reconstruction we spoke
above has nothing to do with the process of consoli-
dation of the broken material. We guess that consoli-
dation process is incomparatively slower.

3.1. How does the model work?

Periods of low seismic activity (seismic noise)
correspond to the relatively long periods of loading
(or reloading) of the system, when the energy comes
from outside much faster than it is dissipated by
small events. During these periods the density of
energy is below the critical value.

As the energy density approaches the critical
value, the seismic activity increases. In our model
foreshocks start earlier at lower levels of scaling
(lower magnitude of events); they may be absent at

higher levels. During the foreshock period the energy

continues to accumulate, because the foreshocks en-
ergy is weak.

Finally, a significant part of the accumulated en-
ergy is released in the strong earthquake which
breaks part of the domain. The remaining potential
energy is passed to the unbroken part (possibly with
some small delay). At the beginning the relative
losses in area of the sound domain are higher than
the relative losses of energy. This gives a further
increase of the energy density, and aftershocks start.
The number per unit time and energy of the quakes
are now limited by the size of the unbroken part of
the domain. The energy released by aftershocks is
enough for the total density energy of the system
continue to drop down. The ‘working’ surface at
some point stabilizes—when losses of the sound
sufface become equal to the apparent recovering of
surface by creep. Those two processes together lead
to a decreasing of the energy density. At some
moment this density drops below the critical value,
and the aftershock sequence transforms into seismic

noise (we have to note that in the present model the
beginning of the aftershock sequence is accompanied
by an increase of the energy concentration).

Thus, the frame of this model, characterized by a
reasonably small number of parameters, has provided
in numerical experiments a behavior presenting some
gross properties of real seismicity: Gutenberg—
Richter law, Omori law, seismic cycle.

Let us emphasize again a main characteristic of
the model—tectonic energy enters it at the smallest
scale and cascades up to larger scale levels. This is
compatible with the asperities mechanism as defined
by Aki (1984)—asperities represent smaller scale
heterogeneities than the whole fault plane, and the
process creating asperities involves foreshocks and
precursing creep; the fault plane becomes heteroge-
neous before the rupture and the main shock is a
stress smoothing process over the fault plane. But, as
pointed out by one of the referees, the barrier mecha-
nism rather calls for a cascading down of energy.
Barriers, as defined by the same paper of Aki (1984),
represent small scale heterogeneities created by the
main shock rupture. Non-uniform slip over the fault
plane creates stress concentration over it, causing
aftershocks along the mainshock rupture plane. The
main rupture is in this case a stress roughening
process, and smaller events are created by larger
events. Tectonic energy enters the system from the
largest scale, through plate motion, and is cascaded
down to smaller scales.

Both cascading up and down may be simultane-
ously working in the actual fault zone, but, according
to the referee, observations support the evidence of

cascading down. For example, he says, foreshocks

are subtle and rare phenomena, while aftershocks are
ubiquitous and robust. But this one observation does
not, in our opinion, contradict the inferences of the
present model: foreshocks are often present only at
the smallest scales and then have very small energy,
whereas aftershocks are ubiquitous and much more
energetic (Section 2.3.1) even without introducing
cascading down. Nevertheless cascading down is
certainly to be introduced into the model, without
giving up its main ingredient, i.e. large scale self-
organization from small scale events. This will be
one of our next steps. Together with the introducing
of other physical concepts, like nucleation and
growth, and heterogeneities, it will allow us, we
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hope, to closer approach the rupture dynamics and to
account for more observations on earthquakes than
the Gutemberg—Richter and Omori law.
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SUMMARY

A time-dependent stochastic process with three states (solid, broken and moving) is
considered in a hierarchical system made of embedded cells of increasing levels. An
earthquake of a given scale & is associated with the moving state of a cell of level k and
results from the coherent self-organization of fractures of lower scales. A direct cascade
of stress redistribution generates small-scale stress heterogeneities in the neighbour-
hood of the active fracture. An interesting feature of the model is that the size of the
domain where stress redistribution takes place grows proportional to the length of
the fracture. In the framework of the general model, inspired by the progress in the
use of the renormalization techniques in approaching critical point phenomena, we
independently study a ‘fracturing’ submodel and a ‘friction’ submodel. These submodels
are two-state models that act on different timescales. In the ‘friction’ submodel, which
comprises broken and moving states, the transitions between these two states are
associated with stick-slip behaviour in a completely fractured fault zone. In the
‘fracturing’ submodel, which comprises solid and broken states, we model the brittle
behaviour of rock material. In both models we obtain a spatio-temporal clustering
of earthquakes, realistic aftershock sequences whose frequency decreases respect
the modified Omori law, and a frequency-magnitude relationship that respects the
Gutenberg-Richter law. We show that the model behaviour is controlled by the stress
heterogeneity in the fault zone, we find evidence for a relationship between the
periodicity of the largest earthquakes and the b-value, and we indicate how the different
physical ingredients underlying each submodel can be gathered together in a more
general model.

Key words: cascade, heterogeneity, hierarchical system, Omori law, seismicity.

1 INTRODUCTION

Earthquakes mainly occur in fault zones—boundaries between
tectonic plates—and result from the relative large-scale motions
of these plates. These fault zones include a large number
of faults that interact together (Harris 1998) to accommodate
the large-scale deformation. Most faults are schematically
characterized by two phases during their history: an aseismic
long time period, without relative motion of the two sides
of the fault, separated by short periods of seismic activity
(foreshocks—main shock-aftershocks sequence, swarm of small
earthquakes). Other faults produce aseismic slip (slow earth-
quakes, creep) with a large number of microearthquakes.
Information collected has revealed a spatio-temporal cluster-

© 2000 RAS

ing of the seismicity and various types of statistical behaviour
such as the Gutenberg—Richter power law concerning the size—
frequency statistics [Gutenberg & Richter (1994), who noted
that ‘earthquakes may be expected to occur in the future, as
in the past’], the Omori law, which describes the aftershock
frequency decrease (Omori 1894; Utsu er al. 1995) as well as
the foreshock frequency increase (Papazachos 1975), and the
relation between the energy radiated by an earthquake and its
size (Kanamori & Anderson 1975). :

The fracturing process determines the length of the major

fault as well as the distribution of cracks at all scales. Friction -

can then play its part in the fractured zone. The development
of a constitutive law of rock friction (Dieterich 1979) has pro-
vided a frictional interpretation of a large range of deformation
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phenomena (Scholz 1998) associated with pre-existing fractures:
creep (Scholz 1990), seismic regimes (Marrone & Scholz 1988;
Tse & Rice 1986), aftershocks (Dieterich 1994), nucleation
phases (Campillo & Ionescu 1997), seismic cycles (Ben-Zion
1996; Rice & Ben-Zion 1996) and coseismic phases (Cochard &
Madariaga 1994). Nevertheless, shear fractures do not always
occur along pre-existing structures and the rupture could be
initiated in or propagate into intact or healed bulk rock. For
long time periods, and to include the large-scale heterogeneity
of rheological rock properties, the analysis of the rupture of a
fault zone has to include the fracture mechanism (Yamashita &
Ohnaka 1991).

Earthquake genesis can also be tackled with tools of non-
linear physics (e.g. Dubois & Gvishiani 1998). The seismogenic
layer of the Earth has been considered to exhibit a state of
‘self-organized criticality’ (SOC) (Bak & Tang 1989; Main 1997).
A large number of phenomenological models (see references
in Main 1996) reproduce this statistically stationary state
characterized by spatial and temporal correlation functions
with a power-law behaviour. This was also obtained by Correig
et al. (1997), who used a cellular automaton to model the
aftershock frequency decrease. Discarding the state of SOC,
Knopoff (1997) suggested that the healing of cracks and
the rate of healing have to be taken into account in a fault
zone (Marrone 1998) to obtain an understanding of the self-
organization of earthquakes. The Burridge—Knopoff (BK)
model (Burridge & Knopoff 1967) models a fault by a spring-
block system lying between two rigid tectonic plates; it repro-
duces the Gutenberg—Richter law. By including a relaxation
time, Hainzl et al. (1999) also reproduced the Omori law and
the increase with time of the foreshock frequency.

Qur approach can be compared with renormalization tech-

niques used for other examples of critical point phenomena in
different areas of physics (Binney ez al. 1992). It canbe seenas a
link between the physical approaches noted above, the BK multi-
blocks approach and the scaling approaches to earthquakes. In
previous work (Allégre et al. 1995, 1998) we modelled a fault
zone with a hierarchical system made of embedded cells.
Earthquakes that occur within the fault zone are the result of
tectonic loading. Each earthquake is a critical phenomenon
that is the expression of a self-organization of fractures at all
scales. This view is supported by field observation (King 1983)
and laboratory experiments (Tapponnier & Brace 1976). The
potential elastic energy coming from the outside increases
the density d of cracks at the lowest level; the density of cracks
at higher levels is directly calculated from d by a criterion of
coherent fracture organization (which we call the SOFT rule;
Allegre et al. 1982). The cornerstone of this former SOFT
approach (which we call the integral approach) is the appearance
of a critical density of cracks d; the density of cracks versus d
at a given level k tends toward a (Heaviside) step function
H(d —d.) with increasing k. The whole organization process,
through all scales, is completed during a chosen unit of time
and, after an event, part of the energy is redistributed in the
unbroken part of the medium, while another part is emitted
by acoustic waves or consumed by friction. With this kind of
approach it is possible to obtain some characteristic classes
of seismic behaviour (seismic noise, swarms, earthquakes with
or without precursors; Allégre er al. 1995) and a typical time
distribution of aftershocks (Allégre et al 1998), and also,
following somewhat different lines, to generate an algorithm
of prediction based on the variation of the local slope of the

magnitude—frequency relationship (Blanter et al. 1997). A large
range of critical behaviours is also observed depending on the
fracture criterion (Shnirman & Blanter 1999).

The present model is an implementation and an improve-
ment of the integral approach; we now study a hierarchical
system of identified cells, each of them being in one of a given
number of states. Non-stationary transition rates between
the various states and a stochastic process at the lowest scale
define the location in time and space of each transition. We
can determine the origin (in time and space) of the modelled
structures (fractures) and their history on different time-
scales. Our basic assumptions are as follows: the rupture can
be initiated by the fracturing of a solid part of the medium
(asperity) or can take place in a broken part through the
friction process. The rupture can propagate until it is stopped
by more solid parts (barriers; Aki 1984). These more solid parts
of the medium favour in turn the loading up of the shear stress,
which can be eliminated by both earthquakes and creep pro-
cesses. We also include healing of cracks and a direct cascade
(from higher levels to lower levels) of stress redistribution
after each event. The stress redistribution generates small-scale
stress heterogeneities from which one can compute the stress
field at different scales. A time delay is precisely defined using
the shear wave velocity, and this implies a more sophisticated
SOFT rule with memory. We can describe the nucleation phase
and the coseismic phase of an earthquake in terms of a cascade
model (Ellsworth & Beroza 1995). A low frequency of the
stick—slip behaviour at the smallest scale can be associated with
the seismicity along creeping faults or during slow earthquakes.
We eventually generate long-duration synthetic catalogues
containing the time, magnitude and location of the events.

We will somewhat systematically compare the model results
with seismicity observations. We are aware that confrontation
of theory and experience cannot, in the present case, lead to
what could be called a proof of the validity of our approach. We
will come back to this point in Section 5.

2 THE GENERAL MODEL

In this paper we use the integral approach of the SOFT model
(Allegre et al. 1995, 1998) as a starting point for a stochastic
time-dependent model of a fault zone in which we incorporate
the stress redistribution following seismic events. Indeed, in a
homogeneous system the redistribution of stress at different
scales and locations is the main cause of the heterogeneous
distribution of cracks.

We propose first a general model that assumes the coexistence
only of ‘friction’ along existing fractures and ‘brittle fracture’
of the solid parts of the medium (‘asperities’, ‘barriers’).
These two rupture mechanisms are then independently studied
and their characteristic behaviour described, as well as the
seismic phenomena they are associated with. The first variant,
the ‘friction’ model, starts from a completely fractured state
(all the cells, at all scales, are broken) and there is no healing
process. In the second variant, the ‘brittle fracture’ model, we
neglect friction and assume that only the solid (unfractured)
part of the medium concentrates the elastic potential energy;
rupture is initiated in a solid part and can propagate in the
fractured part. The rupture threshold is constant for each
model but larger in the case of the fracturing process.

Let us present our basic assumptions. The seismicity
generation process takes place in a certain domain of a fault
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zone. This domain is modelled by an abstract hierarchical
system composed of embedded 2-dimensional cells in the
manner explained in Fig.1 (with &2 =2): the highest level is
associated with one cell and is subdivided into 22 cells of the
same shape, £ being the renormalization factor. For each of
these cells we repeat the same operation until we obtain a
hierarchical stem of cells with o~ different scales. Let k=0 be
the smallest scale, and k=" the largest. Our model is based
on the simultaneous consideration of all scales. It is important
to stress that our hierarchical system of cells does not represent
a system of solid or quasi-solid blocks. Each cell at each level
instead represents a boundary between two blocks, or a fracture.
It can then be associated with a possible fault plane that
is located somewhere within this cell. Each cell (crack) will
interact with neighbouring cells (cracks) and possibly create a
fracture at a larger scale in a larger cell.

We assume that, as a result of the long-term, large-scale,
tectonic fracturing process, our system is polarized in the
direction of the fault plane of the largest possible fracture. We
shall call this direction the ‘main direction’. For the sake of
simplicity, we assume that the rupture propagates only along
this ‘main direction’. We only study the case of simple-shear
stress loading, which corresponds to a strike-slip earthquake
faulting mode. This idealized geometry can be modelled by a
2-D hierarchical system that represents a plane (Fig. 1, 2=2).
The source of this loading is the motion of two tectonic
plates in opposite directions. We assume a constant rate of
motion and a constant normal stress; accordingly, shear stress
would increase constantly but for the strain energy dissipated
by earthquakes or non-elastic deformation (creep, plastic

deformation). This process is associated with both discon- -

tinuous energy dissipation and temporal variation of the average
shear stress. Furthermore, the complex geometry of fracturing
creates a heterogeneous stress distribution. We neglect the
heterogeneity of elastic and fragile properties of the medium.
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According to Bath, the duration of an earthquake, z, defined
as the rupture time, has the following empirical dependence on
magnitude:

logr= 1og<§> =0.5M+1.9, )
T

where % is the earthquake fault length, o, the fracturing velocity
and M the earthquake magnitude. A larger earthquake has
a longer duration, and while part of the earthquake fault
continues to move, some other parts have already stopped, and
during the fracturing process it is impossible to determine
the final magnitude of the event. In this paper we consider a
constant rupture velocity of the order of the magnitude of the
shear wave velocity.

We now discuss in more precise terms the stochastic
dynamical system that we study in this paper.

2.1 The hierarchical system

The hierarchical system is obtained, as mentioned above, by
dividing a @-dimensional cell into %22 smaller cells, ¢ times.
There are thus n(k)=RZ2F =9 cells at scale k, k=0, ..., A"
Let us denote by C=C¥, ie{1,2, ..., 2% ~*}? the 2%
cells of scale k and by A/(CF), j <k, all the cells of scale j
contained in C{‘ (Fig.1). In the case where j >k, Aj(Cf‘) stands
for the unique cell of scale j in which C¥ is included. Thus
Ar(Ar+1(C)) are all the cells of level k contained in the same
cell of the next larger-scale cell that contains C. At each
moment any cell can be in three possible states:

(1) solid (unfractured or unbroken): state s;

(2) broken (locked by friction, fractured and motionless):
state b;

(3) moving (active): state m;

Ce{s, b,m}.

Figure 1. Abstract representation of a fault zone: opposing tectonic motions on cither side of the fault zone generate an increase in microcrack
density. We study the rupture phenomena on different scales through a hierarchical system. Here we draw the hierarchical system used with 2=2

and Z=2.
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The characteristic length of a cell of scale k is
(k)= lh#* @

where I, is the length of the cells of the elementary level. For a
given cell of scale k, to be in the state solid means that there
is no fracture of length /(%) in it. On the other hand, a broken
or a moving cell has fractures of size I(k). A broken cell is
weaker than a solid one, and consequently a smaller shear
stress suffices to initiate its motion. A moving cell corresponds
to a rupture of size /(k) taking place. The propagation of this
rupture is not instantaneous but rather takes a characteristic
time, AT*. Due to our assumption of a constant rupture
velocity, this means

_

Ur

AT* 3)
(however, see Section 3.2). After defining the state transitions,
we describe the smallest-scale dynamics, then the inverse
cascade (from small scales to large scales) of rupture (fracture
and friction) and finally the dynamics of the direct cascade
(from large scales to the smallest scale) of stress redistribution.

2.2 The state transitions

There are four possible transitions for the cells (see Fig. 2):

som, C)
b-m, )
m—b, l ©
b->s. M

Fracturing. The s—m transition is associated with a fracturing
process. By this transition, we model the brittle behaviour of
rocks under a given state of stress: the appearance of new
cracks, crack development and cracking along old healed cracks.
We do not detail any precise failure mechanism but con-
sider only the initiation of cracks and their propagation along
distance /(k). This phenomenon implies motion of both sides of
the crack.

BROKEN
2 3
} stopping
healing (k= lg ]
SOLID geometrical blocking (k>1)
MOVING
fracturing friction

Figure 2. Different possible states of a cell and possible transitions.
Note that the s—b and m— s transitions are forbidden.

b—-m and m—b are the two transitions that constitute the
stick-slip process.

Friction. The b—m transition is associated with a friction
process. The slip takes place on an irregular fractured surface
(microfault plane). During all the broken state time, the
opening of the crack is kept constant; we neglect the complex
geometry of this pre-existing crack.

Stopping. Corresponding to a stress drop, the m—b transition
represents the stopping of both rupture processes (friction and
brittle). The locally accumulated shear stress is released by
the motion of the sides of the old or of the new crack. When the
release is great enough, the motion stops and the sliding
surface becomes a static microcrack (broken state).

Healing. The b—s transition is associated with a bealing
process. This phenomenon results from physico-chemical
processes at the microscopic scale in rocks: compaction in
the presence of fluid, grain growth and crack crystallization.
We consider that a healed crack has the same mechanical
properties as a part of the rock material that has never been
fractured.

The two other transitions do not occur since a solid cell first
starts moving and stays sliding during AT? before it becomes
broken (recall that broken means fractured but not moving);
moreover, a moving cell can obviously not become solid
without stopping.

2.3 The smallest scale

We define the whole process in terms of non-stationary
transition rates between the various states. In general, these
transition rates will depend on the present state of a cell and on
its past, as well as on the past of its neighbouring cells. At the
smallest scale it depends in addition on the local stress, which
changes as a result of seismic events and global large-scale
loading.

We attach to each cell C=C° a real number, ¢=0(C, ),
that varies with time and represents the local accumulated
stress. The dynamics at the smallest scale are given by a time-
dependent stochastic process. In the following we write a,_,,
for the variable transition rate from state ue{s, m, b} to
ve{s, m, b}. Recall what this means that given that a cell is in
state u, the probability that it undergoes a transition towards
the state v in the infinitesimal time interval dt is o,_,,dt. The
transition rate for b—ys is fixed to some constant value §, which
is independent of the state of the system:

tpos=PB. @®

We neglect the complex dependence on physical parameters
such as temperature, local pressure and amount of fluid of the
geochemical healing process (b—s).

The transition rate s—m depends on the local stress only.
For its dependence on the local shear stress we use the
following expression (¢ =0a(C, 1)):

0 for <oy,
asam(a) = ks (0’ — O

Os

©®

2
) for ¢ > o;,
where o, is the fracture threshold, k; is a constant with dimen-
sions of the inverse of time and J; is some phenomenological

material constant.
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The transition rate m—b is deterministic:
O (t)=8(t— [t +AT?]). (10)

Here 1o = #o(¢) is the time when the cell became moving for the
last time and AT? is a time delay (see eq. 3). In other words, a
cell that has started to move becomes broken (and not moving)
after a time AT®. A constant rate of stress release (stress drop)
during ATV justifies this assumption.

The transition rate b—m has two contributions corresponding
to two different possible mechanisms:

Uy =0+ - 11)

The first is the analogue of the transition s—m. It is a
spontaneous random transition that depends only on the
actual local stress in the cell:

0 foro<oy,

a[l)—-ym(o-)= k (G' — 0p
b

Op

(12)

3
> for o > oy,

where o} is the friction threshold, k; is a constant with dimen-
sions of the inverse of time and J, is some phenomenological
material constant.

The second contribution corresponds to a transition that is
induced by some neighbouring cell (intrascale propagation):
a broken cell starts moving at time AT? (intrascale growth of
‘fracturing’) after a neighbouring solid cell along the main
direction starts moving (nucleation of the ‘fracturing’). In
more precise terms, a broken cell becomes moving at time ¢ if
at time 1 —AT? one of its ‘neighbours’ underwent a transition

from solid to moving. Here the ‘neighbouring’ cells of C are

those in the set Ag(A;(C)) (the %2 cells within the same cell of
scale 1 that contains C) that lie along the main direction with
respect to C. Thus

% (=08(t—[t0+AT?)), (13)

where £ =1,(?) is now the latest time point when a neighbour-
ing cell (in the above sense) underwent a transition s—m.
Such an intrascale propagation will also hold for scales &£ > 0
(see below). The intrascale propagation direction is the same as
the direction involved in the critical rule of the interscale
rupture propagation (SOFT rule), which we detail in the next
section.

In our numerical experiment we will denote by n(¢) the sum
of all the transition rates, at time ¢, at the elementary level of
the hierarchical system. It is a measure of the actual stochastic
activity in our system.

2.4 The inverse cascade of ‘fracturing’, ‘friction’ and
‘blocking’

In previous papers on the SOFT model (Allégre ez al. 1995,
1998), only solid and broken cells were considered in the
hierarchical system. The transfer of fracturing from lower
levels to upper levels (inverse cascade) was determined by a
simple rule: if at least one straight line (following the main
direction) of cells (# cells) of level k is composed only of
broken cells, the corresponding cell of level k+ 1 is also broken
(Fig. 3). In this case the state of all cells at all levels is entirely
determined by the configuration at the smallest scale. At each
time, the state of larger scales is a function of the instantaneous
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) “4) 1)

Figure 3. The critical configurations of the SOFT rule (2=2, #=2).
The number of critical configurations for a given number of broken
or moving cells is given in brackets. The arrow indicates the ‘main
direction’.

picture at the smallest scale. The different scales do not have
any proper dynamics since they are, so to speak, ‘slaves’ of the
smallest scale.

Here we consider a system with 2 memory, a next-neighbour
correlation (¢f. the intrascale propagation) and a more
elaborate SOFT rule. The new SOFT rule associates with a
cell C at level k a ‘virtual’ state that is a function of the con-
figuration of the 22 cells in A,_,(C). However, the ‘real’ state
of C will also depend on its history and on its next neighbours.
No additional stochasticity is introduced at scales larger than
the elementary scale (k=0).

The new SOFT rule is as follows: C= CF is ‘virtually’ moving
if the moving cells in Ax_(C) are in a critical state with respect
to the classical SOFT rule. C is ‘virtually’ broken if the broken
cells in Ax_1(C) are in a critical state with respect to the
classical SOFT rule. In the case of a conflict between the two
rules, the moving rule prevails. In all other cases C is ‘virtually’
solid.

The rules for the various transitions of a cell of level k are
as follows.

(1) Suppose C is in the solid state. It undergoes the
transition solid — moving if it becomes ‘virtually’ moving.

(2) Suppose C is in the moving state. It undergoes the
transition moving — broken at time ¢ if it started to move at
time 1— AT*. That means that, once it starts moving, it stays
moving for AT* (according to eq. 1) before it becomes broken.
Therefore, it may happen that, while a cell is moving, the smaller-
scale configuration changes in such a way that it becomes
‘virtually’ non-moving; nevertheless, the cell keeps moving
until the time AT* is completed. This is the main difference
between our new concept with memory and the classical static
SOFT rule: if, as in Allégre et al. (1995), the moving state at all
scales k0 is a function of the instantaneous configuration
at scale k=0, the lifetime of the moving cells (the average
duration of the moving state during the numerical experiment)
can be smaller for higher degrees. We show this difference with
the simplest example: =2, # =1, 2=1. The hierarchical
system is made of two cells C? and CJ of level 0, aligned along
the main direction and included in the unique cell C} of level 1.
If the cell C(x) starts to move at ¢ for an interval of time ATY,
and the cell C? starts to move at #, €[t;; £ +AT?] for an interval
of time AT?, Cll is moving: (a) during [t,; t; + AT} in the case of
the static SOFT rule; (b) during {#; #{ + AT'] in the present
case of the SOFT rule with memory.

(3) Suppose C is in the broken state. It undergoes the
transition broken — solid if it becomes ‘virtually’ solid
(hierarchical geometric blocking). We extract from the simplest
example (as above #=2, 4 =1,2=1) some interesting
behaviour: if C? is broken during [11; #; +Atf ]and C3 is broken
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during [5; 1, +A12’3] with nelr; t1+At 1, C is only broken
during [;; min(z; + At B+ At”)] < (AtB + At")/ 2 (superscript
B indicates that At 1ntervals are related to the broken state
lifetime). Consequently, even if physico-chemical healing pro-
cesses are longer the larger the scale is, the process of healing
by geometrical blocking (non-cooperative behaviour at smaller
scales) can be more rapid for larger fractures. This is due to the
increase of possible blockings (‘barriers’) at every smaller scale.

(4) Suppose C is in the broken state. It undergoes, at
time ¢, the transition broken — moving if it becomes ‘virtually’
moving at time ¢, or, if at time t—AT*, one of its solid
neighbours in Ay(Ar+i(C)) lying in the main direction with
respect to C started moving (intrascale propagation, already
mentioned in Section 2.3 for the 0 scale).

Bear in mind that the inverse cascade of rupture is instan-
taneous according to the SOFT rule. Consequently, a transition
at the lowest level could correspond to a similar transition at
higher levels. This does not mean that the rupture process itself
is instantaneous because this process is in fact made of all the
ruptures at lower levels that occurred before this transition
(intrascale propagation and SOFT rule with memory).

2.5 The direct cascade of stress redistribution

We detail here the source of the stress heterogeneity. As we saw
in the previous section, the small-scale dynamics depends on
the local stress in elementary cells C?, ie{1,2, ..., #¥ % 3.
This local stress is changed on the one hand by the external
large-scale loading process, and on the other hand by the
internal stress redistribution following the seismic events
(varying with time),

do(CP, 1) _
—a =E+1I(1), (14)

where E (assumed to be constant) and I(r) are respectively the
external loading rate and the internal stress redistribution rate.
A seismic event is a cell in the moving state (see, however,
Section 3.2) . For a cell C" of level k& we denote by Ts(Ck) and
T%(CF) the sets of time pomts « and  when it starts to move
from a solid and a broken state, respectively. For the sake of
simplicity we assume that the stress is redistributed uniformly
in time during the event. Therefore, we write I;(f) as follows:

L=+, (15)
N

L= ZZ Y Cerarad 37 s (16)
k=0 c’f TeI*(CH)
K

HOEDIDIEDS é[mm](t) ATk ; (7
k=0 k reT”(C“)

with

1 tefr, t+ATH

0 otherwise

Seram(D= {

Thus A’e}; and Abo% %, are the amounts of stress, during time
AT*, internally redistributed into the cell C? of the elementary
level when a cell C]" has moved from a sohd or a broken state.
For each transition through the moving state, three contri-

butions are taken into account. Suppressing the indices s and b,

we have
Aok AJkoct_; oj:edlj +Ao—ﬁm];i,j ’ : (18)

where AGioc, AGred, Adynis are respectively the local stress drop,
the redistribution of stress from neighbouring cells, and the
uniform stress drop.

First, if a cell C =C}’ at the elementary level moves, it
undergoes a local stress drop that we assume to be constant.
This local stress drop does not happen for moving cells at
higher levels and thus

Ao{(oc;i,j =— alocéijéko . (19)

Second, if cells at higher level move, they induce a
stress redistribution in adjacent cells. To model this stress
redistribution we introduce for each scale k a mask F¥,
le{~-1,0, + 1}9, that, for each event, determines the change
of local stress in the neighbourhood of the cell where the
event took place. For simplicity we only consider the next and
next-nearest neighbours. Moreover, we assume that all the
redistribution masks are obtained via a scaling of the mask at
the smallest scale F°. More precisely, if an event takes place in
acell C* of level k, the stress in the elementary cell C? changes

J
according to the following formula:

FF, if CPeo(Ch, ), 1e{—1,0, +1}?
Acky; = " . Qo)
0 otherwise
The mask F} is derived from F? according to the rule
Fl = A% F0 _ 2n

with some parameters # and 1. The boundary is treated by
0-extension.

For a typical example in two dimensions, see Fig. 4, where
we approximate in a discrete and abstract way the actual
observed redistribution patterns (Okada 1985, 1992). Four
parameters are used to define the mask F? in two dimensions.
Here, we simply consider that there is a relative increase of the
shear stress along the main direction (4y, 4; on Fig. 4) coupled
with a relative decrease in the other direction (4, in Fig. 4);
these relative variations represent a few per cent of the local
shear stress. Note that, with these definitions, an event of
scale k affects the stress in all the smallest-scale cells located
in the neighbourhood of CJ’F (direct cascade); this neighbour-
hood grows proportionally to I(k). As mentioned in Section 2.4,
an event at the elementary scale may instantaneously produce
larger-scale events through the inverse cascade; the stress

main
direction

Figure 4. Typical stress redistribution pattern generated by the
motion of the central cell (subject itself to a stress change A3) (for
any level k). The shear stress increases along the main direction
(A1 > Ap > 0) and decreases along the other direction (4, < 0).
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redistribution corresponding to these events generates a large
heterogeneity in the stress field through the direct cascade. This
is one of the key points of the model: multiscale interactions
govern the seismogenic process.

Third, an event at scale k is assumed to produce a total
global stress drop Ao’élob, which we will specify below. In order
to respect this constraint, we add, in the case of an event at
scale k, to every cell of the elementary level a uniform stress
change,

Ad®

kira;=Ad% . suchthat Y Adk=Adk,, V. (22)
1

Let us show in detail how we calculate the global stress drop,

Acgion. Kostrov (1974) has suggested a formula generalizing

Brune’s (1968) formula to the case of a seismic process taking

place in a volume V. Each event of seismic moment M is

associated with a negative variation of the average strain, Ag,,

M,

Asa=_m’

(23)

where pu is the shear modulus. The corresponding change of the
average stress, Ag,, is

M,
5V (24)

In our hierarchical system, the seismic moment, My(k), of an
event of level & is given by

Mo(k)=uS(kyu(k) , (25

where u(k) is the displacement caused by the event and S(k) is

Ao, =ule, = —

the fault surface area. The displacement is proportional to the -

linear size of the corresponding moving cell (u(k) ~ %), while
the surface is the product of the length I(k) of the cell and its
height (k) ~ I(k): S(k)~ &% It follows that

Mo(ky=p &, (26)

where p; ~ pl? (A )u(24) is a constant. From eqgs (24)—(26), the
global stress drop, Acgob, due to an event of level &, is

Ao'glob(k) == #2'@30(_%) s 27

where 1, ~0.5ul =1 )u(A) (we assume V ~DP(A)). From
egs (18) and (22), we deduce the uniform stress drop, which is
redistributed in the whole domain.

3 A‘FRICTION’ MODEL AND A
‘FRACTURING’ MODEL

The general model described above has very complex behaviour,
and no large range of parameters values has yet been explored.
Therefore, in the present paper we examine two submodels that
have been explored in some detail and constitute the first two
steps of a complete numerical simulation that will be explored
in a future study. Considering the two submodels separately
is a preliminary approach to understanding the origin of the
different characteristics of the general model. We study here
two distinct ranges of parameters, one that corresponds to a
‘fracturing’ model and the other that corresponds to a ‘friction’
model. They do not describe the faulting mechanism at the
same timescale; they are in fact complementary submodels of
the more complete model that corresponds to the theoretical
formalism examined above (Section 2). For the sake of simplicity
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and to save on computation time, we consider in the follow-
ing 9=2. If we conserve our anisotropic SOFT rule (the
critical configuration is an alignment along only one particular
direction) and our schematic stress redistribution mechanism,
which again introduces anisotropy, a 3-D approach would not
constitute a major change in principle (see Section 2, Figs 3
and 4), even if, in the classical renormalization techniques, the
dimensionality of the system exerts an important control on its
behaviour. Nevertheless, a full realistic 3-D approach would
not be so simple to implement, given that faults may occur in
different orientations, and that the addition of gravitational
effects may be significant.

3.1 A “friction’ model

This model corresponds to a completely fractured fault zone.
To study this ‘friction’ process starting from our general model,
we simply take a completely broken initial state (all the cells,
Vk, are broken) without healing process (8=0) (see Table 1c).

We give the basic properties of this simpler model within the
framework of the general model. We are left with two states,
broken and moving. The transition b—m at the elementary
level is determined by a stochastic random process (eq.12),
whilst at higher scales (k > 0} it is determined by the SOFT rule

Table 1. (a) Parameters that are kept constant in both models
(Ao =Ad}, =Ac} ); (b) parameters of the ‘fracturing’ model;
(c) parameters of the ‘friction’ model. '

(a)
R 2
2 2
o 3000 ms~!
o) 100 bar
O 110 bar
Abioc 30 bar
t 2 #%* bar
E 10-° bar s~
ks 10—4 5!
&5 3
O 1.5
(b

‘Fracturing’ model
A 6
B Ix 1071 5!
kb — 0
i 1.5
Af={o,u.,3} 1,2, -7,0
» 5.8x10~2 bar
initial condition completely solid
event s—b
©

‘Friction’ model
X 4
B 0
Kk 25%x10"% 57!
¢ 0.5
A_o 5 1,2, -4, -8
» 2 bar
initial condition completely broken
event m
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applied to the cells of the lower level (k—1). The transition
m—»b 1s deterministic at all scales k; a cell stops moving a time
ATk after it started moving at time z. If during this time span
(t, 1+ AT¥), the moving cell becomes virtually moving again
(because at smaller scale a SOFT configuration occurs) it will
still stop at 1+ AT*, ‘

Before generating a seismic catalogue (time, magnitude,
location), let us define what we call in this model an earth-
quake, its magnitude and its nucleation time and location. We
define the nucleation time point and its position in a recursive
way. If a cell C at level k starts moving, it either participates in
the nucleation of an event of larger scale k+ 1, or it represents
the endpoint of a ‘friction’ cascade. It is the endpoint in a
“friction’ cascade, if, during its moving time AT*, the cell
Ak+1(C) does not start moving. Note that Ag;+1(C) may
already be moving, in which case the event occurring at C is
automatically the endpoint of a friction cascade. We say that a
cell C of level k participates in the nucleation of an event if
during AT*, its moving time, the cell Ag,1(C) undergoes a
transition to the moving state as well. This motion, however,
may have been initiated by some other cell in Ag(Ag+1(C)). We
now define the nucleation location and time at scale k of a
larger event of scale k+ 1: it is the position of the first cell in
Ax(Ar+1(C)), lying in the main direction with respect to C, that
started to move and the time when it started to move. This
defines in a recursive way the nucleation location and time of
any event at the smallest scale. In the case where a cell C¥ at
level k is the endpoint of a cascade (see above), we report in the
catalogue its nucleation time and location at the elementary
scale through the recursive scheme described above; we say
that an earthquake of level & was initiated at this time point
and location.

An earthquake of level k is associated with the moving state
of a cell of level k. This event has to be given a magnitude
completely defined by its level k. This magnitude, M(k), can be
obtained from eq.(26) using the relationship log(My(k))=
1.5M(k)+const, or directly from M(k)= log(S(k))+const
(Kanamori & Anderson 1975). In both cases, we obtain

Mk)=2klog(%)+const. (28)

Let us state some characteristics of the model. First, we can
describe the nucleation phase, the coseismic phase and the
stopping phase of an earthquake (see Section 4.3) as a cascade
model (Ellsworth & Beroza 1995). Second, the propagation of
the moving state (due to stress redistribution) at the elementary
level can proceed at different rates and may or may not be
associated with a higher-scale event. We illustrate different
situations in the 1-D case of Fig.5 (N and ¢; are defined in
the caption).

(1) ty—t;»>AT¥: the propagation proceeds very slowly
and there is no highest-level event; this corresponds to the
seismicity along creeping faults (we call this behaviour creep).

Gttt ta{bes v T | B

Figure 5. Ideal propagation of the friction (from left to right) ina 1-D
hierarchical system (N = #%). The 1; are the fracturing times of cells C;
and t; < ¢; if { <j. Depending on the value of (¢y ~11), one obtains
different kinds of seismic events (see text).

(2) tn—t > AT*: the propagation proceeds slower than
the rupture and there is no highest-level event; this corresponds
to the seismicity during a slow earthquake.

(3) ty—1t1 <AT*: the propagation is very rapid and there is
an event of the highest scale with a stick-slip mechanism.

3.2 A ‘fracturing’ model

As in our previous approach (Allégre et al. 1995, 1998), this
model corresponds to a weakly fractured fault zone where
the healing process is effective at the lowest scale (8:0).
This process generates a hierarchical geometric blocking at
higher scales. To distinguish the ‘fracturing’ submodel from the
general model, we simply adopt (see Table 1b) an instantaneous
propagation of rupture (AT* -0, Vk) and a continuous shear
stress dissipation by friction. Thus we end up with a two-state
model, solid and moving-broken. To incorporate the dissipation
by friction, we let k; go to infinity in eq. (12), in such a way that,
as soon as the stress reaches the critical threshold value oy,
the cell undergoes a transition b—m and stays moving for an
infinitesimally small time AT* before it becomes broken again.
Note that the transitions b—»m—b are not visible in our con-
densed two-state (solid and moving-broken) ‘fracturing’ model.
During the infinitesimal time AT, the excess of stress with
respect to o3 is eliminated from the system by the ‘friction’
process.

Let us recall, in the framework of the general model, the
basic characteristics of this simpler model. We have two states,
solid and moving-broken (we now use the term ‘broken’ for this
double state). The transition s—b at the elementary level is
determined by a stochastic random process (eqs 4-9), whilst at
higher scales it is determined by the SOFT rule applied to the
broken cells of the lower level. The transition b—s is also
determined by the SOFT rule: a cell which is not in the broken
state is in the solid one.

To generate a seismic catalogue (time, magnitude, location),
let us define precisely what we call, in this model, an earth-
quake, its magnitude and its nucleation time and location. An
earthquake is here associated with the s—b transition. Since
the rupture instantaneously propagates through the higher
levels, transition s—b at the elementary scale is called a
‘hypocentre’, which is the nucleation of the fracture, which can
propagate through the scales, thanks to an inverse cascade. All
these nucleations are noted in the catalogue. Of course, there is
no earthquake duration in this case. For a given event, the
magnitude is given by eq. (28), as in the ‘friction’ model.

4 RESULTS OF NUMERICAL
SIMULATIONS

As mentioned above, we study two distinct ranges of para-
meters, one that corresponds to a ‘friction’ model and the other
that corresponds to a ‘fracturing’ model. We are interested in
the most general properties of the event sequences obtained
from the numerical simulations; these are the magnitude—
frequency relationship, the temporal variation of the number
of foreshocks and aftershocks per unit of time and the
periodicity of strong events. For both models, for a wide range
of parameter values, event (earthquake) sequences perfectly
obey both the Gutenberg—Richter law and the modified Omori
law.
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Let us discuss the parameters kept constant in each model
(see Table la). 4 is taken equal to 2; a larger renormalization
factor would only provide a more realistic magnitude-k
relationship (eq.28) and an increase in the number of fore-
shocks and aftershocks (Allégre er al. 1998). The latter state-
ment is still valid when considering the effect of an increase in
the number of scales, 2 (see Fig. 12). A small number of scales
is not a big drawback because of the self-similar behaviour
at all scales except the elementary scale (# =0); note that
the typical length of an elementary cell is related to this
number of scales. All the parameters concerning the stress
field (o4, 05, Adioc, Up) are of the order of the magnitudes of
the observed ones. Parameters related to eqs (9) and (12)
(8s, s, ks, kp) are arbitrarily chosen.

4.1 Method of analysis

We obtain numerical catalogues of events (see above). These
catalogues contain the times of events, the ‘hypocentre’
coordinates, the hierarchical level reached by the event and
the corresponding magnitude (see eq. 28). We also follow the
evolution of the total transition rate at the lowest scale, of the
average shear stress, and of the heterogeneity of the stress field.
Making use of eq.(28) for the conversion from hier-
archical level to magnitude, we estimate the b-value of the
Gutenberg—Richter relationship through the formula

1 1
b= ——7—1 1+=—}, 29
3log (@) °g< k—km) @9

where k and k;, are respectively the average and the minimum

hierarchical levels in the set or subset of events considered. This’

formula is the maximum likelihood estimate of the b-value
in the case of an unlimited range of discrete magnitudes
with integer values (Molchan ez al. 1997; Kulldorf 1961). The

limitation of the magnitude of events by the highest scale in °

our model is not important for the comparative analysis. The
magnitude band of the model is derived from the number
of hierarchical levels through eq.(28), and the maximum
magnitude is fixed by the characteristic length of the highest
level.

For the temporal analysis of foreshocks and aftershocks, we
used the program AFT developed by Utsu et al. (1995). This
program is available in the IASPEI Program Library (Lee 1997).
We estimated the parameters of two different models of after-
shock decay (or foreshock increase): the modified Omori law
(Utsu et al. 1995) and its modification, known as the Otsuka
model (Otsuka 1985). The modified Omori model assumes a
power-law decay:

A

f(t)=m,

(30)
where f(7) is the number of events per time unit, ¢ is the
time since the main shock, p is the Omori exponent and cis a
shifting parameter. In the Otsuka model the long tail of the
power law is reduced by introducing an exponential with a
characteristic time 7"

A ‘
fO= exp(— 7) . 31)

The parameters of eqs (30) and (31) are computed with the
program AFT using the maximum likelihood method and
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the Davidson—Fletcher—Powel optimization procedure (Utsu
et al. 1995). Unfortunately, this program does not work with
sequences containing more than 5000 events. We developed
our own code, which can be applied to unlimited sequences.

4.2 Identification of the events

Let AT, be a time span that will be defined below. Main
shocks and aftershocks are identified in the following way:

if an event of level k at time ¢ is preceded by only lower-level
events in [t — AT,g, £], it is a main shock with precursors;

if an event of level k at time ¢ is not preceded by an event
during [t— AT,g, ¢, it is a main shock without precursors;

if an event of level k at time 7 is preceded in [t — ATy, ] by
an event of level k that is not an aftershock, it belongs to a
swarm of level k;

if an event of level k at time ¢ is preceded by a higher-level
event during [t — AT,g, 2], it is an aftershock.

AT, is chosen (by trial and error) in such a way that about
90 per cent of the aftershocks of a main shock (identified
as described above) that occurred at time ¢ are contained in
[t; t+ATag]. AT,s depends essentially on the parameters of
the mask. These rules are somewhat arbitrary, but we have
observed that the results do not depend much on AT,y if this
value is a few orders of magnitude less than the average time
interval between two main shocks.

4.3 Numerical results of the ‘friction’ model

In the ‘friction model’ =(r) is the total transition rate b—m
at the elementary scale and we will interpret in terms of
foreshocks-main shock-aftershocks the short time period from
the nucleation phase to the stopping phase of a given event.

‘Friction’ model with weak load. We assume a very small
loading rate that will not change the system significantly
during the characteristic duration of a foreshocks—main shock—
aftershocks sequence. Starting from a homogeneous state, the
system may have been loaded up to the critical stress value
(#?* 65 bar) by the stress (E) applied to the boundary of
the domain by plate tectonics. According to eq.(12), this is
indeed possible in the case of a homogeneous system, because
nothing occurs as long as ¢; < 5. We can take as the initial
(¢=0) configuration ¢;=0,=0a, Vi. A first transition b—m is
randomly chosen in the volume. This first nucleation is enough
to obtain, without additional loading, an increase in the fore-
shock activity, a main shock and aftershocks. We explain this
behaviour as follows. The perturbation of the stress field
around the first moving cell (Aoreq) is larger than the uniform
stress change (Agyyis) calculated from the global stress change
(Aogiop). Consequently, at the elementary level the rate of
transitions b—m (7(z)) increases; the heterogeneity of the stress
field increases after each event at the elementary level, and so
on. The process is autoaccelerated, events at higher levels occur
and, finally, a strong event may occur. This is the time of the
largest stress field heterogeneity. A strong event (or strong
events) significantly unloads the whole system. This starts the
cascading of the aftershocks, which unloads the areas of high
stress and decreases the average stress (0,). The value of n(r) -
decreases rapidly at the beginning, but this decrease then slows
down due to the decrease of a,.
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The general results are as follows. First, in a very large
range of model parameter values, we obtain sequences with an
increasing frequency of foreshocks preceding a main shock or
several strong events (swarm) followed by a sequence of after-
shocks with decreasing density. Second, the temporal decay of
the number of aftershocks per time unit obeys in general the
modified Omori law, in many cases perfectly. The value of
the power exponent is usually around 1.5. Third, the event size
distribution follows the Gutenberg—Richter law very closely;
b-values vary in the range 0.5-5.0, depending upon the
different parameter value sets, and they also vary with time,
for given parameters, during the foreshocks-main shock-
aftershocks sequence. Fourth, foreshocks also often follow a
power-law increase.

We now present in more detail the behaviour of the system
for different values of the parameters equal to and close to
those reported in Tables 1(a) and (c). Results corresponding to
the parameter value sets of Tables 1(a) and (c) (the reference
sequence) are shown in Fig. 6 against both linear (Fig. 6a) and
logarithmic (Fig.6b) timescales, calculated from the time of
the first nucleation (see above). In both parts of the figure, the
first graph shows the level of the events, the second shows
the total transition rate b—m at the elementary scale, the third
represents the evolution of the average global stress, the one
the evolution of the standard deviation of the stress distri-
bution for levels 0 and 1, and the last graph shows the density d
of currently moving celis at the elementary level; note that at
the moment of the main shock this number is less than at the
time of the strong foreshocks. Both values of 4 are much less
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2500
t(s)

3000 3500 4500

© s

K@

than the critical density value (0.618) of the corresponding
integral SOFT model. This ‘reference’ sequence summarizes
the typical behaviour of the ‘friction’ model. The main shock
is preceded by a short sequence of foreshocks. With the
logarithmic timescale we clearly see the temporal clustering of
events: strong foreshocks are themselves preceded by fore-
shocks and have their own aftershocks. The main shock has
a rather long sequence of aftershocks. Fig.7 shows that the
temporal aftershock activity decay with time obeys very well
the modified Omori law. Fig.7(a) shows on a logarithmic
timescale the cumulative number of aftershocks compared with
the theoretical curve (eq.30) for the values p=1.52, =203
given by the maximum likelihood estimation. Fig.7(b) shows
the cumulative number of aftershocks versus the number given
by eq. (30).

The event size statistics follow the Gutenberg—Richter law.
Fig.8 shows separately the magnitude—frequency curves for
foreshocks and aftershocks with b-values respectively equal to
1.43 and 2.06. The slope break for the magnitude—frequency
curve for all events (b=1.85) at k=2"—1 is a finite size
effect (only one highest-scale event is recorded in the analysed
sequence). Fig. 9 shows the temporal variation of the b-value,
estimated at time ¢ by eq. (29) using the last 200 events before .
We see that the b-value has a minimum just before the main
shock, as is often observed for large earthquakes (Smith 1981),
even if not systematically. Such an observation was discussed
in Main et al. (1990) and has been observed in controlied
tests by Sammonds et al. (1992). These authors invoke a (short
or prolonged) strain-softening mechanism. Similarly, in our
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Figure 6. The reference sequence of the friction model on (a) 2 linear and (b) a logarithmic timescale. From top to bottom: the sequence of
events, the total transition rate, the average shear stress, the standard deviation of the local shear stress, and the density of moving cells at the

elementary level.
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Figure 7. (a) Cumulative number of aftershocks of the reference

sequence versus a logarithmic timescale and the curve representative

of the modified Omori law (eq. 30). (b) Cumulative number of after-

shocks of the reference sequence versus the theoretical number

(straight line).

approach this minimum of the b-value stems from the growth
and the coalescence of old cracks, two major ingredients of
the strain-softening mechanism. Coalescence at all scales
(self-organization) is an intrinsic property of the SOFT rule, and
no particular mechanism (e.g. pore fluid pressure) is implicitly
modelled; this is an advantage (and may be a drawback) of our
model.

We varied the parameters around the values of the refer-
ence sequence and found that the behaviour is unexpectedly
insensitive to changes in most parameters. Except for marginal
cases with no strong events or sequences of aftershocks that are
too short, the system gives almost perfectly both a Gutenberg—
Richter distribution of event sizes (with b-values for fore-
shocks smaller than for aftershocks) and an Omori law of
the temporal aftershock decay (see Discussion, Section 5). The
model appears to be the most sensitive to changes in the
parameter kj;, which has the dimension of the inverse of time.

The foreshocks-main shock-aftershocks sequence can be
more complex than in the reference case. Fig.10(a) shows
a main shock followed by a short sequence of aftershocks.
Afterwards, during a rather long time interval, no event occurs,
and, after this ‘quiet’ period, the aftershock sequence starts
again to finally relax the system. Fig. 10(b) shows the case of
several main shocks (a swarm). The case without a strong event
corresponds to creep (see Fig. 13; this case is discussed below).
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Figure 8. Magnitude-frequency law of the reference sequence:
number of events (unbroken line, 5=1.85), number of foreshocks
(dotted line, b =1.43), and number of aftershocks (dashed line, b= 2.06)
versus the hierarchical level (or magnitude; see eq. 28).

An interesting log-periodic variation of the aftershock fre-
quency is superimposed on the trend (Fig. 11a). In Fig. 11(b)
these log-periodic oscillations are seen around the theoretical
straight line. This reflects the temporal distribution of the
major (leading) aftershocks, which are themselves followed by
a sub-sequence of aftershocks (Correig er al 1997). In
some cases we obtained similar behaviour for the foreshock
sequences, but with only two-four oscillations (Fig. 6). Note
that an attempt to test this pattern rigorously in earthquake
catalogues (Gross & Rundle 1998) produced a negative result.
Similarly, it is not observed in all of our numerical simulations;
we have not yet been able to define the range of parameters
where this pattern clearly occurs.

Let us now show how the model behaviour depends on
the number of levels £'; if the scaling works properly, this
dependence must be weak. Figs 12(al), (bl) and (cl) show
sequences obtained with 5, 6 and 7 levels (:# =4, 5 and 6),
retaining only the five highest levels. All the other parameters

S
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b-value

w
-

K(K), bt)

events

Figure 9. Evolution of the b-value during the reference sequence. The -
b-value is computed for consecutive time spans, each containing 200
events.
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Figure 10. More complex sequences. (a) A seismic quiescence a few seconds after the main shock (same parameter values as the reference sequence
except for 6® = 1.5). (b) A swarm of large earthquakes. From top to bottom on a logarithmic timescale: the event sequence, the total transition rate and
the average shear stress (same parameter values as the reference sequence except for A =20 bars). Note that the modified Omori law is still respected

in these two cases.

of the model are kept the same; this corresponds to systems
with different spatial sizes but the same physical parameters.
The sequences corresponding to the different ¢ obey almost
perfectly the Gutenberg—Richter law of event size distributions
and the Omori law of aftershock decay. The most important
difference is the duration of the power-law behaviour of the
aftershock sequence as estimated by the parameter T in the
Otsuka formula (eq. 31). It decreases with the number of levels
(Figs 12a2, b2 and ¢2). This decrease of T is due to the fact that
the direct cascade redistributes more stress at the lowest level
for a higher value of #". A more sophisticated rule including
a redistribution of stress at all scales would increase the value
of T (and make the system behaviour depend less strongly
on ')

‘Friction’ model with constant load. What happens after
the main shock and aftershocks have passed? How does the
external loading start new events? Is it possible to obtain
an analogue of the seismic cycle? We understand the term
‘seismic cycle’ as the recurrence time (quasi-periodic or almost
stochastic) of strong earthquakes, generally preceded by a
growing seismic activity (foreshocks), followed by sequences of
aftershocks and with a relatively aseismic behaviour between
foreshocks-main shock—aftershocks sequences {Fedotov 1965;
see also the detailed review in Scholz 1990). In the model
described above, no strong events occur again and all the
received energy is dissipated in small events; in this ‘weak’
system (low value of E) the dissipation keeps the average
stress below the critical value (Fig.13a). In the case of a

‘strong’ system (high value of £) with a high rate of external
loading, the average stress can be larger than the critical
value (Fig.13b). Both cases can be interpreted as creep.
However, in another ‘friction’ submodel derived from the
present one through only a small modification, we do obtain
a seismic cycle; we assume that the local stress heterogeneity is
slowly decreasing with time due to some kind of ‘diffusion’
process, at a rate asymptotically proportional to the square
root of time:

o(C, t+Aty=0,()+ (32)

v

JATAT (0(C, —0a(1)),
where v is a dimensionless constant parameter, o(C, ?) is
the local shear stress in the cell C, g,(¢) is the average stress and
T is a reduced diffusion coefficient (s~!). Fig. 14 shows the
numerical results for the set of parameters of the reference
sequence except for E=10"%*bars~! and T=10"*s"1,
v=1. Each peak corresponds to a foreshocks—main shock-
aftershocks sequence that has the same statistical behaviour as
the reference sequence.

4.4 Numerical results of the ‘fracturing’ model

In the ‘fracturing’ model, =(¢) is the total transition rate s—&
and b—»s at the elementary level. At higher scales, the s—b and
b—s transitions are respectively associated with a seismic
event or a geometric blocking. Given a slow physico-chemical
healing at the lowest scale, we study the seismicity over long

© 2000 RAS, GJI 141, 115-135



(a)

14000 T T

12000 p= 1.965

10000 c= 200.6319

80001

N

60001

40001

2000~

14000 T T

12000+ q

10000 -

N(t)

4000

2000

L . L " . L
o] 2000 4000 6000 8000 10000 12000 14000

N

Figure 11. (a) The cumulative number of aftershocks versus time °

on a logarithmic scale and the curve representative of the modified
Omori law (eq. 30). (b) The cumulative number of aftershocks obtained
in the numerical experiment versus the theoretical experiment (straight
line). Same parameter values as the reference sequence except for
2=3.

time periods. The stress balance is between the external input
and both discontinuous ‘fracturing’ events (s—b transition)
and continuous ‘friction’ [broken cells C lose the excess
stress 6(C)— o, they receive from outside (E) or from internal
redistribution]. We now present some typical earthquake
sequences and describe the statistical behaviour of the model
for different values of the parameters. The unit of time in all the
figures is 10? 5. In the captions we indicate the differences
between the Table 1(a) and (b) parameter values and the those
of the current numerical experiment.

4.4.1 General properties of a sequence (a realization for a
given set of parameters)

Temporal distribution of earthquakes. Fig. 15 shows a typical
sequence over a short time period (a time interval containing
two events of the highest level). We observe several main
shocks of different amplitudes—(b2) and (b3) of level 6, (b1)
of level 5, (c) and (d) of level 4 and (e) of level 3. Depending
on their geometrical distribution, the same number of broken
cells can give events of different levels (compare al and a3).
Comparing (a3) with (a2) shows that the average stress is
correlated with the number of solid cells at the elementary
level. Some main shocks have precursors (b3, cl, ¢2), whilst
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Figure 12. Experiment with different numbers of levels: left-hand
side -graphs show the event sequences versus time; right-hand side
graphs show the cumulative number of aftershocks versus time on a
logarithmic scale and the representative curve of the Otsuka law
(eq.31) for estimated p and T parameters (same parameter values as
the reference sequence except for 2 =5 bar).

others do not (bl, b2, e). These precursors can themselves
be followed by aftershocks (b3, cl). Each main shock has its
own aftershock sequence. The last main shock in (b3) has a
large aftershock followed by a sub-sequence of aftershocks;
this large energetic release reduces the duration of the main after-
shock sequence. For lower-level main shocks (k < A —1=5),
due to the small number of levels (" = 6) and the value of the
scaling parameter 6 (eq.21), one observes a longer aftershock
sequence duration but a smaller number of aftershocks. This
long duration of the aftershock sequence is not observed for
higher-level main shocks (k > 4); it is a consequence of the
direct cascade mechanism, which redistributes all the stress
drop from higher-level events directly onto the elementary
level. The evolution of the average shear stress is self-similar
(a2, c2, d2 and e2 have the same behaviour but on different
timescales). The interseismic period between the two main
shocks of the highest level (b2 and b3) is 600 yr, the duration
of (el) is 4 yr and the durations of b(1) and (b2) are 45 days.
Note that the global stress drop associated with (b3) is due to
a temporal 'seismic migration: a level 4 event triggers a level §
event, which in turn triggers a level 6 event. Finally, in Fig. 15
there is a clear temporal clustering of events. The spatial
clustering is also present: aftershocks (main shocks) occur in
the neighbourhood of the main shock (foreshock), where the
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Figure 13. Examples of creep sequences. From top to bottom: the sequence of events, the total transition rate, the average shear stress, the standard
deviation of the local shear stress and the density of moving cells at the elementary level. (a) The ‘weak’ state with 0, < g, (same parameter values as
the reference sequence except for E=10~% bar s~!). (b) The ‘strong’ state with 6, > o5 (same parameter values as the reference sequence except for

E=10"2bars~!).

redistribution of stress is positive. Given our 2-D system and
the anisotropy of the critical SOFT rule, we postpone the study
of the spatial distribution of our events.

Aftershocks. Fig.16 shows a typical aftershock sequence
(over 2 months) without large events (this explains the low
number of aftershocks—there is no secondary sequence of
aftershocks). Eq. (30) is respected (Figs 16a4 and a5), and this
is the case for a large range of parameters (see below). We
explain the aftershock generation mechanism as follows. The
redistribution of stress rapidly increases the transition rate s—5b
according to eq.(9). The increase of the transition rate b—s
is much slower because during the aftershock sequence this
rate is inversely proportional to the number of solid cells
(Fig.16a3); in other words, just after the main shock, the
‘fracturing’ process is more efficient than the healing process.
Later, both the local and the global stress drops (Figs 16al
and a2) favour the decrease of the transition rate s— b, whilst
each fracturing event increases the transition rate b—s. This
balance is reached rapidly just after the main shock and more
slowly later on, in agreement with the modified Omori law. The
main cause of this typical (1/(¢+ ¢)P) behaviour is the hetero-
geneity of the stress field (Fig. 17b); in the case where an event
perturbs a medium where the stress field is completely homo-
geneous, the decrease in aftershock frequency is exponential
(Fig. 17a). ‘

Foreshocks. Foreshocks are obviously present here: the
fracturing mechanism cannot directly reach the highest level
and the organization of a fracture at a given scale requires
lower-scale fractures. Nevertheless, due to the history of

the fault zone, their time distribution is very complex. For
studying only the distribution of foreshocks we select in our
catalogues examples where earthquakes of lower amplitude
precede a main shock, and we eliminate the aftershocks (i.e.
all the lower-level events occurring after the higher-level
event). If the medium is weakly fractured (high value of f)
and the stress field is homogeneous (o, =0;), the foreshock
activity satisfies the modified Omori law [with t— —¢; the
typical exponent is called ¢ instead of p (Fig.18a)]. If the
medium is not fractured (high valtue of §) and the stress field is
heterogeneous, the foreshock activity respects the modified
Omori law (t— —1) with a lower value of ¢ (Fig. 18b). If the
medium is fractured (low value of B) and the stress field is
heterogeneous, a main shock occurs without foreshocks and it
is very difficult to isolate the foreshocks from the background
seismicity.

Magnitude—frequency relation. Fig. 19 shows the magnitude—
frequency relationship for a typical sequence over a very long
time period (0.3 Myr). The slope of the magnitude—~frequency
relationship for the main shocks is smaller than the slope of the
magnitude—frequency relationship for all the events, which is
in turn smaller than the slope corresponding to the aftershock
sequences for different levels of main shocks. The magnitude—
frequency relationships for aftershock sequences of main
shocks with different magnitudes do not have significantly
different slopes. The b-value could easily be made closer to 1
with a more appropriate renormalization factor (see eqs 28
and 29). The slope break between levels " and # —1 is an
effect of the finite domain.
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Figure 14. Examples of seismic cycles obtained with the parameter .

values of the reference sequence and homogenization by diffusion (see
text). From top to bottom: the sequence of events, the total transition
rate, the average shear stress, the standard deviation of the local shear
stress and the density of moving cells.

4.4.2 Statistical properties of a set of sequences

In the following we select main shocks of level k>4 (i.e. 4, 5
and 6), and AT, is adjusted for each sequence.

Aftershocks. The behaviour of the aftershock sequence
essentially depends on the sharpness of the s—b transition
(s in eq.9). As shown above, the aftershock sequence is
due to the increase of the local shear stress resulting from
the direct cascade of stress redistribution. Each aftershock
modifies in turn the local shear stress in its neighbourhood; this
perturbation decreases with magnitude following the scale-
dependent law of parameter @ (eq.21). Fig. 20 shows that the
power-law decrease (1/(¢+ cY’) is still respected if &; > 2; below
this threshold value, ¢/ AT, becomes too large: the global and
local stress drops due to each aftershock are not large enough
to decrease the s—b transition frequency, and a constant rate
of aftershocks results. We observe that the p value decreases if
the value of §; increases (Fig. 20a). The number of aftershocks
and the b-value (Figs 20c and d) do not depend on &;.

Influence of the stress redistribution. The external loading
rate E and the healing rate § are physical parameters that
obviously compete. We have studied the different outputs of the
model as a function of the density of fractures for different
values of E€[10~°; 10~*) and Be[10~}; 10-5]. In Figs 21, 22
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and 23 each point results from a numerical simulation over a
sequence of long duration AT (AT = 10°AT,).

Fig. 21(a) shows the b-value of the frequency-magnitude
distribution versus the density of broken cells of the lowest
level (in fact, the density average over the whole sequence
duration). We observe a minimum at d ~0.3 and a plateau for a
large range of d€[0.4; 0.7). The theoretical curve obtained by
the integral approach has a minimum at d, = 0.618, the critical
value of this approach (see caption to Fig. 21). This difference
in behaviour is due to the stress redistribution, which organizes
the ‘fracturing’ process in a weakly fractured medium: the mask
increases the stress in the neighbouring cells along the main
direction of the cracked cells. Thus the fault zone can generate
high-magnitude events even if the density of cracks is less than
the critical value.

Fig. 21(b) shows the ratio f =w,/w, between the total stress
¢liminated by the ‘fracturing’ process (through the global
stress drop,

wy = Z Z pp 3=
%

events

€q.26) and the total stress eliminated by the ‘friction’ pro-
cess (see Section 3.2; wo=FEAT —w;) versus the density of
broken cells. The theoretical curve obtained from the integral
approach has a maximum at the critical value of this approach.
For d > d. the two modes of behaviour are similar; below this
value the ‘fracturing’ process is more efficient for the present
model with stress redistribution. The maximum value of f is
reached at the value of d giving the minimum of the b-value
(Fig. 21a).

The stress input during the lifetime of the broken state (1/p).
Let us now study the behaviour of our system versus E/f,
which has the dimension of stress. Fig. 22 shows that some of
the main system characteristics are largely controlled by this
single parameter. The ‘fracturing process’ (Fig. 22a) is negligible
if E/B > 10% Below this value a typical peaked behaviour is
observed. We will return to this result in Section 5. The b-value
versus (E/f) curve shows that b is controlled by (£/p) as long
as (E/B)< 10? and exhibits a clear minimum (Fig. 22b). For
high values of E/f, the number of high-degree events is weak
and the b-value is controlled by the healing mechanism. The
critical (E/pB) value for which 4 is at a minimum can also
be inferred from Fig. 22(c), whose different curves represent
the densities of cracks versus E/f for different values of §; the
convergence point corresponds to the critical density of cracks
and the critical value of E/f. Note that this value, expressed in
bars, is of the same order of magnitude as the average stress
(see Table 1). A dimensional analysis could be performed in
future work.

The seismic cycle. After eliminating the strong aftershocks
and foreshocks, as explained previously, we noted the time
intervals between two events of level k> —1 (i.e. 5 and 6).
For a minimum set of 50 time intervals, we calculated Q, the
ratio of the average time interval to the standard deviation
of the distribution of these time intervals. Larger values of
Q reflect a more periodic behaviour. In Fig. 23(a) we show Q
versus E/B for (E/p) varying from 1073 to 10° (for lower or
higher values, the high-level main shock number is too weak).
A large fluctuation of Q exists, but a more periodic behaviour
is observed for lower values of E/B. In Fig. 23(b), we show the
b-value versus Q. An increase of the b-value is coupled with a
more periodic behaviour. Such an observation is still difficult
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Figure 15. Intermediate sequences of earthquakes: (al), (bl), (b2), (b3), (c1), (d1), (e1). Average shear stress versus time: (d2), (c2), (62) Number of

solid cells versus time: (a3).

to make in real seismicity due to the short time period covered
by earthquake catalogues.

5 COMPARISON WITH EXPERIMENTAL
EVIDENCE: A DISCUSSION

We are aware that even a good reproduction of some
regularities or empirical laws of real seismicity by a model
might not be taken as strong evidence of the validity of this
model. One of the reasons is that many of the regularities
or empirical laws that have been claimed to have been found in

the experimental evidence are controversial to various degrees,
except maybe for the Gutenberg—Richter and Omori laws.
However, these two very general laws do not constrain the
models as strongly as might be hoped. Indeed, the Gutenberg—
Richter distribution is rather easy to obtain (Allégre et al.
1998). Simple toy models of self-organized criticality such
as a sand pile or a forest fire display a power-law distribution
of the cluster sizes (Chen et al. 1991; Turcotte 1999), The
Omori law appears more difficult to fit with model series.
Nevertheless, Gutenberg—Richter and Omori laws must be
observed by the model results. We note that obeying both laws
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Figure 16. (al) is a main shock-aftershock sequence. (a2) and
(a3) show respectively the corresponding evolution versus time of
the average stress and of the number of solid cells. (a4) shows the
cumulative number of aftershocks on a logarithmic timescale and a
representative curve of the modified Omori law (eq. 30). (a5) shows the
cumulative number of aftershocks versus the theoretical number
(straight line).

simultaneously is significantly more constraining than obeying
one law or the other. Comparison with more controversial
observed regularities or empirical laws of seismicity must be
accompanied by the required caveats. When necessary, the
subdomain of parameters in which the model products and
experimental evidence agree must be sketched (models in
general and our own in particular have several adjustable
parameters). In any case, comparing the model results with
regularities or empirical laws observed in real seismicity—
even these are controversial to some extent—is more efficient
than comparing them with experimental evidence as a whole,
without sorting. Moreover, it gives one the opportunity to
explain why the model works the way it does.

We have discussed the stress pattern in the model (Sections
2.5 and 3), although little is known about the seismogenic stress
in nature. In fact, we do not use in our reasoning any detailed
knowledge of the stress field. We only call for a heterogeneous
stress field, which results from the mechanism of multiscale
redistribution of stress described in Section 2.5 and chosen for
its simplicity (stress is relaxed in some cells and enhanced in
neighbouring cells at all scales). An important aspect of the
model is that the zone of influence where stress redistribution
takes place (Fig.4) grows proportionally to the length of the
fracture. This is consistent with much of the literature on fault
growth (e.g. Main 1996), but not with what happens with many
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Figure 17. The cumulative number of aftershocks versus time on a
logarithmic scale calculated from a critical configuration of broken
cells at the elementary level (the highest-level cell is broken) and
without stress redistribution (A=0), without healing (8=0), without
external loading (E =0): () all the solid cells have the same local stress
oy > a5, (b) the average stress of all the solid cells is gy, but, for each
individual solid cell, the stress is randomly chosen in [o5; 05+ 20;]. The
best-fitting curve is plotted and its formula is written [(a) gives an
exponential frequency decay; (b) a (1/(¢+¢)?) frequency decay].

SOC models, which do not have this property since they rely on
the nearest neighbour effects at small scales.

The above discussion concerns the comparison of model
results with real seismicity laws (statistics on the occurrence
times and magnitudes). Comparison with field tectonics is
another requirement. We postpone this (ambitious) objective
until we can make use of the localization properties of the
model described in the present work (see the next section).

6 CONCLUSIONS AND PERSPECTIVES

The new approach presented here, with a direct simulation
of the stress redistribution, is an extension of the previous
SOFT model. We have now built a numerical laboratory
that will allow a large number of experiments characterized
by different timescales, from the dynamics of the rupture
(‘friction’ submodel) to the history of a fault zone (‘fracturing’
submodel). Our present modelling produces a large range
of observed seismic sequences with a precise temporal (and
spatial) location of events.

The multiple-scale approach coupled with the SOFT rule
with memory has allowed us to incorporate the major com-
ponents of brittle fracture: healing of cracks, increase in micro-
crack density, rupture threshold, heterogeneity of the stress field
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Figure 18. (al), b(1) Example of complete foreshock sequences with a linear timescale (parameter value set of Tables 1a and b with different initial
conditions; see text). (a2), (b2) The sequences of the selected foreshocks on a logarithmic timescale. (a3), (b3) The cumulative number of foreshocks on
a logarithmic timescale and a theoretical estimate from the modified Omori law (eq. 30). (a4), (b4) The cumulative number of foreshocks versus the

theoretical number (straight line).

and propagation of fractures. Incorporating these properties in
our abstract modelling gives rise to a large number of complex
types of behaviour that can be related to the complexity of real
eafthquakes. The simplicity of the model is an advantage in
better understanding the physical origin of the complexity of
the behaviour. The statistical properties of our system have been
studied, even though the main goal of the present paper was to
reproduce the spatio-temporal clustering of earthquakes.

We have shown that the 1/(¢+c) behaviour of the after-
shock frequency is a direct expression of the heterogeneous
stress distribution at the main shock time (see Sections 4.3
and 4.4). This conclusion is valid for both submodels since the
mechanism of stress redistribution is the same. In real earth-
quakes, aftershocks are present in most cases and the variation
of p can be analysed as a function of the heterogeneity of the
stress distribution.

The physics of the healing (physico-chemical process or
geometrical blocking) has to be taken into account in a fault
zone. The ratio (E/fB) between the external loading rate and
the healing appears to be a general control parameter. The
value of this parameter discriminates between the domains of
applicability of the two submodels. The foreshock activity during
the long time period preceding an earthquake depends strongly
on E/B. If this rate is high, an increase in seismicity is observed
before the main shock, and foreshocks obviously occur; the
unstable state is reached through the fracturing of the solid

parts of the medium. On the other hand, with a low healing
rate the system always stays in an unstable state around a
critical distribution of cracks, and the foreshock activity is
random.

The relative density and the distribution (structural hetero-
geneity) of the solid parts of the medium on the one hand
favour the loading of the shear stress, which can be eliminated
by earthquakes, and on the other hand control the dimension
of the largest earthquake that can occur in a fault zone.

A quasi-periodic seismic cycle is obtained in both sub-
models when the stress field becomes quasi-homogeneous
during the loading period (interseismic phase). In the case of
the ‘fracturing’ submodel, the periodic character of the seismic
cycle is enhanced when the b-value increases.

There are many points that we intend to tackle in the
future. We have to develop systematic studies of the statistical
properties of our system and determine the origin of their
variations. To understand the mechanism that leads to the
main shock, and to decide whether or not this mechanism is
different from the relaxation process, we have to study how
the distribution of the stress field influences the increase in
foreshock activity. The relative density of the main shocks with
precursors has to be evaluated, and we will try to draw a phase
diagram representing the different types of seismic processes:
creep, swarms of small earthquakes, and earthquakes with
or without precursors. We will try to develop the relation-

© 2000 RAS, GJI 141, 115-135



107 T T T T T
10° o all shocks: 0.9002
s x main shocks: 0.8116
10'f
=
=
10°F
%
+ aftershocks (k=6): 0.9522 A
10°F
* aftershocks (k=5): 0.9271
o aftershocks (k=4): 09157 *
U 1 L i
0 1 2 3 ‘ 5 6
level (k)

Figure 19. The magnitude-frequency relationship for all events
(solid line), for main shocks only (dashed line), for aftershocks of
main shocks of level 2" (dot-dashed line) and for aftershocks of main
shocks of level #"—1 and A" —2 (dotted lines). Calculated b-value are
indicated.

ship between these seismic processes and, for example, the
parameters of the friction and fracturing laws (eqs 9 and 12)
(as done here for the aftershock frequency decay as a function
of &;). We will also pay careful attention to the particular
case of earthquake triggering.

We will also consider a 3-D hierarchical model with a
tensorial stress field rather than a scalar one, and interactions
between cracks of different orientations (e.g. following Allégre
& Le Mouél 1994). It will be possible to compare our synthetic
catalogues—containing both times and locations—with real
data and in turn to constrain our physical parameters. This
stage is of course the most important from the geophysical
point of view. We have to interact with rock mechanicists
to incorporate in our model more realistic ingredients for the
rupture propagation and to develop a fragility criterion in the
static (nucleation) or dynamic case (growth). It will be possible
to calculate synthetic seismograms of large events taking into
account the history of the rupture. It will also be important to
refine the mechanism of the stress redistribution during the
relatively short time period following an event and its relation
with the aftershocks activity and the heterogeneity of the stress
field. With our multiple-scale approach we will try to answer
the following questions: how can an a priori heterogeneous
stress field at the smallest scale produce major ruptures
accommodating the global tectonic stress field (introduced at
the highest scale), and how does the system redistribute this
global tectonic stress field at smaller scales?
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Figure 20. (a) The average value and standard deviation of the para-
meter p of eq.(30) compiled from a large number of aftershock
sequences (~ 10°; we run the model for a very long time to get this large
number) versus d;. (b) The average value of the parameter ¢ of eq. (30)
versus d;. (c) The average number of aftershocks and the standard
deviation of this number versus ;. (d) The average b-value versus J;.
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Figure 21. Evolution of (a) the b-value and (b) the f-value (see text)
versus the average density of fractures at the lowest level. Open
circles are from numerical experiments with different values of E
and S (see text), while the solid line is calculated from the integral
approach [if f; and d; are respectively the event frequency and the -
crack density at level /, the event frequency at the higher level is

Sror=fil—di)A—(1—d?)].
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133The geology of any area is obviously heterogeneous.
Introducing a 3-D fault zone model with pre-existing geo-
logical structures is a promising perspective. In the domain
of the fault zone where an event takes place, the system will
not only receive a constant rate of potential elastic energy
but also an unsteady rate through the interaction with the
neighbouring fault systems (see the multidomain approach of
Allégre ez al. 1995). This can be done in the framework of a 3-D
rupture process, where our multiple-scale approach constitutes
a necessary simplification.
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