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Meteors as tools for atmospheric research

- ref... McKinley.

- small fragments of sand and dust {and occasionally larger) entering the Earth’s atmosphere at
speeds of 12-72 km s71.

- vapourize the air around them and form ionized trails

-radio-waves incident upon the trail are reflected (totally or partially), and therefore can be used as
‘ a means to identify and track the trails.

-characterized according to the number of electrons per unit length along the trail - the so-called
line-density, ¢. e.g. line density of 1010 electrons per metre corresponds to a mass of 1078 grams
and a velocity V of 35 m s™1.

-another important parameter is the zenithal maximum ionization, q,, where ¢, = g/(cosy) and x is

the zenithal angle of the meteor.
- may be overdense {g > 101"m~1) or underdense (q <16 3m~ ) meteors.

Note that whilst one might initially expect the “break” beteween the two modes to be frequency
dependent, this is not true - turns out $9 because the trail diameter is small enough that
evanescent electromagnetic waves generated in the trail in the case of critical reflection compensate

' for the fact that one might normally expect a frequency dependence).

- underdense meteors show fast rise time ( < 0.1 s), generally exponential decay, and lifetimes less
than about 0.4 s. Qverdense ones often show an oscillatory type of decay, and have lifetimes
" exceeding 0.4 s - up to even tens of seconds.

- To be detected, the meteor-trail must be orientated perpendicular to the vector from the radar to
the.trail (monostatic radar). It is possible for a trail to form at some other angle and then be
twisted by the wind so that some portion of it is specularly reflecting. In such cases the rise-time is

| A often more than 0.1 s. '



FHO

fluplitude, Rx 2

Phase, Kx 2

Auplitude, Rx 3

0 00 O

X

- % W A
0o 6o 0o 00020 0"

¢ D M= 0

Ny
of"

a NUL'

¢ 4N

N EEEEY .

m
] I[lilllllllllilllilj

0o oo ¢ o
[ ]

o0 0 0

0
»

(Lot

Jluhinbodnbudyulud

o
0

o unbunlonduebibidybod

0
»

o

t.':é“'}’\-’?-‘—" [ P {.L'J("’Y-'
L§ L) Ll L
. O ",
= 1 O 2
L) T £ ) T
a"m .o
» 1 Oo
L] 1] L] L]
.8 h anm.,a
» 1 O @
T L] ] T
own .
=1 0°

v



800 mis = /
4000 - o S
o 3000 —
3 -]
3 -
%‘ 2000 —
5 -
1000 —
0 7] ¥ T L v L L L L] ' L] Li L] T ' L] L] ;. L )
0 500 1000 1500 2000 2500
Time (ms)
4
2 . . \\ .‘,.‘ y ." ¢
o . RS ; “-'.-‘.",‘,:\ -".'
E: 0 : \."‘, ‘ v
A RN Y x
-2 AY .
\ %
\
-4 llII'll‘ll[I“‘I]Illll"'i|‘tl
0 500 1000 1500 2000 2500

Time (ms)

() Ly C’C"'I’\/.LV W,(ac-,.‘-

e it am 4
R i T T ——



BA2

Sources of meteors.

- Debris floating around the solar system - particularly remnants of long-gone comets or asteroids.
- two main types - sporadic and showers.

. showers are increased occurrence of meteor activity, due to clusters of meteoric material in
moderately tightly clustered orbits which are probably recently destroyed comets or asteroids. The
Earth’s orbit intersects these orbits, and leads to increased meteor activity.

- sporadic meteors were once considered to be meteoric debris drifting randomly in the solar
system, They occur all the time.

- The meteor activity generally peaks at around 6 am in the morning, and this was previously
assumed to be due to the fact that at this time of day the Earth is moving into its surrounding
solar system environment and therefore encounters more meteors (see diagram) (it essentially
collides with the meteors). O coming from behind must move faster than the Earth in order to
catch up to it.

- BUT recent research (e.g. Jone’sﬁm) has shown that even these “sporadic” meteors belong to
{very ancient and spread-out) meteor streams, presumably due to very old comets or asteroids
which broke up a long time ago. Indeed this also accounts for why there often seems to be a
secondary maximum in the mid afternoon. (see over)

Typical meteor count rates with the CLOVAR (a typical meteor radar situated at London Ontario)
are shown over the page, together with information about meteor showers. Note that the system
was not optimized - much higher count rates are possible with an optimized system. Note also that
the seasonal variations may be contaminated by system modifications which were periodically
applied to improve the system.



TABLE g4o0. PRINCIPAL METEOR SHOWERS

Epoch Radiant
Normal Max. A Dec.
Shower limits Notcs
hm *° °
Quandrantids Jan 1-5 Jang 15 28 {242) + 50 Medium speed. Blue,
Many fainL meteors.
*Corona Australids Mar. 1418 Mar. 16 16 20 (245} -48
Lyrids (April) Apr. 19-24 Apr. 21 18 obp (272) + 32 Fast moving. Brilliant.
y-Aquarids May 1-8 May 5 2a g (390) o Very fast. Persistent (rains.
Lyrids ( June) Jun.ro-ze Jun. g 18 4u (278) +35 Bluc.
*Ophiuchids Jun. 17-26 Janoeo 17 20 (200) - 20
Capricornids Jy 1o-Aug. 15 Jiy 25 21 00 (415) -15 Yellow, Very slow.
S-Aquarids Jly 15-Aug. 15 Jly «8 22 30 (339) — 17 Siow. Long paths.
22 46 (339) o
*"iscis Australids Jly t5-Aug. 20 Jiy 30 2u 4o (340) -0
a-Capricornids Jly 15-Aug. 25 Aug. 1 20 36 {304) -1a  Yellow.
-Acuarids Jy 15-Aug. 25 Aug. 0 w2y (448) - 15
22 04 (4371) -6
Perscids Jly 25-Aug. 18 Aug. 12 o o (040) +58  Very fast. Fragmenting.
x-Clygemids " A, 1 B-ug Aug. 2o 1 2o (2490} +nn Bright. Exploding.
Orionids Oct. 16-27 Oct. 21 b 24 (0ys) + 15  Very fast. Persistent trains.
Taurids Ot 10-Dee, 4 Nov. 1 g 2l (one) FLp o Slow. Beilliant,
g g (a5) I
Leonids Nov. 15-19 Nov. 17 10 alf (154) +22  Very fast, Persistent trains.
*Phuoenicids - Dec. 4 a1 00 (o15) - 59
Geminids Dec. 7-15 Dee. 14 oy 28 () + 42 White,
Ursids Dec. 13-4 Dec. 22 1y el (217) SR Ly

*Visible in southern hewmisphere only.

TV fers e allas)
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Echoes per day
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EXYA Optimum radar frequency
- from Thayaparan, Ph.D. thesis, University of Western Ontario. (rvxé 5/\-1-‘724)

The factors which determine the amplitude of a radar echo from an underdense melcor
trail during the formation and initial evolution of that train have been reviewed (aumongst.
others) by Greenhow and Hall [1955); Greenhow and Newfeld [1955]; Greenhow and Hall .
[1960); McKinley, 1961; Olsson-Stecl and Elford [1987], Thomas et al [1988], and Steel and
Elford [1991]. The main factors which canse the attenuation in echo aniplitnde are {1) the
initial radius of the trail (2) the finite meteor velocily effect and (3) anibipolar diffusion. The
allenuation factors given throughout in this section are those describing the atlenuation in

amplitude rather than in power.

The initial meteor trail with radius ry, (usually defined as the hall-amplitude half-width
of the electron densily distribution assumed to be Gaussian), will reduce the returned echo
amplitude relative to complete reflection by a factor

2.2
—Ancry

T) (7.2)

o, = exp(

where A is the radar wavelength [c.g.; Baggalcy, 1970]). This initial radius is thought to be
due to the fact that the evaporaling mcteoric species initially have forward velocitics close
to the translational velocity of the metcor (which is in the [2-72 kim/s range), this being
ahout two orders of magnitude higher than the dilfusive velocitics of atmospheric species in
the meteor region {Greenhow and lall, 1960; McKiuley, 1961]. The meteor trail is therefore
formed with a certain radius and Uhis arises cssentially instantancously. The initial radius
of the meteor irial, ro, in the 80-120 km height range is approximated by [Baggaley, 1980,

1981):
v

40
where h is the height in km and V is the meteor velocity in km/s; 7 is then in m. As an

exawnple, il V = 40 km/s and h = 88 km (this height is taken as an example in this section .

logs 70 = 0.0195 — 1.92 + log,o{ ) | (7.3)

because we shall sce later that height distributions of the ineleors peak around 88 km), then
ro = 0.56 m and so for A = 7.375 m (as tn ourfcasc) the initial radius alteuuation faclor a, 1s
0.8, while at A = 110 ki, «, = 0.2. Cousiderig only the initial radius effect, it can therelore

be seen that a 7.375 m wavelenglh mcteor radax_has a very low probabitity of detecting any

(Seine o' Tijg text  yofors Spec it
FOLLOVAR o 4069 MH2 pockor ol u&wj
‘I'he second factor to be considered is the cffeck of the finite meteor velocity [Kaiser, 1953]. ‘

meteors forming above about 110 km.

The radio echio is dominated by the contribution of the first Fresnel zone of the trail, which
the metcor takes a finite time to cross. [, by (he time the meteor has reached the end of

Lhis zone, the trail has dilfused to reach a width comparable to the wavelength, then the
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echio amplitude will be severely attenuated. Clearly this elfect depends upon the length of
. 1 . . .
this zone, 2 (202 where R is the mcleor range [rom thie observatory site [c.g., Greeithow
) 2 & . !

and Jlall, 1960]. Note that (-’%)% is Lthe radius of Lhe first [Fresnel zone. The atlenuation in

ccho amplitude is then given by a factor

I
&Y (7.1)

2A

5, 1
oy = CXPI—IG?TZ(T“E),‘)(

where 12 (m?s7') is the ambipolar diflusion cocllicient {McKinley, lf)(;l]. Thus, although
the first Fresnel zone increases in length with wavelength, in fact the finite velocily effect is
reduced by using a longer wavelength. 1L should be noted that the finite velocity eflect has
the opposite trend to the initial radius effect; al any particular height the former is more
severe for slower metcors. Note also thal ay approaches unity as V becomes very large.
According to McDanicl and Mason [1973], the ambipolar diffusion is related to the zero field
reduced mobility /' by the expression:

D =6.39 x 10-'1'7':4 , (7.5)
where typically K = 2.2 x 1071 m%s~ 'V =" and the tamperature 7' {(K') and pressure p (PPa)
are functions of the height & (km). Using the U.5. Standard Atmosphere 1) is approximated

over the height range 80-125 km by [Thomas et al., 1988]:
loge P = 0.0758L — 6.5 (7.6)

As an example, if £ = 88 km, then 7 = 145 w7~ and so for V = 40 kin/s, A = 7.376 m
and 12 = 130 km, we find av = 0.93. AL 110 km, Ay is dramalically reduced to aboul 0.04.
This shows that dctectable echo amplitudes al 7.375 m radar wavelenglh are generally fairly
unlikely above 100 km. It should be noted thal, on occasions, larger temperalure gradients

are found in the metcor region and the relationship between logy D and s then no longer

lincar.

Another influence, (although of hittle importance here), is that meleors forming at heights
of < 78 km have a decrcased probability of detection due to the rapid loss of tonization
due to the transfer of charge from atomic oxygen ions, with molecular ions being formed
[Jones, 1975; Baggaley, 1978, 1979]. Al all heights, but especially in the lower regions,
wind dislottion of trails can lead Lo the non-observalion ol many nicteors, or the mulliple
obscrvation of somie trails due to glinting as sections of the trail are hblowan into orientations

which are orthogonal to the radar bemmn [MeRinley, 1961, Mcldosh, 1969},
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The ionized trail dissipates by ambipolar diffusion, turbulence and chemical and ionic

processes. Diflusion dominates lor a few scconds while turbulence is the chicl mechanism for
e e e o e Tt e Tt e T T e s T e Ty mre—

trails lasting 30 s or more. Once the meteor trail has formed, the expansion of the column

of ions and electrons due to radial diflusion causes the returned echo amplitude to decay

exponcnlially with time in the manner
—1
A = Agexp(—) (7.7)
Td

where Ay is the initial amplitude and A is the ammplitude after time t. ‘The echo decay time

constant 74 is given by
A'l
167D

which defines the duration to 1/e of the initial amplitude. Note thal 74 depends only upon

(7.8)

Td

the wavelength and diffusion cocllicient [e.g., Herlofson, 1948]. Thus at a given A and D
the echoes from all underdense trails decay with the same thne constant. Echoes from
underdense trails are thercfore referred to as ’decay-Lype-cchoes’ [Phillips, 1969].  As an
example, il & = 88 km, D = 1.45 m?s™" and A = 7.375 m thic decay time constant 1s (.24 s,
Underdense trails al observable heights therefore have durations of about a lew tenths of a
second. In conbrast to 88 km, at 110 km height the time decay constant is reduced to about
5 s and trails become very difficult to detect unless the radar wavclength is increased. For
example, at A = 50 m and h = 110 km, the time decay constant hias incrcased to about
0.24 5. It is noteworthy that for waveleugths below 15 m (or frequencies above 20 Mz )
the decay time is short compared to the Lime taken for the wind to distort the trail from
its initial straight linc. However at long wavelengths (or low (requencies, c.g., 2 MHz) this
is no longer the case and most trails arc bent from a straight line (or deformed by wind
shear) during the life time of the echo. Thus the exponential decay strength of an echo
has fluctuations duc to focusing and defocusing superimposed on it, and it hecomes difficult

to determine the decay Lime constant.

It is interesting Lo note that il the pulse repetition requency (prl, number of pulses per
sccond) of the radar is low, then it is possible that last-decaying echoes are less likely to
be seen by the radar. That is rapid dilfusion of the trail ocenrs between pulses so thal the
first, observed ccho is atbenuated by Chis effect, making meteor detection less likely [Steel and
Elford, 1991). In addition, if the prf is low the long duration of the echoes (hecause of the
long decay Lhne constant) docs kead to conlusion hetween new meteor echoes, drifting meteor
trails, and patches of sporadic E-region ionization. Thus an altenuation lactor incorporating

the cffcet of diffusion during the inter-pulse period is necessary. This factor is given by Stecl
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and Elford [1991]:
— 16720

A(pr) )

where the prl is in Hz. This assumes that the trail is Tormed just after the instani of

(7.9)

oy = eXp

passage ol a transmitled pulse; a more precise expression {or a parlicular experiment would
be dependent upon the exacl metcor recognition criteria used {c.g., single pulse return above
some threshold, two successive pulses, a running average, etc) [Steel and Elford, 1991] (also

sce Section 7.2.2).

The resultant cffect of a trail’s initial radius, finite velocity of formation and diffusion, is a
significant attcnuation of the radar echo so that an clfective 'ceiling’ of about 110 km occurs
for observations at 40.68 MHz (corresponds Lo 7.375 m wavelength). Thus, the average echo
height of meteors becomes a function of [requency,

Hall, 1960; Thomas ct. al., 1988]

The individual allenuations from equations (7.2), (7.4), and (7.9) give a lotal attcnuation

in the returned amplitude from an underdense neteor trail of:

(7.11)

a = 0y ¥y

Nat Shawe -
[e.g., Stecl and Elford, 1991). Figure hows the attenuation lactors for our 40.68 MHz

radar frequency. (The method ol data collcction is described in Sectiou 7.2 of the current
chapler.) The values of the four &'s arc plotied as functions of height at three velocitics
(20, 40, 60 km/s). The pulse repetition frequency used was 1100 Hz (somelimes we use 2143
Iz, scc Section 7.2.1), as in the actual dala collection. The range used in the computation
was It = 130 kun since data were collecled in the 78-110 km height region; we have assumed
¢ = 53°, where 0 is the angle from zenith (Lhis will be discussed shortly, sce Section 7.2.4).

ALV =20 kim/s, the finite velocity eflect ay dominates the net attenuation and o = 0.5 atl

bz 96 km; but at Vo= 40 km/s, the initial radius tevin a, has taken control and o = 0.5

ab ~ 95 km: al ¥V = 60 kin/s, the initial radius term totally dominates and o = 0.5 at ~ 90

kin. This clearly indicates that Lhe radar is insensitive to high velocity underdense metcors.

‘The initial eche power in watls, [rom underdense reflection, assuming the initial trail

radius to be much smaller than the wavelengih employed, is given by the radar equation
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CHAPTER 7. A NEW VIIF INTERFEROMETIR METEOR RADAR \35/

[McKinley, 1961; Thomas el al., 1988; Steel and Elford, 1991]

=25 x |u-¢“(%)7’11(:,(‘.',q‘z (7.12)
where A is the radar wavelength, 2 is the echo range, P is the transmitted power, Gy and
G, the gains with respect Lo an isotropic antenna ol the transmitting and recciving systeims
respectively. T'he above attenualion factors mcan that the expression (7.12) for the initial

echo power must be modified to become:

P.=25x% 1(]“”(ﬁ)‘5]’,(;',,(:',.0"!:;2 (7.13)

7.1.4 Radar detection of meteors at low frequenéy

Most meteor radars have customarily been operated ad radio frequencies ol around 20-60 MHz
(5-15 m wavelengths) in order to avoid problems associated with rellection or absorption of
the radio wave in the ionosphere. It is suggested that the *missing mass’ in the 1076 — 102
g range of interplanctary malterial might. be held in a faint, high velocity component which
could be undetected since it ablates at high altitude {Hughes, 1978]. Hughes {1978] argued
that only 3-4 % of the meteoric mass incident upou the npper atmosphere i the 107% — 1072
g ra,ngé is being detected by conventional radio meteor technmgues. Uhis would imply thatl
the vast majorily ol metleoric mmaterial is deposiled into the atmosphere above 100 km, having
important ramificalions for the acronomy and other branches of the atmospheric sciences.
The existence of such high velocity, low mass metcors would also be significant in relation

to the origin and evolution of the meleoroidal complex in the solar system.

Conventional melcor radars, operating al wavelenglhis of around 515 m (20-60 Milz
frequency), arc unable to detect high altitude meleors due Lo the wavelength dependent echo
ceiling (see Section 7.1.3). The diameter (or width) of an underdense ionized trail increases
monotonically with height in the 80-140 km region due to the increase in the molecular
imean free path with diminishing air density. Counsequently, a rapid growth with height
occurs both in the initial radius of a forming trial and also in ils rale of expansion duce Lo Lhe
mechanism of ambipolar dilfusion during the linite Liine required for the metcor Lo traverse
the central (first) Fresnel zone of the radar (so-called finite velocity cflect, also sec Scction
7.1.3). The echo ceiling begins lo acl at heights for which the diamcter of a trail approaches
the dimensions ol an appreciable fraction of the wavelength, when destructive interference
bhelween waves reflected lrom the frontl and back of the trail’s cylindrical cross-section causes

nereasing attenuation ol the backscallered signal.
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Use of meteor trails for atmospheric studies

It is generally believed that meteor trails, once formed, drift with the neutral wind. Nevertheless,
one must be cautious - above 100 kin the effects of electric and magnetic fields may make this
assumption questionable. Kaiser (1969) have investigated this theoretically and have found that
generally the trails do drift with the neutral wind for heights below 95 km, and provided that the
trail is aligned at least 2° away from the direction of the Earth’s magnetic field.

Generally pulsed radars should be used for meteor work - in past years CW systems have been
used, and heights determined by decay times, but this is crude and unreliable.

The optimum frequency range is 15 - 60 M Hz. Meteors are certainly detectable at lower
frequencies (and to higher heights, as seen}, but are much harder to detect because they are often
hidden in the normal D-region scatter.

(t5adottie)
In this frequency rangenthe meteor count rate generally peaks at about 88- 92 km altitude - see

attached diagram.

Sometimes secondary maxima are detected higher up, during certain showers (c.g. Leonids,
Orionids).
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33 & Typical radar configurations

- Two main types of instruments
(a) Narrow beam (b) Interferometer
(a) Narrow beam Doppler this category is simpleml antennas pointed to particular
directions of sky, and standard Doppler procedures used to obtain radial velocities(e.g. MEDAC

(Avery), Cervera and Reid, Radio Sci., 1995). -
Major problem with this method is the possibility of large meteors being detected in the sidelobes -
the user is not aware that these meteors are not in the main beam and therefore obtains an .

erroneous radial velocity.
Nevertheless, majority of meteors do appear to lie in the main beam_

(b) Interferometry In this procedure, one transmits on a moderately isotropic beam, and receives
using spaced antennas on the ground (at least 3). Phase differences of the signals received by the
receiving antennas are used to determine the location of the meteor in the sky.

This procedure is to some extent superior, but some care is needed

(i) The spacing of the antenna must be chosen carefully. If a spacing in excess of A/2 is used, there
are ambiguities of direction of arrival (see diagram over page)

(ii) If the antennas are closer together than about A, then antenna coupling can be severe and
introduce biases into the phase differences between antennas. An antenna spacing of A/2 should
NEVER. be used.

(iii) These two apparently conflicting requirements are resolved in one of two ways
-either one uses moderately high gain receiver antennas (e.g. multi-element Yagi’s) N

(MM@'@":) OR

- one uses extra antennas to help remove the ambiguities.

Most systems adopt the former approach. At the University of Western Ontario, the CLOVAR
radar uses the former, although it is not optimized. It is able to unambiguously resolve 70% of all
meteor echoes for details, see talk later on in this workshop).

An even better arrangement is to use 5 antennas spaced as shown in the diagram on the attached
diagram (courtesy of Prof. Jim Jones, UWQ).
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Detection algorithms
Detection algorithms vary from author to author, but generally involve looking for periods when
the amplitude “leaps” above the background signal and then dies out. I will not dwell on this
matter - it is an issue for individual experimenters to deal with. However, as an example, part of
the algorithm used with the CLOVAR is described over the page.

One also need to ensure that the PRF’s are kept less than about 1100 H z, so that the meteors are
not range-aliased (unless special precautions are taken).
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7.2.2 Meteor detection algorithm

Meicor echoes are detected in the following manner. The mateor detection algorithm basi-
cally just searches for a place where 2 successive amplitude points exceed a threshold value
compare to the mean noisc level (fast-rising signals) of the time series. Afler several trial and
error tests, it Lurns oul that if the average amplitude of the pair of successive points exceeds
3 o, where o is the rool-mean-square amplitude over a length of 2.5 s of data, then ampli-
tudes following these initial 2 larger successive peaks arc examined, aud il a large amplitude
points last for long enough (i.c. not impulsive spikes), then the corresponding interval in
the lime series is identified as being a possible meteor. 1t is also required Lhat no secondary
peaks occur in a region up Lo 2.5 s afier the origiual large amplitudes. There is evidence of
overdense echioes which can last up to 10's of seconds, but it was doecided to use the Ltime
interval of 2.5 s in order Lo climinate {alse delections such as airerall (see later), random
noise,..ctc. in the meleor detection procedure. Once the meteor is delecled the algorithin
also checks a few points back from the maxinnm amplitude of the location of the melcor
trail to test whether the echo is characierized by a rapid initial rise in amplitude, followed
by small amplitude fluctuations. ‘This procedure successfully rejected the data il there was
any bealing (Lhc rcason for Lhis ts Lhal, generally, overdense echoes have very long liletimes,
and the trail can be distorted by the wind field, possibly producing mul.l.iﬁpl(" reflection points
whose scatlered signals beal with cach othier) present in the echo, or any other irrcgularities
(e.g., lwo meteors observed within a short time interval) present due to trail distortion. Alter
several tests, it turns oul that the imaximum amplitude is rcached frequently within 'ilﬁ s, and
it was decided to use this value as a rcliable time limit in the meteor detection procedure.
Any slowly rising echo is rejecied by the program. This procedure successlully rejected the
long metcors, atrcraft, I5-region echocs (c.g. sporadic 15) and  possible turbulence scatler.
Studies of scveral hundred mcteor observalions using Lhis algorithm show it is a reliable

discriminalor of meteors.

For comparison with the above time scales, a 40 kin/s (= @) meteor ab range 130 ki
(maximmum range used in our case) Lakes ~ 0.03 s Lo cross the first Irésnel Zone, so that the
rise of Lhe echo is comparatively rapid. All rise times would be less than 0.1 s, corvesponding
to a incteor velocity of 12 km/s. The decay time constants for A = 7371 o are ~ 1.36 s
al 78 km, ~ 0.24 s at 88 km, and ~ 0.04 s al 110 km (sce also Scction 7.1.3). Therefore,
the meteor echo must persist lor 2> 1.46 s Lo be recognized in the 78110 kin height range.

The data interval of 2.5 s is considered Lo he a good choice. T
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Interferometry procedures and mean wind determinations for meteor winds

The basic ideas implicit in meteor measurements are similar to those used in IDI, with some subtle
differences.

One finds the cross-correlation between the complex data recorded on each receiver, and then uses
the phases differences at zero lag to deduce the angle of arrival. The rate of change of phase gives
the radial velocity. When more than 3 receiver antennas are used, consistency checks are possible
which allow further validation that we truly have a meteor.
The procedures used with the CLOVAR radar are described over the page.
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7.2.8 Phase and radial velocity determination procedure

We have adapled the complex cross correlation method Lo mecasure the phase differences be-
tween Lhe receiving antennas in order Lo determine the eclio arrival angle, and have used both
the complex auto and cross correlation methods to measure the rate of chan ge of the relative
phase in order to determine the radial velocity of the meteor trail. This radar interfcrometer
method 15 sketched in Figure 7.7. When we apply the interferometric technique with two
receiving anlennas f; and Ry, we can compute the conplex cross correlation funclion of
ihe signals measured at H; and Ry (Figuee 7.6). The cross correlation Tunction of signals

mecasured al one receiving antenna 12y (1 = 1} and the other receiving antenna fiy (5 = 2) is
pii(1) =] pii(r) | ¢l (7.22)

where 7 is the temporal displacement, | p;;(7) | is the amplitude, and ¢ij{7) is the phasc
of the cross correlation function. The phase ¢,;(0) at zcro lag (v = 0) yiclds the phase
dillcrence between the receiving antennas and can be relaled to Lhe mean angle of arrival
of Lhe bhackscaltered signal (see cquation (7.16)). The radial velocily, Vy, is determined
by measuring the time derivative of the phase ncar zero lag from both Llie auto and cross

corrclation functions. The equation (7.21) can be re-writlen as:

N doy;
Vip = o 4 7.23
o dr dr ( )
We have used ¢;;(r) al 7 = —1,0,1 to measurc the rale of change of phase. In order o

measurc the rate of change of phase, we used all combinations ol 7 (i = 1,4) and j (j = 1,4).
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We avoided the duplicated combinalions such as (1) = ¢z(—1 }, (1) = —¢ni(1),...cle.
In all, there are 32 independent combinations of phase values to determine the rate of change

of phasc; as seen later, il there is too much variability between Lhese various estimates then

we reject the ineleor.

7.2.9 The echo arrival angle

Our intended interferomeler antenna configuration is given by Figure 7.7. The echo arrival

angle is measured with a 4 antenna interferometer. The divection of the echo is oblained

by comparison of the phase of the echo signal al four receiving antennas. A scl of possible
dircctions is oblained from the receiving antennas 12y, 12, and 1y, while the antenna Iy is
sited for oplimum resolution of the ambiguity. The point I’ represents the specular reflection
point of a metcor trail which is drifling in the direction of (0,4) with respect Lo (0,0); where
0 and ¥ represent the zenith and azimuih angles. The positive azimuth angle is measured

in the anti-clockwise direction [rom castward direction (x-axis).
The unit vector giving the dircction of the specular rellection point can be writien as
I = sin0cos 2 + sin ¥ sinthy + cos Ok (7.24)

— — e . . . .
where 1, 7, and k unit vectors in the x, y, and z dircctions. The position vector of Lhe

receiving anlenna J?; is given by

R'l = d, cos i -+ d, sin P + 0k (7.25)

Therclore, the phase of the signal received al £t with respect to (0,0) is given by:
2w

COR - ) (7.26)

.

¢ =

substituting (7.24) and (7.25) into (7.26), alter some manipulations, one oblain

[

2r
b = (5 )y cos{p = ) sin 0 (7.27)

Similarly, the phases of the signals received at 12, and [{y are:
2 )
by = (Tﬁ)dz cos(yp — ) sind (7.28)

.

by = (%)rl;, cos(yp — i) sind) (7.29)
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where d,, d3, and dj3 are distances of the reccivers f2y, /1y, and R relative Lo (0,0). {1hi=) 5}

represent the azimuth angle, which are dircclly known, measured {rom the x-axis (cast).

Now, consider 2 receivers al 12 (dy, ¢,) and 12y (dy, ¢ ). ‘Then the relevant phase difference

between these receivers is:

P12 =2 — ¢ } ' (7.30)

2w sind
12 = 3

Note that ¢, means the phase ol the signal received al antenna 2 leads thal received at

[dy cos(yp — 1) ~ dy cos(gp — )] (7.31)

anlenna 1. However, it. actually works more casily Lo use Lhe expansion of the above equation.
Therclore we gel:
27 sind

————{dy cos 1 cos Py + dy sin P sin by — dy cos ¢ cos iy — dy sinpsin ) {7.32)

¢z = —

Similarly, the phase difference between reccivers 1) and [ty is:

2nxsin 0

3 [dy cos 1 cos iy + dysin P sinhy — dy cos i cos iy — dy singhsin ] (7.33)

d’l3 =

Note Lhat -
$r2+ da 3 =0 (7.34)

So, there is no uscful extra information in the ¢, term except lor subsequent error check-
ing. @12 and @3 arc determined by computing the complex cross corrclation of Lhe signals
measured al receivers (12, fi,) and (1), 3} respectively, as described in Section 7.2.8. 1t
is convenicnt lo express the cquations (7.32) and (7.33) in the watrix form. Thas we must

solve Lhe simple malrix cqualion

[A] £ =& (7.35)
e
[ ZT”(dz cos iy — d; cos ) 2‘—\”‘((12 sinyry — d; siniy) ] sinfcosyy \  { iz (7.36)
21 (d3 cos1hy — dycosipy)  E(dysinyy — dysiny) sin@sinyh |- - \ i3 '

where ¢z, ¢13, and [A] are known,‘ﬁlel_'cforc we can solvcﬁ.y using a malrix inversion method,
1.c.

£=[A" b (7.37)

Thus we obtain
x1 = sinfcosp ' (7.38)

X2 = sinfsinh : (7.39)
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and then
sin® 0 = y2 + x%, giving 0 =sin"" i+ x5 (7.40)

We can delermine i by substituting ¢ inlo equation (7.38) or (7.39)

=% P = emt‘ct('()s(s;:l'(}) or .'1.|'(',Hi||(si'\::0) (7.41)

or dividing the cquation (7.39) by (7.38) we can deduce

Y= arcl,a.n(’—\z') (7.42)

X1
The arrival of the echo angle (0,%) is thus readily deterimined. We determined such (0,4)
combinations for all measured phasc differences ¢;;, aud also for other combinations of ¢;

involving addition_and substraction of 2r. This sometimes lcad Lo 2 or morc possible "ac-

ceplable” angles. We then turned (o receiver 12, Lo help resolve these ambiguity, and in 70

% of all cases il was possible Lo produce an unambiguous metecor location.

The accuracy of the zenith angle determination is cssentially depend upon the error in
the phase determination. For each metcor the zenith angle of the reflection point was cal-
culated from the mean phase diflerence hetween the reccivers, averaged over 6 independent
estimations (using the combinations of 4 receiving antennas). Aller several tests, we decided
to limit the deviation in phase dilference (oo iupny — @laec)) to be < 357, which then
turns oul to be a reliable criteria. The experimental uncertainty in zenith angle is therefore
< 3%, The spread in possible zenith angles lor cach incteor was used in conjunction with the
range Lo find the possible spread in heights. The average spread was + 3.2 kin, due lo the
phase uncertainty. Thus the range crror due Lo the pulse length (13.33 ges pulse resulling
in a range uncerlainty of 2 km) is also significant, giving a tolal uncertainty in height of
about 4+ 3.8 ki for individual meteors. It is therefore not productive to bin the resultant

individual meteor height valucs into divisions finer than ~ 3 km.
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Determination of the winds

Once we have collected a large number of radial velocities, it is necessary to use these data to
determine zonal and meridional winds. Usually this is done by clustering the radial velocities into
groups - say one-hour bins, and 3 km height bins. Then a least-squares fitting procedure must be
applied to determine mean wind components for this height-time bin. An example of the type of

analysis which is often applied is showT over the page - this is the procedure used at London,

Ontario.

Other variations include the Groves analysis, in which similar binning is done, but the data are
forced to fit to a polynomial function in height. Generally one uses a cubic fit, but other orders are
also possible.

7.2.10 'Wind components over the whole sky

Now R, @, and v form a three dimensional coordinate system which we transform to a
Cartesian system, where x-axis is east, y-axis is north, and z-axis is vertical. The scattering
point parameters are then sorted by altitude and time bin. Since an ofl-zenith point at 85
km height might be detected in the, say, 94 km range galc, a considerable regrouping of the
points takes place at this point in the analysis. The main procedurc for regrouping of the

points in the analysis can be explained as follows.... =X



Significant diurnal variation in the meteor echo rale is observed (see Section 7.3.2) with
the largest echo rate occurring during the early mornings hours when the meteor fluxes were
large and minimum values in the evening hours when the fluxes were small. When both the
height distribution and hourly rates are considered, it is clear thal it is difficult to make
up a continuous time series of wind velocities for altitudes close to the top (about 100 km)
and bottom (about 80 km) of the meteor region (see also Section 7.3.1). Therefore a weekly
or monthly study of the mean winds and tidal oscillations using the vector average of the
daily mean values (similar to chapter 3), irrespective of the time of the day, would be biased.
To eliminate the possible bias due to the diurnal variation of the echo rate values in winds,
we adapted the so-called 'superposed epoch’ analysis to estimate the mean winds and tidal
oscillations. In such a case, recordings may be hinnad " in the same hour of the day over
several days. There are two options to perform the Lime-averaging of the data. We use either
1-hour or 2-hour bins of data. The basic procedure can be cxplained as follows for recording
the data in 1-hour bins. The wind values during each hourly (local time) bins (2330-0030,
0030-0130, 0130-0230, ..., 2230-2330 LT) for all the days in each month are grouped together
and a least-squares fitting procedure is applied to all these radial velocitics to obtain the
hourly mean values, and the resulting time series are taken to represent the 24 hourly mean
values for the equivalent day of the month. In a similar fashion, the data can be grouped
into 2-hour bins (2300-0100, 0100-0300, 0300-0500, ..., 2100-2300 LT), and the resulting
time series are taken to represent the 12 two-hour mean values for the equivalent day of the
month. It should be noted here that the 1-hour bins are allowed to overlap 15 minutes on
either end into adjacent intervals, and the 2-hour bins are allowed to overlap + 30 minules.
These ”"overlapping intervals” ensure that the winds are moderately smooth as a function of
height and time. One of the main objectives of this study is to compare the winds and tides
(i.e. long period oscillations) with the MF radar using the SA technique. Therefore it is

not unreasonable to force a certain degree of continuity upon the data (this will be further

discussed in the following chapter).

All echoes used in the analysis were distributed in heights between 77 and 130 km, with
85% of them lying between 80 and 100 km. The vertical structure of the winds and tides
are established by dividing the recorded data into 6 height groups. The height groups used
were 78-84 km, 83-87 km, 86-90 km, 89-93 km, 92-97 km, and 96-102.5 km for the central
heights of 82 km, 85 km, 88 km, 91 km, 94 km, and 98 km respectively. Note that the winds
are moderately smoothed as a function of height. We have groupcdl the (;Chocs according

to this sequence for 2 reasons. 1) It increases the number of points to do the fitting. 2) It
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gives a height resolution similar to the MF system; it somewhatl simulates the pulse used in
the MF case, where the pulse width is ~ 3 km but spreads out to ~ * 4 km. It should be
noted that for the discussion of mean winds and tides, only the height region 82-98 km is

considered (Chapter 8); for the discussion of echo rates and selection efliciency the height

region 77-130 km i gsed (Section 7.3).

Next we want to calculate the mean apparent motion of the scattering points. For each
scaltering point we initially determined the Doppler frequency, so the scalar value of the
radial velocity of each scatterer can be calculated from the equation (7.19) as

fai | (7.43)

c
Vo =
il 2f
where t = 1,2,3,...., N, where N is the number of scaltering poinls identified at height z

and the time bin Aft.

Having previously determined the location of each scattering point, we can now write the
vector radial velocity as

Vi = Vel (7.44)

where Ig; is a unit vector in the radial direction passing through the ¢ th point, and is given

by

IR

Tni = 17+ m + niF | (7.45)

where {;, m;, and n; are the direction cosines of the i th scattering point, given by

l; = sin 0; cos ¢ _ (7.46)
m; = sin0; siny; (7.47)
n; = cos 0 (7.48)

Now let the mean wind field vector is described by

Vi = ui + vj + wk (7.49)
where u, v, and w are the zonal, meridional, and vertical components of the wind field,
respectively. Three scattering points are sufficient (in principle !) to delermine the three
unknown components of the motion. With more than three points we can calculate a least-

squares fit to the scattering point parameters as follows. Vg, is simply the projection of the

mean wind veclor onto the radar’s (unit) line-of-sight veclor Ir;. Since

Vpi = ‘/_r.n ' I;;l ’ (750)
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for all ¢ if the least-squares fit is perfect, the residual is given by

N .
e =Y [(uli + vm; +wny) - Vas)? (7.51)

=1
The best estimates for u, v, and w are those values for which €? is smallest. Differentiating
¢? with respect to u, v and w and setting these derivalives equal to zero, we obtain the three

equations
d? 8¢ 9

u Bv  Ow 0 (7.:52)

which gives
ud Ptody Lmitw) lin= > oVeili (7.53)

ud tmi+ o) mi+wd mng =) Vaim, (7.54)

ud b4 0) mmi+w) nl =) Vun (7.55)

For any set of measurements ({;, m;, n;), these simultaneous equations for u, v, and w can

be solved to find the best estimates for u, v, and w. ~

When calculating apparent motions vector, we use 2 other selection criteria. First we reject
points that lie within 12° of zenith, since errors in these points cause large errors in the calcu-
lated horizontal motion. Second we reject points when | VR,-(measurctf) — Vri(calculated) |>
30 m/s. Vpi(calculated) is found in the following way. First, we do a first rough estimate
of (u,v,w) without any rejection. Then we do a second run through, and use,previously
calculated (u,v,w) as first guess to determine an estimation value for the radial velocity
- which we call Vpi(calculated). 1f | Vai(measured) — Vgi(calculated) [> 30 m/s then the
measured value, Vp;(measured), is rejected as an outlier. After rejecting the worst outliers

of Vg;(measured), a list of 'new’ (u,v, w) estimates are determined, and subsequently used
1

for the tidal analysis. Note that

v, = \/()::iN:I[VR.-(measured) — Vni(calcuiatecl)]z) | (1.56)
N

represents a sort of a measure of the ’residuals’. They are typically ~ 5-20 m/s, which is

to be expected, since they represent the eflects of gravity wave fluctuations (see Chapter

5). The meteor region is characterized by a wide wave motion spectrum and is generally

turbulent. Chapter 5 shows that gravity wave (GW) ftuctuations are typically several times

the fluctuation due\to the tides, and V., ~ 30 m/s (Vs = rool-mean-square value).

n the average the zenith angle is typically ~ 30° off vertical, we

Bearing in mind that
be ~ 0.5 X Voo (GW) ~ 15 /s or so. Therelore, taking 30 m/s

expect the the residuals



as a limit value is not unreasonable. It might be thought that the residuals would be largest .
for those time bins (1-hour or 2-hour bin) containing the smaller numbers of meteor echoes,
but this is not so. In general the greatest scatter occurs for those time bins where the wind Spesd *

direction is changing most rapidly.

In our discussion of the statistical analysis of dala, We have so far discussed only observa-
tions of three variables (eastward, northward, and vertical). However, we allow the following
3 options to deduce the wind field using the least-squares fitting procedure. (1) Do a fit
to a 3-D wind field (eastward, northward, and vertical); the one discussed in the previous .
section. (2) Do a fit to a 2-D wind field; this wind analysis method assumes the vertical wind '
to be zero (this is a valid assumption as the vertical wind velocity is on average 1-2 orders
of magnitude less than the horizontal wind velocity), and simply project the line-of-sight
component onto the horizontal plane. This problem is a special case of our three-variable
method, i.e. a very straightforward generalization of our three-variable method discussed
above, and can be solved in a similar way. Therelore, the mathematical details of this anal-
ysis will not further be discussed in this section. (3) Obtain the eastward wind using only
the meteors to the east and west. After several trial tests, it turns out that options (1) and
(2) work especially well if the meteors are symmetrically distributed about the sky, and (2) . .
seems superior. The case (3) is a uselul option when there are a ajority of meteors in the '

east and wesl, '

In the present study, the variation of wind velocity with height and time is also determined

by a least-squares fitting analysis developed by Groves [1959]. This method allows variations :
in temporal bahaviour of the wind, with periods of 24, 12, and 8 hours. In addition, the am-
plitude and phase of each periodic component and amplitude and direction of the prevailing .

components are allowed a polynomial vartation with height. Groves analysis has been used
by several groups [e.g., Rossiter, 1971; Stubbs and Vincent, 1973; Roper, 1965, 1975, 1978;
Aso et al., 1979, 1980; Tsuda et al., 1980]. '
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Meteor techniques have been especially used to test out the validity of MF spaced antenna
measurements in the upper atmosphere.
Nl sample comparison +s  presented - but such comparisons are on-going and will no doubt be
discussed in the workshop to follow this session.

The measurement of winds in the .D-region of the ionosphore 913
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Fig. 2. A 8-day comparison of ionospheric drifte (full lines) and meteor radar wind
estimates (broken lines) with each discrete point ropresenting & 3-hourly avorage.
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Abstract
Muodern fast digitization technigues ind computer methods have been combined with both new and old theuretical approaches .
(o pertit construction of a new class of meteor radar. This radar can simultancously stream data into memory, detect oceinrrences
of meteors, and determine the location of meteor trails {range and angle), as well as find their radial drift specds and decay times.
The meteor enirance speeds as the meteors enter the atinosphere can also be determined. These paramcters may then be used
to deduce meteor fluxes, as well as winds, tfemperatures and diffusion cocflicients at altitudes of R0-100 km. This information
can also be used to deduce source pusitions of melcor shower radiants. Some of these capabilitics arc very new, especially
1he ability to measure atmospheric temperatures at ~ 90 ki aftitude. (© 2000 Elsevier Science Ltd, All rights reserved. N
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1. Introduction

Mcteor studies have a kong histery, and the fick] was par-
ticulatly active prior 1o the mid-1970s. These studics were
made to determine both information about the meteors them-
sclves, and also to learn about the atmosphere in which
they burn up. Many of the carlier astronomical results have
been described by McKinley (1961}, and some of the atino-
spheric results have been described in a special MAP hand-
hook (Roper, 1987). An excellent, and more recent review,
is given by Ceplecha et al. { 199K).

During the 19805 and early 1990s, the incidence of new
meteor research, especially for stmospheric applications, di-
minished. This was in part duc to the retirement of some ac-
tive researchers, and also because, fo some extent, new pos-
sible advances were limited by inadequate technology. Many
of the previous studies used photographic film, or some-
whitt primitive computer deteetion algorithms, and some of
the rescarch was manpower intensive. Computer algorithms

Y Cortesponding  awthar,  Tel: - 1-519-687-T822;  fax:
1 1-519-057-T822,

E-mail adelress: wardoc-inc@home.com (WK, Hocking ).

were testricted in their capabilities and often “non-metcor™
cchoes could not be adequately discriminated from tnre mc-
teor echoces. There was also, in the atmospheric community.
a perceplion that middic atmosphere wind measurements

could best be made with other techniques such as spaced R r'H-]-t

antenna stwdics (e Briggs, 1980, 19R4, llwl{ing ot al,
1989) and VHF Doppler radars {Woodman, 1985; Zrnic,
1979; Hocking, 19970). Onec notabie exception was the work
of Avery et al. (1983, 1989), whe uscd narrow beam VHF
radars to undertake meteors studies, but because the radars
were often optimized for MST VHF studics, the meteor de-
tection rates were often low, Tsikda et al. (1987, 1995) also
carried out meteor studies in this time frame.

The availability of fast digitization  devices, amd
high-speed personal computers with large memory buflers,
changed this situation. 1t was now possible to usc multi-
tasking opcrating systems like UNIX on personal comput-
ers, and sinmitancously stream data to memory and analyzce
it “on the fly". Furthermore, very detailed meteor sclection
and analysis algorithms were now possible, permitting very
high rejection probabilitics for lightning, E-region echoes,
impulsive RF interference, auroral cchoes, and so forth,
Procedures which once required manual intervention amd

1164-6826/00/% - see front wmatter (€) 2000 Flscvier Science Lid. AN rights reserved.
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teok hours or days Lo perform on lavge data sets, could now
be performed in real time. Newer, more sensitive detection
algorithms were also possible.

Meleor sadars have generally used cither aarrow beams
{Avery o al, 1983} or, more commonly, inlerferometric
techniques. The interferometric techniques generaily ulilize
wider beams. In the limit, beams which are almost isotropic
can be used, and these arc capable of seeing mcteors over
the whole sky (the so-called “all-sky” systems). Interfer-
ometric techniques use phase information recorded at the
receiving antennas o determine meteor lovations, whereas
narrow-beam systems rely on the assumption that most me-
teors detected occurred somewliere in the main beam of the
vadar, In regard 10 the interferometric method, one other lim-
itation ol carlier meleor studies was that these systems of-
ten used receiving antennas spaced only a half-wavelenpth
apart, and the coupling between these antennas could be se-
vere (up to ~ ~ 10dB Y. This therefore prodiced hiases in
the phases measured by the antennas, and so produced er-
rors in focation of the meteors. Improvements to this design
were only forthcoming in the 1990s. Hocking and Thaya-
paran (1997 used four antennas spaced by typically 1.5-3
wavelengths, whilst Jones and Webster (1992), and sub-
sequently Hocking (1997a) used a S-antenna system with
minimum antenma spacing of 2 wavclengths. The latter sys-
tem lras heen analyzed for coupling eflfects by Jones et al.
{1998). The availability of these new antenna arrangements
improved the reliability of metcor systems.

Finally, two other phenomena caused a regeneration of
interest in meteor studics, The first was the imninent arrival
of the Leonids meteor storm in 1998/1999 (c.g. see Brown
et al., 1997, 1998b; Brown, 1999), and the second was the
possibility of metcor damage to satellites. These events pro-
duced a renewed interest from the astronomical and military
communitics.

1t was within this environment of renewed interest, and
significantly improved technolopy, that the SKiYMET radar
was developed.

2. Radar objectives

The purposes behind the construction of the SKiYMET
radar were multiple, It was intended that a system be de-
veloped whicle could acquire data at the highest possible
rate, and sinmtancously perforn nany dilferent analyses.
The abifity to run continuousky and unatiended was also an
tmportm requirement, The system was designed to employ
interferometry, using optital recciver antenna spacings, and
was ilso designed 1o be an all-sky system. This is in con-
nast to many carlicr radars which transmitted their power
infu inaderately narrow beams aligned af fow clevation an-
gles. The system was also designed to operate at very high
imlse repetition frequencies (PRFs) — up to 2000 Hz and
higher. This was a new development for routine metcor stud-
iex, sinwe systems in the past often used PRE= of 600 11z and

less. These higher PRFs would allow the system to be uscd
to dctermine parameters previously not amenable to stan-
Jdard meteor radar studics, such as meteor cntranee speeds
Use of such & high PRE, however, suffered from one linn-
tation — the aliiging range was small. For example, if the
PRF is 2143 Hz, the alinsing range is 70 km. Thus, in pripci-
ple, it would be impossible to resolve whether a meteor had
a sange of say 65, 135, 205 km, ctc. This limitation, how-
cver, is casily resolved. Because it is known that the vast
majority of metcors burn up in the altitude range between 70
and 110 km, and because the angular location (azimuth and
clevation) arc well known from interferometry, it is possi-
Hle in most cases to use tis information to determine the
true range unambiguousiy.

Other special requirements of the new design included
very defailed real-time meteor echoe discrimination algo-
rithms, as well as virious fotms of on-line “post-detection™
software, inchxling determimstion of middle atinosphere
winds (RO-100 km altitude). mapping of radiant somees
during shower conditions, and determination of ambipelar

diffusion cocficients and temperatures. Determination of

diffusion coclficients {Tsutsumi ot al., 1994 ) and 1emper-
atures {Hocking ¢t al., 1997; Hocking, 1999a) are in fact
very recent developments. It was also intended that the
radar could measure metcor entrance speeds (e.g. Cervera
ct al., 1997), and substantial developments have been im-
plemented here to permit real-time determinations. The
system is also sufficicntly flexible that new developments
can be incorporated into the system where appropriate.

A persistent and underlying philosophy has been to ensure
that, as much as possible, the data acquisition and analysis
arc fully integrated onto a single platform. Off-linc analysis
is reduced because much of the data reduction is performed
in real time. Results of the on-line analysis can be oblained
with relative case. At the same time, the raw data associated
with any events of possible significance arc stored to file in
real time, and so are accessible to the user should further
detailed analysis be required.

In the following sections, the implementation of these
objectives will be described, Following thid, examples of
typical outputs will be discussed and displayed

1. Hardware

The system hardhware comprises antennas, cables, a trmns-
mitter and a receiving/digitizing wnit. The antenna layout
is illustrated in Fig. 1, where the five receiving antennas
arc arranged in the form of an asymmetric cross, with arms
of lengths of cither 2 wavelengths or 2.5 wavelengths, as
shown, The location of the tansmitier antenna is oot critical,
although it shoukd not be too close to any of the receivers,
Each recciving aptcnna is connected 1o a separite reccives
witl eables of equal phase-length — typically 70 m or so.
Systems generally operate at a fixed frequency which s sc-
lected by the user, bat s normally i the rnge fiom 20 to

by
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SKiYMET antenna ground plan

Fig. . Plan view af the antenna armngement for the rdar system.
The locativn of the tansmiticr anlenna is wot critical and can be
placed in any convenient location. The receiving antennas all need
1o be in a horizontal planc. The symbol A represemts the radar
wavelength.

50 MHz. The transmitter antentia is connected to the trans-
mitter wilh fow loss cable. N is also possilie, in cases of
very long receiver-antenna cables, to place pre-amplifiers at
the antennas to enhance the signal for transmission back to
the receivers.

The transmitier is a solid state unit comprising (typically)
six | kW modules, although larger numbers of modules can
be used. )t is supplicd hy Tomco Electronics Pty. Lid, of
Australia. It is physically compact, being approxinuely a
cube in shape, and having a tength of about 60 cm per side.
The peik power transanitied is generally 6 kW, and a sc-
fection of pulses are available. They may have a varicty of
shapes, including Gaussian, square, and square pulses with
shaped tapering on the ends. Pulse lengths can also be sc-
lected, and can vary from a few hundred mcires up to scv-
ctal kilomcetres, Generally an cifective pulse length of abowt
2 km is the mast common chaice, The transmitter also in-
cludes protection against excessive standing-wave ratios and
over-healing,

The next hardware unit to consider is called the Radar
Data Acquisition System (RDAS). This unit includes five
identical receivers, cach connceted to a separate anteana,
which are then interfaced 10 a digitization system. it also
cotains the “Frequency Synthesizer Unit” (FSU), which
provides various reference frequencics for the ransmitter
and receivers. The whole system is in turn driven by a per-
sanal computer ronning under a Freel3ISD UNIX operating
systemr. Many paramcters can be selected under computer

o

control, including filter bandwidths: up to four diflerent fil-
ters may be chosen. Typical base-band filter half-widths are
25, 50, 125 and 250 kHz. For a 2 km pulse, the 25 kHz lilter
approximately optimizes the signal-te-noisc ratio. Other se-
lectable parameters include pulse fength, pulse shape, pulse
rcpetition frequency, receiver gain (up to [22dB), sam-
pling interval, and number of colicrent intcgrations. The sys-
tem also contains a large self-diagnostic capability, enabling
thorough checks on the system {unctionality.

The vsc of a UNIX operating system is an important ad-
vantage. It enables fast and cflicicnt multi-tasking, and also
makes it easy to link the system to modems and the Inter-
nct, The multi-tasking capability makes it possible to stream
the data into memory on a continuous basis, while at the
same time analyzing, the incoming dita Tor the veeuerrence
of meteor echoes. This minimizes the system “bind-time™,
su that the system is able (o deteet several thousand vseful
mcteor echoes per day. The data are then writien to hard
disk. It is possible to store all data to disk. for detaifed stud-
ics at a fater time, or to record only the raw data associated
with individual detections. It is most common to use the
latter option. Typically, the data stored arc or s be-
fore the mcteor occurrence, amd 3 s afierwards, al the range
of detection. These data arc then further analyzed to dic-
termine metcor range, angular location, height, strength of
backscatter, lifctime, radial deilt velocity (and its error), and
meteor entrance speeds (where possible). This processing
once again takes advantage of the multi-tasking, capabilitics
of the UNIX environment, so that the processing can pro-
ceed independently while the radar continues to acquire new
data. A wide varicty of detcrminations are then possible,
such as upper atmosphere wind specds, temperatures in the
meleor region, ambipolar dilfusion coeflickents, pressure in
the meteor region, and locations of shower radiants. A flow
chart describing the interactions between the various units,
the data acquisition, and the software algerithms, is shown
in Fig. 2.

In the following sections, we will deseribe the various
software algorithins in some detail. We will begin with the
initial detection software, and then propress e the hipher
level analyses.

4. Detection algorithms

One of the most important tasks performed by the
SKiYMET software is meteor detection and discrimination.
In the following scctions, these algorithms will be outlined.

Mecteor detection is performed with two suceessive pro-
cesses. The first algorithm in the meteor identification
sequence is termed the “detector™, and this performs a
“first-pass” examination of the in-phase and quadeature
time series, identifics potential meteors for further analysis,
and stores the data associated with them to data files, which
we shall call “Preliminary EVent Files™ (PEVs) These
files typically include 15 of raw data prior 1o the meteor

thaos:
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SKiYMET Hardware and Software Flow Diagram
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Fig. 2. Flow chart showing the interaction between and within the various hardware and soflware components of the system

peak. and 3 s after i, ai the range at which the metcor was
detected. As a rule, this results ma reduction of storage
sparce by a factor of abowt 100 (or more) relitive (o that
which would have resulted if all data were stored.

The sccond-stage analysis (lermed “skiycore™ ) re-cxamines
these same metcors, but in much greater detail, and confinms
them as meteors where possible. This strategy has been
atfopted so that the fiest-stage software (detector) has sim-
pler tests to perform and so requires only minimal tasks to
undertake during the inttial detection. In cases of extramely
high data rates, the detector is therefore not encumbered
by mwore siringent tests. The second-stage (confinmation)
program then analyzes these “PEV™ files, but the time con-
straints {or it arc not so severe. Analysis is performed in
the background, with the first-stage detector always having,
the highest priority. The confinmation program analyzes
the PEVs whencver there is sparc time on the machine. As
a ruic, with modem computers this second-stage analysis
actually completes within scconds of the data acquisition,
but in principle it is possible that it could lag the initial

detection by any length of time. Thus., if there are bursts of
meteor activity, the first-stage detector can function muost
clficiently for detection, and the sccond-stage confiemation
can proceed at a fater time when the meteor activity has

diminished.
4.1 First-stage detection

One of the mwost diflicelt processes in the meteor analysis
sequenee is sinply the task of finding metcor cchoes and
discriminating them from other short-duration signals. The
features which distinguish meteors (or at least underdense
metcore) include their relatively short duration, their rapid
onsct, §nd their quasi-cxponential decay time. Owce
detected) it is relatively simple to pecform cross- and
auto-cortkfation limctions on them, but the intial detection
can be qhpite diflicult, especially if the mcteor signal ix
weak. Thdyefore, various signal-to-noise improvements are
necessary Ror this initial stage of detection. The “detector™
petforms e following tests.

;R Mo Jawron (175
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Step 1. First, the in-phasc and quadrature components are
averaged in time bins, thereby implementing a (lemporary)
coherent infegration on each receiver. This is in addition to
any coherent tegration which has already been performed
at the digitization stage, Typically, we average over a se-
quence of 2-4 points in length (where the actual value is
wser-specificd). The number shoukd be selected in such a
way that the integration time is substantially less than the
period of the fastest oscillations cxpected due to the radial
drift of the meteor trails. For a PRF of 2144 Hz (which is
very common ), wilh an initiad coherent integration of 4, an
exira (temporary } coherent integration of 24 points is a
very reasonabic number.,

Step 2. Next, the amplitude of the signal on cach re-
ceiver is determined from the in-phase and quadrature aver-
ages determined above, and then the program incoherently
averages the amplitwles across all five receivers, This opti-
mizes our signal for nitial detection purposes. We use the
incoherent average across reccivers, rather than the coherent
one, because a colicrent average may well sum to zero, or a
small value, since the phases on all live receivers are dilfer-
ent. Then, the magnitude of cach such sum is compared to
the mean value of the amplitude in the previous “a™ points,
where the value of s is user-determined and is typically of
the order of 10 or 20. If the current value significantly ex-
veeds the standard deviation of the previous » points, then
the point is considercd as a possible meteor. If this is not
su, the program procecds to the next point. The mcaning
of “signilicant™ is user-defined — the user specifies a nuin-
ber which represents the muhiple of standard deviations by
which the peak must cxceed the standard deviation of the
previous points. 1T the point does satisfy this criterion, then
a flag is set 1o indicate a possible meteor. The next poing
is then examined; it is necessary that this inust also exceed
the noise floor by the above-specified multiple. If this is not
s0, the “meteor-present” flag is tuned oll. If the next point
also satisfics this test, the program proceeds to further tests.
Individual large spikes usuaily relate to lightning, or impul-
sive interference, and if these ocenr, they can be removed
and replaced by the average of the value on cither side, This
latier process can be selected at the user’s discretion.

Step 3.1t is now necessary to procced to further tests,
in ueder 1o determine if the signal is truly 2 meteor. 1 is
therefore detenmined whether the large value really does rise
abiuptly out of the noisc. If the risc is slow, the data me
rejected as aireralt, or E-region cchoes, or some other typc
of contaminant, 1t is also necessary to ensure that the ccho
is reasonably short fived (typically less than 2 or 3 5). For
example, aircrafl generally take a fow sceonds (typically 10
or moie) to pass through the beam se the signal is tested
0 see il it has retutned to “normal™ after about 3 s, T this
is so, the signal is maore likely to be a real meteor, so the
fest progresses to cheeking that the mean amplitude level
Las returned to @ value comparable to the noise level within
typically 3 s of the peak. This procedure also helps elimi-
nate other slowly fadurg events such as ionospheric echacs.

Howcver, this test alone is insuflicient to ensure that the sig-
nal is indced a real mictcor. It is also necessary to check that
the metcor suddenly “turns on™ and that the mean level for
the cluster of three successive points at a location 0.3 s prior
1o peak does not have a mean vilue which exceeds the pre-
viously assigned trigger level. This cllectively constraints
the risc time to 0.3 s or less.

Expericnce has also shown that lightning can be a nui-
sance, buth in the form of lightning-induce RF interfercnce
and radar scatter from lightning plasma trails. IT these ap-
pear m the time scries as individual amplitude spikes, they
can be removed using the spike-rejection algorithms previ-
ously discussed. However, the duration of the lightning sig-
nals often exceeds the interpulse period, and their effect con
be found un scveral successive pulses. When this occurs, the
signals tend to show substantial amplitude variation through-
out their lifctime, rather than the moderately smooth decay
associated with metcors. This is true for both RF interfer-
ence and seatter from lighting plasma-tubes. Other forms of
signal alse exist which alternate up and down in amplitude
on time scales of a few tenths of a sccond, and these also
need to be climinated. All of these types of echoes can be
climinated with the Tollowing test.

Step 4. The data are searched for occurrences where the
amplitude Huctuates up and down as a function of time in the
900 ms following the peak, using the following algorithm,
First, the place where the amplitude has fallen to 0.3 times
the peak value al the initial meteor onsel is Jocated, Next,
the meteor ccho amplitude heyond this point is examinel
tv determtine whether the amplitwde riscs to above 0.7 times
the initial amplitude. 17 this oceurs, it is assumed that the
ccho has non-mcteor characteristics. As a conscyuence, the
signal is rejected. This algorithim bas proved very cllective
at removing lightning as well as other non-meteor echocs
such as sporadic E-region reflections (which tend (o show
substantial amplitude variability ). i docs have the disadvan-
tage that occasionally decply fading oscillatory over-dense
meteor echocs may be rejected, but this likelihood can be ac-
conunodated by adjusting the depth of the fading permitted
(i.c. the values of 0.3 and 1.7 as previously discussed). This
procedure will also remove signals associated witle over-
dense meteor trails, but since these arc only a small per-
centage of the total number of meteors, the loss is not oo
significant. The rejection of a great many lalse echoes more
than compensates for the few overdense meteors which may
be rejected by this algorithm,

Step 5. Despite the care taken in these fests, experi-
ence has shown that non-metcor evenis can occasionally
ship through, and therefore there is one mote important test
which can be applicd. This test also rejects very weak mele-
ors which cannot be used because their signal-lo-noise ratio
is too small to allow their lucations to be determined. The
actual test involves forming the cross-correlation function
between all pairs of antennas and exanmining the variance
of the rate-of-change of phase of these correlation funce-
tions. When the standand deviation of the rte-of-clange
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of phasc at zero lag is found across all recetver-pair com-
binations, a very useful deciston-making parameter is ob-
tained. IT the value is small, it is relatively certain that
we have a pood meteor, while if the valuc is large, it s
likely that the “signal” is in fact very noisy and should
be discarded. The division between a “large™ and “siall”
standard deviation must be detennined by the user, but vi-
sual examination of many meteors has permitted us to de-
termiine that a value of about 6 m/s (where the rate of
change of phase has been converied to a vadial drift veloc-
Hy) is reasonable. However, in the detector algorithm, the
parameter can be user-defined. Indecd in some cases, val-
tes of up to 12 /% are aceepted, so that cven some very
weak meteurs will not be rejected. More rigorous tests are
applicd in the following, second-stage detector, program,
which will be discussed shortly, 1t should be noted that
the cross-correlation function, rather than the autocorreta-
tion function, is used, since the antocorrelation function has
a trontblesome noise-spike at zero bag which can complicate
cileulations. The cross-correlation function is less contam-
inated hy such spikes.

The above tests have been found 1o be very clfective in re-
maving non-meteor cchocs. As an example, during a recent
meteorological storm, 4000 echoes due 1o lightning were
recorded and were initially accepted as meteors; yet after
ruoning through these final two identification processes, it
wits found that there were only 10 left. About six of these
were real meteors, and the other four were lightning spikes
superimposed on simultancous short-lived aireraft oceur-
rences. This is a relatively rare event, and four such “false
detections™ in the cowrse of a day’s worth of mcteors rep-
resends a very small error rate. However, it is emphasized
thal these detection criteria can be controtled. to some cx-
tent, by the user. Some parameters are adjustable, and some
tests can be turned on or ofT. Ofien the criteria are relaxed so
that a higher percentage of “doubtful™ signals are accepted.
This is done so that these echocs can be visualized with the
various graphics packages available; it is often a good idca
10 be able W investigate “doubtiul meteors™ from time 1o
time, in order to keep a visual check on the rejection crite-
ria. It must be remembered that ail {hese detections will sfill
be subjected to a much more rigorous serics of fests in the
sccond-stage confinnation program, so false detections will
be removed there. Indeed, the criteria used in that program
cven allowed removal of the fowr curious lightining-cases
“teft over”™ in the discussion above.

Step 6. Finally, if an echo is detecied amd passes all of
these tests, the data associated with this echo %%cd 1o
a PEV filc. In particular, a 4-s data strcam containing all
of the in-phasc and quadrature components for cach recei-
ver is saved, where the data strcam starts 1s prior to the
peak of the meteor, and finishes 3 s after the peak, at the
range of detection. Data are not stored at the resolution
used for the fesis discussed earlier, but rather at the (much
higher) temporal resolution of the eriginal data acquisition
specifications.

4.2, Sccond-stage analysis. mcicor confirmation

4.2.1. Paia storage and general strategy

The sccond stage of identification and confirmation can
now begin. The program name used for these studics is
“skiycorr™. It is possible to ron this analysis in parallel with
the first-stage detector, with this new program identifying
new 4-5 records and analyzing them as svon as the detector
has produced them. However, it is also possible to save all
4-5 files and analyze them at a fater time. The purpose of
this program is two-fold. First, it is used to further subject
the original meteor-deteetions to moere rigorous testing, to
be surc that the “possible meteors™ really are vahd mcteors.
Files which pass these tests are written 1o new hles called
“Confirmed EVent™ files (CEVs). Then, secondly, it is used
1o determing the Jocation of the meteors in the sky (zenith,
azimuth and range), and then perforin other caleolations
such as deternunations of decay times, radiad velocities, ancd
entrance speeds. The resolts of these analyses (including,
meteor trail drift velocitics) are then written to an ASCH fext
file for further study, Once again, these analysis procedures
will be deseribed in 2 sequential manner.

Before applying these tests, it is important to register the
intrinsic phase delays between the antenna/seeciver com-
hinations. Thesc delays must be known in order for the
algorithm to determine meteor pesitions. They arise from a
variety of factors, but are mainly duc to receiver delays,
since all cables are generally cut to cqual phase lengths, and
alt receiving antennmas are identical. As a male these phase
delays arc mcasurcd at the time of instaifation, and also
regular subsequent intervals. They are stored to file, from
which the skiycorr program can read them as required. We
have found that the reeeivers arc very stable with respect to
time, and drift by onfy a few degrees over the course of @
year. Nevertheless, regular phase chiecks are highly advised,

Skiycorr repests some of the steps in the detector, but
with more aggressive rcjcction critecia. Some new fests have
also been added and these will be discussed in due course.
I also has the option to include its own “spike-rejection”
criterin, which can be used cither to supplement that used an
the detector, or 1o replace it entirely.

The conlicmation program, skiycorr, thea begins to scarch
for meteors within each 4-s record produced by the detec-
tor. The 4-5 PEV files also contain seme header. inforina-
tion which tclls the skiycorr progeam where {within the 4-s
record )} to fook Tor the meteor. Following this, skiycorr per-
forms a double-check of the position of the neteor peak.
This cheek begins with a search of the incoherently aver-
aged data points, secking out pairs of points which stand
out above the noise, just as in the detector, but with more
stringent aceeptance criteria.

Once a possible metcor has been acemately located, a
series of more thorough tests then ensucs Some of these
repeat algorithms used in the first stage of detection, but with
more stringent paraeters. However, the majority of these
tests are new. They are tisted below, it should be noted that

its
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some of the tests may not scem cspecially “stringent™. This
is truc, and it is a deliberate strategy, with the intent being to
apply many tests of a modest nature throughout the program,
rather than onc or two extreme tests. When combined, our
tests then make a powerful discriminator of meteor cchocs.

4.2.2. Sccond-stage tests

The tests performed in “skiycorr™ are now described.

Step 1. Three separate data intervals of widih .25 s arc
isolated at the following locations. The first interval is found
at the very start of the record (usually 1.Os prior to the me-
tcor peak, and therefore covering a range from L& to .75 s
prior 1o the peak). ‘The second interval is chosen just prior
(0.35-0.1 5) 1o the peak, The third is found starting (.7 s
afier the peak. The root-mean-square (RMS) values of the
incohcrently averaged data within these three hins are then
found and compared. The largest RMS {root-mcan-sqguare)
vitlue ol these is selected and is compared to the value of the
peak of the meteor {where the peak value has been found
aficr applying both the colierent and incoberent integrations
deseribed eardier). 1t is required that this peak value exceed
the fargest RMS value within the other three bins by at least
a factor of two, (11 is worth noting that when the incoher-
ent amplitude averages are formed, the mean value is offset
from zero by an amount which can substantially cxceed the
standlard deviation of the amplitudes. Fhis ofTset is removed
from all the data before any tests are performed, and it is
expecially important to be aware of this for the above tests.)
A Factor of two may not secm large, but is sulticient to clim-
inale cases where the “peak™ detected by the detector turns
ol to he little more than a noise burst.

Step 2. The next step involves cross-correlating the data
on the different clamnels prior to the meteor peak. In this
case, rather than requiring high levels of correlation, fow
levels are sought, so it can be detenmined that the mcteor
truly has occurred sicldenly. This therefore takes advantage
of vac of the most unigue fealres of metcors - the Fact
that meteor signals rise very mapidly out of the noise, This
test successfully removes cases of nxxderate E-regrion re-
flections which are persistently present but which suddenly
increase in strength, for example, beeause the data prior to
the sudkden increase are still correlated. It is also a very
god way to remove aireraft contributions which somchow
passed through the carlier tests. Specifically, the variance
of the rate of change of phasc of the cross-correlation func-

lions between all pairs of antennas is examined necar zero |

lag. The test is very similar to the cross-correlation proce-
durc described earlier for the detector, but in this case small
vitlues arc repected because this indicates highly corrclated
data just prior to the incteor. In reality, the rates of change
of phasc are converted 1o radial Jrift velocitics (the units of
which arc m/s) and thusc cases in which the standard devi-
ation for the mean is less than 2.0 my/s are rejected.

Step 3. Following step 2, the same type of tests are applied
yet again, but on this occasion the interval of time used
includes that in which the meteor ocerrred. In this case, data

which are well correlated arc sought. A data bin of typically
1.0=2.0 s is used, depending on the meteor dusation, and
cross-corrclation functions are formed between ali pairs of
receivers. It has been found that data are acceptable if the
standard deviation of the mean radial drift velocity is less
than 5.5 m/s. This has been determined largely by the visual
inspection of many hundreds of meteors, and this test works
well for radar frequencies abuve 30 MHz. Larger values are
acceplable for lower frequeneics.

I the data passes all of the above tesis, an aceeptable
meteor has been identificd; if pot, the data are vejected and
ignored and the program passes on to examine the next 4-s
dita set.

5. Meteor pavameters

The next step is o determine parimeters which describe
the metcor and its plasma trail. These are Tound in the
skiyeors program, after the meteor has been confirmed..
Clearly, the peak amplitude and the lifctime are easily
found — the latter is determined by flinding the time for
the cross—correlation function to fall to 0.5 times its value
at zero lag,

One of the most important picees of information is, of
course, the lecation of the mieteor in the sky. This is found
by comparing phasc differences of the metcor signal at zero
time lag in the cross-correlation functions, after compensa-
tion for any intrinsic phasc dilferénces between the receivers.
These phasc differcnces may then be inverted to determine
a direction of arrival of the reflected radio wave by stan-
dard inferferometric techniques (c.g. Roctiger and lerkic,
1985; Larsen and Roettger, 1991 Larsen ct al., 1992). The
novel interferometric antenna arrangement showa in Fig. |
remaves (in principle) any angular ambiguitics. However,
if the meteor signal-to-noise ratio is poor (leading to cirors
inn he phase determinations ), it can happen on occasion that
the program cannuot decide between two possible meleor po-
sitions in the sky. I this occurs, bath options are saved, and
the meteor is assigned an “ambiguity level™ which specifies
the number of acceptable angular positions All this infor-
mation is saved to the final output file so that the subsequent
user can decide whether to employ this information or not,
In gencral, only a small pereentage of meteors show such
angular ambiguities.

At this juncture, there is another caleulation which needs
to be made, and this s the determination of the height of the
mctcor. If the range is known, this is relatively trivial, since
the angle from zenith inay be ased to determine the height.
The curvahire of the Earth is allowed for in this ealeulation,
However, there are limes when this calculation is more com-
plicated; this oceurs if the pulse repetition frequency of the
system exceeds 1500 1z, Sueh high PREs e ofien used o
cnhanee the signal-to-noise ratio, and also o permit deter-
mination of guantities whicl require higher temporal reso-
ftion (such as caltculation of mctcor entrance velocics),
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Fig. 3. Displays of typical flux data produced by the radar, (a) Typical metcor comnt rales ax a fitnction of tme of day over a period ol
two days. A pronounced diurnal cycle is apparent, slthough the day-to-night variation is nat always this severe. (b) Typical azimuthal and
senithal distribution of several thousand metcors. taken with a system in New Mexico. Note that the excess of metcors o the north anl
soith are due 1o the anteana alignment. 1F crossed antennas are used, the distribution becomes more rotatienally symmetric, (¢) Typical

height distribution of the meteos recorded with the rmdar.

6.2, Upper miiddle-atmosphiere winds

Upper atmosphere winds have always been a main-stay of
radio-meteor research. Mcasurcments of this parameler are
accomplished by mcasuring the radial velocity of every me-
teor detected, and then combining these measurements in an
all-sky manner to determine upper level winds. In the case of
SKiYMET, radial velocities arc determined within skiycorr
by using both aute- and cross-correlation functions associ-
ated with melcor detections, and using the rate of change
of phase near zero lag to determine the radial velocity. All
possible cross correlations between all signals from all five
teceiving antennas are used, as well as the auto-correlation
hunetions on each receiver, and then the average is taken.
‘The standard deviation Tor the mean is also found. This lat-
ter parmneter is used as an estimate for the error, and is also
stored with the mdial velocity Tor subsequent analysis. 1F,
however, the standard deviation for the mean is excessively
targe (typically greater than 5.5 m/s — sce previously ) then

Anicona &

Al.ignmcmj

Height Distribution

o July t6 & 17

1998

10

9w

m
Height (km)
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70
1] 00 200 MN

(c)  Number of Mcteors

the “meteor™ is rejected entirely.

The on-linc all-sky least-squares fitting routine currently
assumes a uniform wind u = (w0, w) and then minimizes
the quantity

Z [{u-r} - "ﬂ]za (h)

where i refers to the meteor nmumber in a specified heiglt
and time window. Typically, such a window would cover
a height region of 34 km, and a duration of about 1.5 h.
Such windows are stepped at time steps of 1 b, and height
steps of 3 km The vector 17 is a unit vector pointing from
the radar ta the ith meteor trail. The value 1y, is the measored
radial velocity, and u - 1) is a dot-product.

In the simplest case, it is assumed that w = 00 i more
complex cases, it is possible to also assume (hal there are
praclicnts as a function of positian in the sky The SKiYMITT
radar produces an on-line solution of Eq. (1) for the special
casc that v = 0, but provides all the relevant information
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if a high PRF is used, it is possible that the meteor will
be range-aliascd. For example, a PRF of 2144 Hz (a com-
monly used value} produces an aliasing range ol ~70 ki,
so a meteor at 50 km range appears at a range of 10km,
Likewise meteors at 80 km range, or 220 km range also ap-
pear at 10 k. Skiycorr therefore detennines abl possible
ranges from whicly the meteor might have come, and then
tises this information to determine possible heights of the
meteor. Ranges which de not produce a hicight in the re-
gion 7O0-110 ki (where these Hinits can be user-specificd)
are sejected. In the majority of cases (except for the lowest
clevation angles), this procedure produces only one possi-
ble range, thus allowing unambiguous fecation of the me-
teor. In cascs where there are range ambiguities, the “am-
biguity level” is increased to reflect this Fact, and the pos-
sible rmpe-angle combinations arc printed to file. Thus,
these are stitl available to subscquent users should they he
needed.

The linal parameter which is determined is the speed at
which the metcor entered the atmosphere. Detennination of
this paramcter is not always possible, but when it con be
determined, it sepresents very impottant information. The
details aboat this determination will be given later.

Finally, the data arc written to two files. One is a binary
lile, and the otlicr is a text file. This dual option offers some
cxfra security against file deletion, amd also permits users to
use either as input Tor subscyuent analyses, The following
data are written to file. First, the date and time arc given
(year, wonth, day, hour, minute, seccond, amd millisecond ),
Then a unique identificr is given which allows the uscr to
identify the 4-s record which holds the raw data (CEV fike)
{or this meteor; this can be useful if the user wishes to go
back and examvine the raw data associated with the meteor
in morc detail. Following this, the range and height of the
mcteor are listed. Then the mean radial diift velocity and its
assaciimted ervar for the mean are writlen. Following this are
the: anglhe from zenith, and e aximuth angle anti-clockwise
from due East. The next pacameter is the ambiguity level —
it this is [ the data are unambignous, whilst if it is greater
than { then there exists the possibility that the meteor has
been wrongly localed. In the case of ambiguous cchoces,
other possible locations will be suggested in the lines imme-
diately preceding or following the current line. Following
this, a value representing the phase errors between antenna
pairs is stored. This is found by determining the phasc dif-
ferenwes which should exist between all antenna pairs for
the specified meteor location, and then finding the difference
between dhe actual value and this “theoretical™ value. The
largest such difference is then recorded. This can soanctimmes
L wsed 1o resolve between several possible ambiguous me-
tear locations. The next parameter is a 2-digit number which
specilics which atenna pair has this maximum phasc er-
wor, Other important parameters which are written to file in-
chude the meteor amplitude (digital unils), the meteor decay
tiine, and the meteor entrance speed into the atmaosphere (if

avarlable )

6. Scientific measurements

We now tura to consideration of the sciemtitie parimeters
deduced in the analyses. Some of these are determined n
skiycorr, but the system also includes other algorithms which
accept the output of skiycorr and determine higher level in-
formation, which relates 1o the essential science produved
by the radar. The SKIYMET radar aflords measurements of
a varicty of parameters, inchuding, both “traditional™ ones,
and some very new capabilitics. Of the “traditional™ ones,
meleor fluxes, upper atmosphere winds and ambipolar dif-
fusion cocllicients are the most predonvinant, while newer
parameters inchude absolute measurements of atmwospheric
sure, as well as astrononical guantitics

temperatre and pre
like mctear entrince speeds and radiant mapping. Tn the fol-
lowing subscctions, we will describe the various techniques
uscd to determine and demonstrate their application. | s
nwt possible to deseribe cach technique in detail, bat we will
present a briel overview, ad refer the reader to ore de-
tailed articles where appropriate.

6.1, Metcor fluxes

Perhaps the simplest parameter (o mcasure with a radar
of this type is meteor fluxes. Inits simplest form, this con-
sists simply of “counting™ meteor occurrences. lowever, in
order to be uscful for astronomy puarposes, it is importand o
make certain adjustments. Firstly, it is necessary to compen-
sate for angular biases in detection rtes. Such biases oveur
due (o radar polar diagram eflfects, range effects, and atnwo-
spheric effects. The strengths of the metcor echocs should be
converted to more useful paramicters like particle mass. In
order to do this, it is necessary (o wtilize the meleor ampli-
tude, and usc the known teansmitted power, receiver pains
and cfliciencies, range effects and aimosphery eflectsy eI,
Mﬂjs. Atmosphieric hiases include angle of entry
effects. For example, meteors tend 1o be detected more com-
monly at angles beyond 257 from zenith, and rather more
rarcly from averhead. The metcor echo strength varies pro-
portionally to the metcor range to the power of ~ 3. Exam-
ples of the types of caleulations involved in these conver-
sions can be found in Brown and Jones (1995) and Brown
et al. {1998a, b). and references therein.

The SKiYMET software docs not do these conver-
stons directly, since the determinations are best done on a
site-depeirdent basis, but it does provide all the informa-
tion needed to do such conversions. Information which is
supplied includes echo amplitude, range, zenith angle, and
azimuth, Fig. 3 shows plots of typical mcteor fluxes (before
correction} and typical angulac and height distributions
Nutice that in this casc there is a preponderance of metcors
in two directions: this arises because the antennas which
were used were planar Yagi antennas. [0 crossed anfenuas
are used, fed with o 907 phase difference, tlis asymmctry
disappears, and options exist to use such antennas with the

SKiYMET system.
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Fig. 4. Typical graphs of decay times vs. height produced by & SKiYMET radar. The graph on the lell shows a scatier plot ol individual
meteors, white that on the right shows a density plot for the saune data. The density shindes are and given in absolute units since only the
selative densitics are important For the curve fitting. A best-fit fourth-order polynomiab is shown as e white lioc in the vight-hand side graph.

for the user W apply more sophisticated least-squares fitting
algorithms should they so choose.

There is one more recominended process which should
be applicd i meteor winds determinations, which is also
applicd with the on-line SKiVYMET determinations. This is
a double-iteration of Eq. (1). In this process, Eq. (1) is first
applicd 1o all data in the specified time- and space-bin, to
produce (i, n,w). Then, for cach weteor, the radial velocity
which should have been ubserved, assuming that the true
mean witd was indeed {1, v, w), is determined. This is then
compared to the actual measured radial velocity. If this dif-
ference execeds somne user-specificd value (typically 30 or
40 m/s) then this meteor velocity is rejected as an outlier.
This rejection value docs not need to be specificd too care-
fully — its purposc is simply to remove truly errant radial
speeds, Then, Eq. (1) is repeated, but only using metcors
which pass the above test, This procedure tends to “clean
up” the data. It daes not necessanly mean that rejected me-
(cors arc crroncous measurements, but rather that they arc
not typical of the “average” conditions in the sky at the
time. They could, for example, come from a region and time
where there were large, short-fived pertwrbations in the wind
ficlls, Such cvents arc often deserving of further study, but
such investigations mst be left to the scientists using the
instruments. For ficst-order estimates of the mean wind, they
are hest ignored.

I is also useful (o stoe the value of {[37, [Vawn -
v.,]z]/N}"’z. where N is the total number of points, e
is the model radial vehocity determined for the ith meteor
assuming that the meteor’s angular location has been cor-
rectly located and that the mean wined is correctly specilied
by (o), and oy, is the measured radial velocity for this

metcor. This parmmeter is called the “residual™, and gives a
mcasure of fluctuations of the wind speeds about the mean.
It serves as a crude indicator of gravity wave and tuibulence
strengths.

Because the wind speed is a somewhat common parame-
ter, and has been determincd with many previous radars, we
will not present graphical examples here. Examples can be
found in Hocking and Thayaparan (1997), among others.

6.3, Ambipolar diffusion cocflicients. temperatires and
pressures

Another fundamental parameter that is produced by
ticteor signal analyses is the decay time of the amplitude.
The time for the amplitude to fall to ene-hall of the peak
amplitude is given by

(2

where [, is called the ambipotar diffusion cocflicient and 2
is the radar wavelength. Studies of D, have been undertaken
by several authors (e.g. Tsutsmni et al., 1994; Nakayaura-ci~
al, 19971 1t has been shown (e dones aned Jonesy, 1990,
Hocking, 1999a) that the ambipolar ditfusion cocllicient is
related to the atmospheric temperature (7)) anel pressure (P
at the height of the meteor trail by

2 = (A1 In 2)/(1or* 1),

n, = K.TYP, &3]

where Ky is a constant, A graph of the logarithm of the
inverse-decay—-time as a function of height is a monotoni-
cally increasing function with substantial scatter. An exam-
ple is shown in Fig. 4. By fitting a polynonual t plots like
this as a Tunction of height, Hocking et al {1997 ) were able

369
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Fig. S Tempenatuwres mcasueal by o SKIYMET like eadir at Res-
olute Bay in northern Canada. and compared 1o other mwedbods,
during the smmmer time.

to produce reasonable estimates of T3P as a function of
height and month, which comparcd moderately well with
the COSPAR luternational Reference Atmosphere (CIRA).
However, because of errors in the CIRA pressures, it was not
possible to use these estimates to produce accurate absolute
temperatures. However, by using a different approach, which
tnvolves a scale-height analysis of D., Hocking (1999a) was
ablc 10 deduce absolute temperatures at the height of peak
meteor count rates, and this process required no knowledge
of the atmospheric pressure. This procedure appears to be
robust, and Fig. § shows an example of temperatures mca-
sured al Resolute Bay, in aorthern Canada, compared to
other reference measurements. Afier determination of abso-
lute temperatures, and determination of T2/P from Eq. (2),
it is alsu possible (o derive absolule pressures at this same
height. Determination of pressures is a very novel capability
which is rare in almost any gromd-based instrument,

SKIYMET nndars e capable of all these caleulations,
amml have already produced a large bumber of measirements
ol these quantitics at a varicty of sites. Detailed studics us-
ing these results will be forthcoming in future publications.
It should be especially noted that the meteor radar operates
threughout botl day and night, and this gives the system the
ability to study tidal temperatare oscillations. For example,
by supcrposing decay times from conumaon hours throughout
a full month, a composite day can be produced, with tem-
peratures determined for cach hour of the day. Harmonic
fitting can then be applicd, to give diurnal and semidiuraial
tempeature lides. This opens new possibilities for studies
of aimwspheric tides which have previously not been avail-
able, since many of the instruments which have produced
mesapause-level temperatares in the past have been opti-
citl in natwe, and could not operate outside of clowd-free,
mion-Teee, pight-dime conditions.
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6.4. Rudiant location

In astronomical studics of mcteor activily, a common re-
quirciment is detenmination of the sources of nictcors. Me-
tcors can be either sporadic, or shower, types. In the former
case, they tend to cone from a broad range of locations in
the sky, while in the latter case they come from a single ra-
diant. Although it is nut possible to determine the radiant
of any individual meteor using the SKiYMET radar, it is
nonetheless possible to determine locations of radiants when
many meteors have a cormumon origin, This can be done in
the following way.

When a meteor cnters the atmosphere, it is scen by the
radar if it produces a plasma trail which is aligned perpen-
dicular 0 a vector originating from the radiar and pointing
to the mcteor bl Thus, there is a “prest cirele™ in the
sky. centered aroaad U vadar, along which netdars Can
he detected. Conversely, o o meteor il is detected at o
particular azimuth and zenith angle. then it is known that
the mcteor radiamt must have been at some point on an-
other great cirele aligned perpendiculindy to the vector fromn
the radar 10 the trail. The exact location of the soree on
this great circle is unknowa, However, the geeat cirele can
casily be plotted in celestial equatonial co-ordinates. If we
now tur to another meteor, it alse has its own great cir-
cle of “possible radiants™, and this can be plotted. 1t will
generally differ from that of the first incteor. Such great
circles can be plotted in celestial equatorial co-ordinates
for every mceteor detected. This requires compensation for
the time of day of the detection, as well as compensation
for latitude and longitude, but it is not a diflicult proce-
dure. If there were a significant single source of meteors in
the sky (as during o meteor shower), then many of these
great circles will cross at a common right-ascension and
declination, and this point will indicate the source of the
shower.

This procedure has been antomated with the SKiYMET
radar, and Fig. 6 shows two examples of this procedure, The
first shows a typical sitmstion when there is no dominant
source in the sky. Ican be seen that there is a broad repion
which is slightly stronger than its surrounds, but the region
is diffuse. Such diffuse “sources™ are conmmon for the case
where the sporadic background is the maim origin of most
meteors. The second shows the case when there is a strong
mcteot source in the sky, and it correctly locates the position
of the shower radiant to within 3°. More dctailed analysis
allows cven better localization. Other versions of similar
algorithims have been presented by Jones and Morton ( 1982)
and Jones and Brown (1993, 1994).

It shoukd be cinphasized that cven in the case of sporadic
meteors, the SKiYMET raditr gives use ful inforntation about
the distribution of meteors. Studics using SKiYMET-like
radars arc alrcady underway to further understand both me-
tcor sources and this dilluse background (c.g. sce Brown
ct al., 199%ab). Accurate location of radiant scurces, and
studics of the sporadic background, sre therefore both areas
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Fig. 6. (1) Results of “radinnt mapping™ determinations Tor dats from carly February, 1999 This is & period when there are no majm soneces
in the sky, so thal this is a typical case for a sporadic hackground of meteors, Note that the abscissi uses 1wa scales one is the right
ascension, the afher is the time of day af which radiant (if any) is overhead. To usc this axis, apply the scales to the equator, then follow
the curved dines aof right ascension to (or from} the appropriate declination. {b) Results of “rudiant imapping™ determinations T datar franm
December 12 10 13, 1998, This is 2 period when the Geminids stiream was the magor source ine the sky. Natice (hat the strongest densily is al
the point indicated by the circle in the top lefi-hand comer. The carrect value for the location of the Geminids, according to the Noon™s Star
Allas (Norlon, 1973), is RA =7 h 28 min, Deel. = +32°. This agrees with the value determined by the analysis to wilhin the error qualed
an the figure. Il should he cmphasized that the errors shown arise because of our choice of grid size - higher accuracy is indecd possible (1o
about 1.52 or better) if smaller grids are used. We have chosen to use the coarser resolulion because this geaph emulates a real-time display on
the system. Use of a smaller grid size produces software which is oo slow for on-line implementation, but can certainly he applied off-line.

where the SKiYMET radar is making, and will continuc 1o speeds associated with a meteor trail. One speed s the
drift of the tradl as it is blown around by the annospheric

wind, but there is also a sccond. This latter speed is the
speed at which the head of the meteor moves through the
atimosphere, and it is very similar to the speed of enfry
of the meteor into the atmosphere. Whilst it is conunon
to measure the drift speed due o the wand, 1t is also
possible, alihough more dilficult, 0 measore the speed

make, significant contributions.

0 5. Meteor entrance speeds

Metcors enter the atmosphere with speeds i the range
of typically 1 100 kim/s. There are therefore at feast twe
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of 1he head of the ceho, This determination can be wwder-
taken as fullows,

11 a meteor trail being formed in the atmosphere is illumi-
nated by radio waves impinging from a dircction perpendic-
ular o the ditection of alignment of the trail, then a Fresncl
dillraction pattern is produced at the radar by the backscal-
tercd radio waves. This pattcrn sweeps past the radar (as the
front of the trail proceeds to move forward) with the sped
of the incident metcoroid which formed the trail. This pat-
tern has a well-known shape, which is similar to that formed
when light is diffracted around a sharp cdge (c.g. Hecht and
Zaiac, 1974, p. 386). By mcasuring the complex amplitude
as a function of time, it is possibie lo mcasure the speed
ot the pattern past the radar, and thence that of the meteor
itsckf. 1t should be emphasized that this dilTeaction pattern
first appears before the meteor signal peaks in amplitude,
and persists after the peak. In the past. the amplitude oscil-
lation oceurring just after the peak has been used (o mcasure
the meteor speeds {(c.g. McKinley, 1961 1, and more recenily
Cervera e al, (1997) have used the phase oscillations prior
1o the peak. The SKiYMET radar is unique in that it em-
ploys both these parts of the signal time series, and uses
them 1o determine the eatrance speed. The determination is
Tully automated. We will not deseribe the method in full
detail heres it is discussed in much more detail by Hocking
(F999h), However, we will demonstrite some results pro-
duced by the SKiYMET radar.

Fig. 7 shows a sequence of typical distributions of incteor
speeds measured with a SKiYMET radar near Adclaide,
Australia. The maximum speeds are around 40 kmy/s, but
this is a limitation of the sampling strategy uscd, rather then
the technique itself. In this case, we used a PRF of 2144 Hz,
and a 4-point coherent integration. Higher specds can be
mceasured if fess coherent integrations are uscd. The basic
shape is broadly similar from one time interval 1o the next,
lut there are also some subtie differences. One difference of
note is that there is a sccondary peak at specds of 7-8 km/s,
and this peak shows a temporal variation. This is the speed
which dust and debris would ave in orbit around the Emih,
and so it is possible that these points could be due to space
debris falling intu the atmosphere, or dust from a diffuse
cloud orbiting the Earth This particular group of meteoroids
deserve much fusther study.

On occasions, there is an extra feature which shows in
these graphs, and that is the presence of a narrow “spike”
of velocities superimposed on the general shape. This
arises when meteor showers are present and dominant, The
speed associated with such spikes is that of the catrance
specds of meteors from the shower, and there is usually
only @ very sinall spread in valnes. Indeed, it appears (from
multi-fregquency comparisons of (he same meteors) that the
wicthod can detenmine the speeds to aceuracies of less than
0.5 km/s. By combining information alowl citrance speeds,
and radiant determinations, it is possible to determine the
arbits ol meteor stecams, This s very important knowledge
for meteor astronamers, since it allows them fo associale
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Fig. 7. Typical distributions of the eatrance speeds of meteors as
they cnler the mmosphere, for a PRF of 2144 112, and & 4-point
coherent integrtion, Speeds of around 7 8 kmfs are highlighted,
These data were produced a1 a site catled Delamere, near Adelaide,
Ausiralia, but similar graphs have also been produced al other sites.

particular meteor streams with particular comets. An out-
standing cxample of this appears in the paper by Arlt et al.
(1999). where a study of the June Bootids meteor shower
was ablc to prove for the first time that this meteor stream
was associated with a comet called Pons-Winecke, Such
studies are relatively simple with the SKIYMET eadar,

7. Conclusions

We lave demonsteated how, by combinng new technal -
ogy and both old amd new concepts in meteor physies, it has
been possible to develop a new generation of meteor radar,
The principles used in meteor selection, and examples of
applications of the data, bave been demonstrated. Examples
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have tneluded both atinospherie and astronamical applica-
tioy of this nstrument.
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Simultaneous and colocated observation of winds and
tides by MF and meteor radars over London, Canada

(43°N, 81°W), during 1994-1996

W. K. Hocking and T. Thayaparan

Department of Physics, University of Western Ontario, London, Outario, Canada

Abstract. Simultaneous and colocated comparisons of winds and tides by MF
and meteor VHF radars have been made in the 85-94 km height range from July
1994 to June 1996 over London, Ontario, Canada. Results have been obtained for
every month of the year. From these comparisons it is concluded that, in general,
the MF spaced antenna technique and the meteor method both provide reliable
means for synoptic studies of neutral air motions in the height range 85-94 km,
at timescales of greater than 12 hours, and therefore are valuable tools in middle
atmospheric research. However, we do find that some parameters seem to be
estimated with greater precision than others. In particular, the measurements of
the zonal long-term wind variations, and the semidiurnal tide in both the zonal and
meridional directions, seem particularly robust and reliable, while there is somewliat
less consistency between measurements of the zonal diurnal tide and the meridional
monthly mean winds. The former problem is very likely to be an artifact of the
strong diurnal variation in meteor count rates. Ilowever, we cannot claim that our
meridional monthly mean wind agreement is always good, and these discrepancies

deserve further investigation.

1. Introduction

Atmospheric winds in the mesosphere and
lower thermosphere have been observed rou-
tinely for many years with radars using the
spaced antenna technique. This technique (here-
inafter referred to as the SA technique) was orig-
inally used for total reflection experiments, in
which case the incident radio waves were to-
tally reflected from layers of ionization in the up-
per atmosphere. The method was subsequently
modified for D region work using partial reflec-
tions [e.g., Awe, 1961; Fraser, 1965, 1968; Fraser
and Kochanski, 1970; Briggs, 1977, 1984; Hock-
ing el al, 1989}, and iater still used for tro-
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pospheric and stratospheric wind measurements
with VHF radars [e.g., féttger and Vincent,
1978; Rottger, 1981]. The received signals are
due to reflection and scatter from weakly ion-
ized irregularities in the mesospheric D region
and from neutral air and humidity fluctuations
in the troposphere and stratosphere. Extensive
observational studies of winds, waves, and tur-
bulence have been made with this technique, bul
doubts have becn expressed in the past as (o
the type of motion actually measured in such
experiments, which might be the motion of tur-
bulence carried along by the wind, atmospheric
wave motions, or ionization drilts of electromag-
netic origin [e.g., lincs and Rhagava Rao, 19G8;
Hines ct al., 1993].

The best way to test for possible biases in
wind estimates when using the SA technique is
by comparisons with other diffcrent techniques
at the same place and time. Extensive compar-
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isons and tests of the SA technique have been
carried out with rocket, satellite, and radar mea-
surements. For example, Fraser and Kochan-
ski [1970] and Gregory end Rees [1971] initially
showed that SA measurements at MI' and HF
in the D region produced reliable winds. In
many such comparisons the two sets of data
were separated in space and time. Stubbs [1973]
and Stubbs and Vincent [1973] compared the
SA wind with the meteor measurement of the
neutral wind, where the two sets of equipment
were at nearby locations. They showed that SA
winds agreed well with meteor measurements of
winds in the 80-100 km region and concluded
that the partial reflection experiment was ca-
pable of measuring the neutral air motion in
the D region. More recently, Cervera and Reid
[1995] compared MF SA wind velocities in the
80-98 km height range with meteor measure-
ments. The agreement between the two tech-
niques was generally good below 90 km, while
above 90 km they found that the SA technique
yields smaller wind speeds than the meteor drift
technique.

Vincent et al. {1977) compared neutral wind
measurements in the D region made by rocket
techniques with drift observations made by the
SA technique, and again good agreement was
obtained. Labilzke et al. {1987] made a com-
parison between direct wind observations based
on the MF SA technique and geostrophic winds
based on satellite-derived height fields {approx-
imately 78-80 km) in 1979-1982 and found very
good agreement for most of the year. Lloyd et
al. {1990]) compared the winds measured by an
optical Fabry-Perot interferometer system and
by an MF SA radar system during the autumn
and early winter in 1987. When data were avail-
able, the results from the two instruments were
consistent with each other, both in wind direc-
tion and amplitude. Similar investigation was
later carried out by Phillips et el. [1994], and
once again, strong similarities in the MF SA
radar and Fabry-Perot interferometer Doppler
wind fields were observed, although some differ-
ences exislted (possibly due to auroral contami-
nation).

The above extensive comparisons, which in-
clude a large body of data at a variety of loca-
tions, strongly suggest close agreement between
winds measured by the SA technique and neu-
tral air motions. While there is much accumu-
lating evidence that the SA technique yields a
reliable means of estimation of the motion of
the neutral air, nevertheless, a few report dis-
agreements, including Wright [1968), Rossiter
[1970], and Hines et al. [1993]. At least some
of the disagreements (e.g., Wright [1968] and
Rossiter [1970]) are understandable as defects
of the experimental arrangement and as a conse-
quence of spatial or temporal sampling distinc-
tions between the measurements [e.g., Siubbs,
1973; Stubbs and Vincent, 1973].

However, Hines et al. [1993] recently con-
ducted intercomparisons among wind measure-
ments using MF radar, incoherent scatter radar,
and meteor radar during the AIDA'89 (Arecibo
Initiative in Dynamics of the Atmosphere) cam-
paign in April 1989 with the fundamental objec-
tive of testing the wind interpretation of MF/HF
partial reflection drift measurements in the lower
ionosphere. On the basis of comparisons of
the different sets of observations they concluded
that MF/HF partial reflections systems are ca-
pable of measuring the neutral air motion below
80 km, and above 80 km they fail to give con-
sistently reliable measurements of the neutral
winds. It is important to point out here that
these results are limited to a single site over a
limited period {7 days) of observations. Hines
et al. [1993] suggested that the discrepancies
revealed during the AIDA’89 experiments may
be a result of the contamination of wind esti-
mates by the phase velocity of the internal grav-
ity waves because the MF scattering process is
modulated by the passage of such waves through
the scattering volume. This is a recurring sug-
gestion put forward by Hines and Rhagava Rao
[1968]. Originally, it was proposed that the SA
method might be actually measuring the motion
of the waves themselves and tlus be measur-
ing the phase speeds of the waves. This sugges-
tion seems unlikely because it requires that the
received signals are due to reflection from ex-
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tended partially reflecting planar surfaces which
have been modulated by the presence of gravity
waves, and it is now largely believed that this
suggestion is improbable. For example, Hock-
ing et al. [1989] have discussed this possibil-
ity and have suggested that extended specular
reftectors are unlikely, being probably broken
up into short sections and thereby restricting
any biases produced by this “specular reflection”
model. However, more subtle models which in-
volve gravity wave contamination have recently
been developed. For example, Hines {1991} has
proposed that the biases may be due to prefer-
ential selection of the wind field when using the
MF method, something similar to the proposal
of Nastrom and VanZandi [1994] but applied Lo
horizontal velocities. This is to say that when
there is an anisotropic gravity wave field, tur-
bulence will be preferentially generated at times
and wave phases when the instantancous wind
field at any location bears certain systematic re-
lationships to the general direction of propaga-
tion of the wave field. In particular, instances
when the instantaneous winds are generally in
the same direction as the overall mean sense of
propagation of the asymmetric wave field will be
more inclined to generate turbulence. At other
times, when the instantaneous winds have differ-
ent relationships to the mean wave phase speed,
there will be a tendency for greater stability and
hence less formation of turbulence. Thus, while
any individual measurement of the wind might
be a true representation of the wind at that point
and time, once one starts forming averages, then
the means will be weighted toward those occa-
sions when the instantaneous wind has direc-
tions commensurate with the preferred direction
of phase speeds of the wave field.

A very different explanation for the AIDA’39
campaign results was given by Kudeki et al.
11993]. These authors pointed out that SA
wind estimation errors due to wind field inho-
mogeneities in the presence of vertical velocity
fluctuations within the scattering volume may
account for the discrepancies observed in the
AIDA campaign. Kudeki et al. [1993] proposed
a wave-induced fluctuations model and showed
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that systematic wind estimation errors should
be expected to result from spatial variation in
the vertical component of the perturbation wind
field associated with gravity waves. The fluctua-
tion biases may be large in instantaneous veloc-
ity estimates but will average Lo zero mean in a
long-term temporal average, suggesting that es-
timates of tidal and longer-period waves should
be relatively accurate. This explanation was fur-
ther substaniiated and supported by more de-
tailed numerical simulation resulis presented by
Striici et al. [1995]. Ouly isotropic scatter-
ing was considered by Kudeki et al. [1993], but
the numerical simulations were carried out for
both isotropic and specular scatterers with dif-
{erent sets of gravity wave parameters by Surucu
et al. [1995]. The nunerical results of Surtct
et al. [1995] are summarized as {ollows. First,
the individual horizontal SA wind estimmates are
very well predicted by the model of Kudeki et al.
[1993], as long as the gravity wave has a horizon-
ta! wavelength larger than the horizontal dimen-
sion of the MF radar scattering volume. When
the scatterers are highly anisotropic {“specu-
lar”), the estimated winds averaged over one
period of the perturbing gravity wave exhibit
statistically significant biases from the model of
Kudeki et al. [1993], but the bias is not necessar-
ily toward the phase speed of the gravity wave.
The largest biases were obtained for large am-
plitude (~10 m/s) waves with small horizontal
wavelengths (<40 km) and were of the order of
15 m/s. On the basis of these results, Sirict
et al. [1995] concluded that wind estimation
biases of the magnitude observed in the AIDA
campaign results are unlikely to result from the
mechanism suggested by Hines et al. [1993] but
are more likely to result from the systematic
measurement errors described by Kudeki et al.
[1993]. Finally, we note that a reanalysis of the
AIDA data by Turek et al. [1995] suggests that
the agreement between MF, meteor, and inco-
herent scatier is actually fairly reasonable, at
least up to 90 km altitude.

However, nagging doubts remain about the
motions which are detected by the SA type of ex-
periment. Hence further tests of the SA method
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have been carried out over London, Ontario, and
the results are presented in the following sec-
tions. The strength of our comparison is its ex-
tended nature, having been made over a 2-year
period and covering every month of the year,
and the fact that our two instruments are es-
sentially colocated, being less than 400 m apart
on the ground. We will concentrate our stud-
ies on tidal and larger periods in order to avoid
the types of problems described by Sirici et al.
[1995], but we will also present some instanta-
neous comparisons later in the paper.

The two techniques that we consider here are
the MF SA and the VHF meteor interferometer
radar technique. These are of particular inter-
est because they are both used to measure winds
and tides in the mesosphere and lower thermo-
sphere {80-100 km). In the following section
the MF and VHF meteor radar systems are de-
scribed. The comparisons of the two experimen-
tal techniques are described in section 3. Section
4 describes two different data analysis methods
used to analyze the meteor data, together with
the method of analyzing the MF data and its
statistical uncertainties. Following this, a com-
parison of winds and tides measured by the two
techniques is described in section 5. The discus-
sions and conclusions of this study are presented
in sections 6 and 7, respectively.

2. Instrumentation and Basic
Techniques

A VHF interferometric meteor radar and a
MF radar have been used to produce simultane-
ous and colocated observations of the horizontal
winds in the mesosphere and lower thermosphere
(82-94 km) at the Environmental Science West-
ern Facility near the University of Western On-
tario (UWO) in London, Canada (43°N, 81°W).
The two sets of equipment were at locations
about 400 m apart. Both systems have been
operating simultaneously since July 1994, with
the MF system running continuously. The VHF
system only operates as a meteor radar for typ-
ically 10 days per month, since for the rest of
the time it is used as a wind profiler radar for

studies of tropospheric dynamics. These colo-
cated radars provide a unique opportunity to
check the consistency of parameters measured
by the MF and meteor experimental techniques.
Results of these comparisons are presented and
discussed in the following sections. In this sec-
tion we only describe the main features of the
two radar systems. The detailed description of
the design strategy and the systemn implementa-
tion of the radars are given by Hocking [1993],
Hocking [this issue], Thayaparan el al. [1995a},
and Thayaparan [1995].

2.1. VHF Meteor Radar

Since July 1994 the Canadian (London,
Ontario) VHF atmospheric radar (CLOVAR)
[Hocking, this issue] has been used to measure
horizontal winds by utilizing radio reflections
from meteor trails. This radar has been de-
signed to provide nearly all-sky coverage, and
measures Doppler shifts in the frequency of me-
teor echoes and meteor locations (angular po-
sition and range) as its fundamental quantities.
Meteor locations are calculated using standard
interferometric procedures, with meteors being
located to an accuracy of £3? in zenith and az-
imuth. This section describes the mnain charac-
teristics of the radar when used in meteor mode.

The VHF radar operates at a [requency of
40.68 MHz, corresponding to a wavelength of
7.375 m. Peak power was 5 kW until September
1995 and was subsequently increased to 10 kW
in that month. The duty cycle used was nor-
mally ~1.47%, and the pulse length was 13.33
ps, which is equivalent to 2-km range resolu-
tion. A pulse repetition frequency (PRI) of 1100
Hz was used in the earlier experiments (from
July 1994 to December 1994), and this was later
(from January 1995) increased to 2143 Hz in or-
der to increase the meteor echo detection sen-
sitivity by allowing increased coherent integra-
tion. The PRF of 2143 Hz was carefully cho-
sen so that there was a range ambiguity at 70
ki, but since very few meteors are detected be-
low 70 km in altitude, this was not a drawback.
Rather, we deliberately sampled at altitudes of
10-58 km and relied on the fact that the mete-
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ors were known to exist at ranges of greater than
70 km and so were known to be range-aliased.
For example, an echo at a true range of 80 km
will appear at an apparent range of 10 km, and
one at a true range of 140 kin will appear at 70
km. Thus by recording from 10 to 58 km we
in fact recorded all echoes at ranges between 80
and 128 km. This procedure worked well but
required that extra selection criteria be incor-
porated into our software to ensure that we did
nol confuse aircraft and other short-lived tropo-
spheric phenomena with meteors. By starting
our sampling at 10 km, we were able to largely
avoid any real atmospheric echoes. However, in
order to be quite sure we had real metcors, our
selection criteria were designed to seek out only
underdense meteors, as will be seen shortly.

One problem does exist with this strategy,
and that is the fact that some meteors (at an-
gles beyond about 50° (rom zenith) could be at
ranges in excess of 150 km, and so be range-
aliased into the recorded data by a triple-range
alias. Such meteors were typically no more than
about 5% of the data but could become more
important during metcor showers. We will re-
consider these special cases later.

When transmitting at 1100 lz, an eight-point
coherent smoothing was performed on the raw
data to improve the signal-to-noise ratio, while
a 16-point coherent integration was used when
transmitting at 2143 Hz. We use a single re-
ceiver which had the ability to multiplex signals
from four separate input receivers (see Hocking
[1993] for more details). ‘Therefore we attained
a sampling time interval of ~29 ms when using
1100 Hz PRF and ~30 ms when using 2143 Hz
PRF.

The configuration for the antenna system of
the UWO VHF radar is sketched in Figure la.
Each antenna group (denoted a “quartet”) con-
sists of four half-wave dipoles at the corners of
a square. The dipoles are suspended A/4 above
the ground plane, where A is the radar wave-
tength. The distance between cach dipole of a
quartet is A/2. This arrangement ensured min-
imal ground wave radiation of RF (radio fre-
qucncy) energy along directions parallel and per-
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pendicular to the dipoles. The quartets tabeled
as Ty, T,, Ts, and T4 were used simultaneously
for transmission, and quartets Ry, K, 13, and
R4 were used for reception. By phasing antennas
T, and Ty to be 7 out of phase with respect to Ty
and Ty, we forced the transmitter polar diagram
to look like four separate, broad beams pointing
about 25° off-zenith to the north, south, east,
and west (see Figure 1b). Each such beam has
a half width of about 25°. This arrangement en-
sures that maximum power is radiated in these
four directions, but we emphasize that all meteor
direction determinations were done by interfer-
ometry.

Another advantage of this configuration is
that receiving antennas Ry and R, are only
0.53) apart in the east-west direction, and R»
and Rj are only 0.53) apart in the north-south
direction, but at the same time the antennas are
sufficiently far apart (>1.5A) that antenna cou-
pling is not significant. The more conventional
meteor receiver antenna spacing of A/2 can in-
volve some degree of antenna coupling, and such
coupling can lead to errors in determination of
the phase difference between adjacent antennas.
Even small errors can be very important when
the antenna separations are so small. Not only
is the coupling reduced with our arrangement,
but also, errors in phase determinations are less
severe when a longer baseline (like ours) is used.

Despite the advantages of this larger spacing,
there are also some disadvantages. To begin,
there is some angular ambiguity with this par-
ticular set of antennas; that is, meteors at angles
beyond about 50° from the zenith cannot have
their directions unambiguously resolved. One
set of phase differences between receiver anten-
nas can correspond to two possible angles in the
sky. For example, a meteor at a true position
of, say, 60° from zenith in the west direction
could give the same set of phase differences as
perhaps a meteor at 45 in the southeast direc-
tion. However, by drawing on the fact that we
know the normal height range of the meteors, we
can largely remove this ambiguity. For example,
it often turns out that for one of these possible
positions the combination of position and range
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results in an unrealistic meteor height, so that
this possibility can be eliminated. The only ex-
ception to this rule is for meteor echoes which
are triple range-aliased; in those cases, we can
produce erroneous meteor direction determina-
tions. llowever, experiments at lower PRI's have
shown that such cases occur less than about 5%
of the time. Elimination of these low-angle me-
teors is especially helped by the polar diagrams
of the transmitter beams (see Figure 1) and the
receiver antennas, which have low gain at low el-
evation angles; the half-power half width of the
receiver antenna polar diagram is about £25°.
However, the fraction of low elevation angles
can increase during major meteor showers, so
we generally avoid such time intervals for our
wind determinations.

Meteor detection and direction determination
are performed in real time at the radar. Prior to
May 1996, data collection and analysis were per-
formed on the same computer, and data collec-
tion ceased while analysis proceeded. Typically,
data were recorded for about 1 min, and then
this data set was searched for meteors. The data
search took typically 30 s, and then the sequence
was repeated. After May 1996, the single com-
puter was replaced by two personal computers
networked together, so that one computer was
used for data collection while the other was used
for data analysis. In this way, the total down-
time for data collection was reduced to about
3%, with the analysis computer working on data
just acquired by the data acquisition computer,
and the data acquisition computer proceeding to
record the next data set (see Hocking [this issue]
for more details).

The meteor detection algorithm basically
searches for a place in the time series where two

FK/
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successive amplitude points exceed a threshold
value compared with the mean noise level of the
time series. After scveral trial and error tests,
we lhave adopted the following criteria. I the
average amplitude of a pair of successive points
exceeds about 3¢, where ¢ is the root-mean-
square (RMS) amplitude of the typical “noise”
(i.e., when there are no meteors present), then
the amplitudes following these initial two larger
successive peaks are examined, and if the ele-
vated values are sustained (i.e., are not impul-
sive spikes), then the corresponding interval in
the time series is identified as being a possible
meteor. It is also required that no secondary
peaks occur in a region up to 2.5 s after the
original large amplitudes. Overdensc echoes ex-
ist and can last for up to tens of seconds, but
it was decided to use the time interval ol 2.5
s in order to eliminate false detections such as
aircraft, man-made impulsive noise, etc., in the
meteor-detection procedure. Once the meteor is
detected, the algorithm also checks a few points
back from the maximum amplitude of the lo-
cation of the meteor trail to test whether the
echo is characterized by a very rapid initial rise
in amplitude. This procedure successfully re-
jected the data if there was any beating present
in the echo or any other irregularities present
due to trail distortion. After several tests, it
turns out that the maximum amplitude is gen-
erally reached within 0.1 s, and it was decided
to use this value as a reliable time limit in the
meteor detection procedure. Any slower-rising
echo is rejected by the program. As an addi-
tional test, the signal in the l-s interval prior to
the main peak of the meteor is also studied for
coherence; if it is coherent, it indicates thal the
current peak is probably not a real meteor, but if

Figure 1. Graphs showing the layout of the transmitter and receiver antennas and the polar
diagram for transmission. Contour levels in Figure 1b are at 4-dB steps. The locations of
the tranmission quartets within the main Canadian (London, Ontario) VHF atmospheric
radar (CLOVAR) array are shown by shaded circles, and these were fed with successive
phase differences of 7. This produced four main lobes in the transmission polar diagram at
20° — 30° {rom overhead. The four receiving quartets are indicated by shaded diamonds.

The ground plane of the array is not shown.
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this preceding data set shows evidence of being
noise (erratic rates of change of phases at the
origin of the autocorrelation function), then it
truly indicates that this peak has risen abruptly
out of the noise and is very likely a meteor. This
procedure successfully rejected overdense mete-
ors, aircraft, E region echoes (e.g., sporadic E),
and possible turbulence scatier. Visual inspec-
tion of Lthe output signals of several hundred ine-
teor observations using this algorithm showed it
to be a reliable discriminator of meteors.
Toward the end 1996, we also found that we
could improve our sensitivity by incoherently
averaging the amplitudes received on all four
antennas. We found this gave us much bet-
ter meteor-detection capabilities, and this was
a major advantage. Often the location of the
meteor is the most difficult part of the proce-
dure. Once a meteor had been located in the
time series, it is relatively easy to form com-
plex cross-correlation functions for subsequent
analysis. Indeed, many of these procedures dis-
cussed above evolved during the development of
the system, so that as time went by we found
we were achieving better and better count rates.
In July 1994 we typically detected 200 meteors
per day, while by the beginning of 1996 the typ-
ical count rate was up to 400 per day. Further
into 1996 {particularty with the advent of the
two-computer system and the use of incoherent
averaging of receiver amplitudes for the initial
meteor detection} we were able to achieve count
rates in excess of 800 and more per day.
Auto-correlation and cross-correlation func-
tions werc formed using data from typically a 2-
or 3-s window around the meteor peak, where
the window length is different for each meteor
but is always greater than the time it takes for
the meteor signal to disappear into the noise
again. Direction determination and radial veloc-
ities are calculated by standard interferometric
techniques [e.g., Hocking et al., 1989}, in which
we use phase differences between pairs of an-
tennas to determine direction. The phase dif-
ference recorded on two receiver antennas at
position vectors R; and ]EJ- is given by ¢;; =
(21/)\)(]-5,-— Ifj)-(l;), where /1, is the unit vee-
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tor in the direction of the meteor. By consid-
ering three antennas at R;, R, and Rj, and
finding phase differences between all pairs, it is
possible to invert the phase differences to deter-
mine the direction I,,,. More specific details are
given by Thayaeparan [1995]. We should empha-
size that when we determine directions, we allow
for the phase differences to have various multi-
ples of 27¢ added and subtracted, in order to
check for all possible angular ambiguities. The
initial tests are done using only receive anten-
nas 1, 2, and 3, and this gives several possible
positions in the sky. Anticipated phase difler-
ences between antenna 4 and antennas 1, 2, and
3 are then determined for each possible meteor
location, and then these are compared with the
actual phase diflcrences measured. As a rule, all
but one position is ruled out by this cross-check
strategy, thereby giving the actual position of
the meteor in the sky. Only meteors which can
be located absolutely unambiguously are used in
subsequent analysis.

Rates of change of phase of the autocorrela-
tion and cross-correlation functions at zero lag
are used to determine radial velocities [Hock-
ing et al., 1989)] through the relation v,gia =
(A/(47))(d@/dt) evaluated at zero lag. We en-
sure that the radial velocities estimated by rates
of change of phase from all autocorrelation func-
tions of all receivers, as well as the crosscorrela-
tions of all pairs of receivers, are self-consistent;
if there are significant differences, the data set
is rejected. This procedure very effectively re-
moves lightning echoes, for example, which tend
to have erratic phase variations near zero lag
of the correlation functions. Once all these
tests have been satisfied, the relevant informa-
tion (time of occurrence, radial velocity, posi-
tion, degree of ambiguity (if any), and meteor
lifetime) are stored to file for subsequent analy-
8iS.

2.2, MF Radar

The MF radar operates at a frequency of 2.219
MHz and transmits 20 kW of peak power at a
duty cycle of 0.12%. The pulse repetition fre-
quency is 60 Hz with 32-point coherent integra-
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tion. This gives an cllective sampling interval
of 0.533 s. Since November 1992 the radar has
been uscd to measure horizontal winds with the
spaced antenna method in the 49-142 km height
rapge.  We emphasize, however, that we only
consider the MF winds to be reliable estimates
of neutral winds in the region below 95 km and
will not make any use of the higher-level data.
Wind measurements are made at time intervals
of 5 min and at 3 km height intervals, although
the vertical pulse length is closer to 4-5 km. The
configuration for the receivers is three anten-
nas in an equilateral triangle with a spacing of
225 m. The transmitter uses a 3 X 3 array of
dipoles with 150-m spacing. The complex auto-
correlation and cross-correlation functions ob-
tained with 512-point time series are parameter-
ized to obtain true velocity estimates using full
correlation analysis (FCA) [e.g., Briggs, 1984;
Hocking et al., 1989]. A more detailed descrip-
tion of the MF radar system is given by Thaya-
paran et al. [1995a] and Thayaparan [1995].

3. Comparison of the Experimental
Techniques

Before we can make any comparison between
the results obtained with the two different tech-
niques, we must recognize that the two methods
are strongly influenced by many factors unique
to each particular system, such as beam width,
antenna design, scatierer claracteristics, and
temporal and spatial distinctions. The purpose
of this paper is essentially to test the validity
of the SA MF method, and we are implicitly
assuming that the meteor winds form a reli-
able reference. However, the assumption that
the meteor measurements provide accurate wind
data in the 85-94 km height region needs to
be discussed; there are exceptions to this rule.
For example, when a meteor trail shows strong
alignment with the direction of the Earth’s mag-
netic field, the meteor trail can drift in directions
which may be unrelated to the neutral wind mo-
tions [Waiser et al., 1969]. The degree of align-
ment required decreases with height and is about
2¢ at 114 km; a much tighter alignment is re-
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quired at altitudes ol around 90 km, where most,
of our analysis applics. It can therefore be as-
sumed with confidence that the large majority
of metcor trails observed move with the neutral
wind. However, there are other important fac-
tors. For example, the rate of incidence of me-
teors is a strong function of time of day, with a
large maximuin at around 0600 LT. There are
also variations in daily meteor rates from day
to day, and certain regions of the sky can re-
ceive preferentially more or fewer meteors than
others.

It is also of interest to compare the regions of
the sky over which cach technigue effectively av-
crages its data. The volume from which informa-
tion is received by the MF SA systemn can be ap-
proximately determined from the ellective pulse
width (equivalent to height resolution} and the
beam width of the polar diagram of the radar.
The half-power half width of the polar diagram
is ~20° and the eflective pulse width is ~3 k.
This implies that measurcments al a nominal
height of 90 km must be an average result for
a horizontal area ~ 72 km in diameter, with a
3-kin uncertainty in height. Thercfore, for the
MF partial reflection experiment, the bulk of the
returned power comes {from within a volume of
~10,000 km? (~772h, where r = 36 kmat & = 3
km) centered at 90 km. Because the partial re-
flection process often involves scattering from a
considerable volume, the wind field obtained by
the SA technique is effectively a spatial smooth-
ing (or averaging) over the volume from which
information is obtained. Additionally, the 5 min
record time length may result in some degree of
smoothing (or averaging) ol the drift motion.

In contrast, with the VHF meteor wind tech-
nique the short lifetime of a meteor trail (typi-
cally <0.4 s) means that the radial component
of the wind velocily obtained is essentially an
instantaneous measurement and the wind mea-
surement is made over a time interval of 2.5 s
or less. The pulse width (equivalent to range
resolution) of the VIHIEF meteor radar is ~2 ki
in meteor studies the radio reilection from a me-
teor trail is specular, with Lhe majority of the re-
flected power coming from the first Fresnel zone.
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This quantity is given by ~2( RA/2)Y?, where R
is the meteor range [rom the obscrvatory site
and X is the operating radio wavelength. The
size of the first Fresnel zone is of the order of 1
km near 90 km for A = 7.375 [McKinley, 1961].
Therefore the majority of the returned power
comes from a relatively small volume of ~ 2.5
km3. However, the need to combine data from
many meteors to make useful estimates of the
mean wind in fact means that the meteor winds
produced are determined over a longer time pe-
riod and larger effective volume than the SA
method. The effective volume of the sky from
which meteors are drawn in a period of 1 hour
is typically 90,000 km?®, substantially larger than
that of the spaced antenna technique.

The VHF meteor radar described here has
been designed to provide nearly all-sky cover-
age, but we have set the maximum limit for the
zenith angle which a meteor can have to 53° in
our data analysis procedure because there are
only a few meteors detected from greater zenith
angles. This limitation of the zenith angle also
helps to reduce the degree of ambiguity of me-
teor detection which was discussed earlier, ex-
cept for the relatively rare occurrence of triple-
range-aliased metcors, which can sometimes be
erroneously located in angle. On average, the
locations of a typical meteor and the MI radar
volume are separated by ~50 km, but the me-
teor points are spread out across the sky. Hence
it is noteworthy that the comparisons to be pre-
sented were actually made using broadly simul-
taneous MF and meteor measurements from the
same height rather than the same volume, and
fluctuations due to turbulence or gravity waves
can lead to notable differences. It is also im-
portant to note that the successive trails ob-
served with the meteor radar may be separated
by horizontal distances of up to 250 km in ex-
treme cases. Since it is therefore possible that
the line-of-sight velocities measured from succes-
sive meteor trails occurring at the same height
but separated by large horizontal distances will
be inconsistent, any meteor wind determinations
from only a few widely spaced meteors within a
given time interval should be suspect, and this

is another reason why we lhave concentrated our
studies on tidal periods. Nevertheless, we will
later also look at some instanlaneous compar-
isons.

4. Data Analysis Methods

Different procedures werc applied and tested
to estimate the mean winds and tides between
82 and 94 kmm with our MF and meteor radars.
The errors of the mean winds and tides Liave also
been studied. We will concentrate on the data
between 85 and 94 km since meteor count rates
were very low at 82 kin, but the 82 km data will
be shown for completeness.

We will consider first the procedures used
with the meteor radar. Two algorithins have
been applied; the first analysis procedure was
developed by ourselves in-house, and the sec-
ond one is that of Groves [1959]. These two
types of analysis will be discussed in the fol-
lowing sections. The two procedures have dif-
ferences and similarities, but because they were
developed independently we can use intercom-
parison between them to check the data quality.
Good data should produce consistent results be-
tween the two techniques, while poor data (such
as data with erratic tidal variability) will show
substantial differences which we can use to iden-
tify such occasions. Both procedures will be out-
lined in more detail shortly.

Because the meteor count rate was quite low,
it was necessary to “bin” data from successive
days according to time of day, thus making an
“equivalent” day for analysis. Thus we have
used a superposed epoch analysis to estimate
the mean winds and tidal oscillation. For a given
height, all echoes occurring during a given data
run (typically 5-15 days of data) are superim-
posed into either 24 X 1 hour bins (one for each
hour of the day}, or alternaltively, into 12 x 2
hour bins, to produce an “equivalent day” for
that data run. This “typical day” is then ana-
lyzed for mean and tidal components. All our
subsequent data were produced by this super-
posed epoch analysis procedure.

With regard to the MF method, our proce-
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dures are similar to those presented by Thaya-
paran el al. [1995a], but at the same time we
have made some changes in order to produce
greater consistency with the meteor procedures.
For example, we have only selected MF data for
days during which the meteor system was run-
ning. In addition, and despite the higher data
rates available with the MF method, we have
chosen to bin the MF data in an identical way to
the meteor data. Thus we also use a superposed
epoch analysis for our MF data, for consistency
with the meteor analysis.

Once we have formed our typical day for ei-
ther the meteor or the MI" data, we routinely fit
and analyze the data using classical harmonic
analysis techniques with mean, 24-, 12-, and
8-hour components [e.g., Manson et al., 1989;
Thayaparan et al., 1995a; Thayaperan el al,
1996]. The zonal (u) and meridional (v) com-
ponents were represented as a function of time

(t) by
=3

u(t),v(t) = ao + ; a; sin(i,—ft +&;) (1)
where ag is the prevailing mean wind and a; and
®; give the mean amplitude and phase for the
24-hour (i = 1), 12-hour (i = 2), and 8-hour
(i = 3) tidal components (in fact, any num-
ber of higher-order harmonics could be included
by simply continuing the Fourier series). When
there were short breaks in the data, these were
simply omitted [rom the least squares fitting
routine without seriously affecting the results.
A fit is only performed if at least 20 (10} differ-
ent hours are represented in the 24 hourly (12x2
hour bins) data set for a given height. In fact,
there were no gaps in either superposed epoch
data sets in any heights used in this study. We
will now turn to a more detailed discussion of the
two main analysis methods used in our meteor
determinations.

4.1. The UWO Meteor-Wind Analysis
Method

The meteor data have been analyzed for the
mean winds and tides over the observing pe-
riod using a standard UWO analysis proce-
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dure, which is discussed in detail by Thayaparan
[1995]. Briefly, we have used cither 1-hour or 2-
hour bins of data at each height of observation,
making the assumption that the wind is constant
within the data interval. Data are also binned
according to height; for example, data from be-
low 83.5 km altitude are binned together and
treated jointly as “82” km data. Other group-
ings are 83.5-86.5 km (treated as 85 km), 86.5-
89.5 km (88 km), 89.5-92.5 km (91 km), 92.5-
96.5 km (94 km) and >96.5 km (treated as 98
km). This grouping gives reasonable data rates
as well as an approximate vertical resolution of
3 km, roughly similar to the vertical resolution
of the MI" system. An all-sky least squares al-
gorithm is then used in each bin to convert the
ensemble of radial velocities to an average zonal
and meridional component. Tle main points of
this procedure will now be outlined.

Within any height-time data bin, we might
have typically 10-50 meteor records, all from dif-
ferent positions in the sky and at different times
within the temporal width of the bin. We have
records of their radial velocities and positions,
but no more. We therefore assume that the av-
erage (model) wind over this region of space and
time is given by V = (ui+ v+ wl::), and then
write that the “model” radial velocities are given
bY Ur(model),i = V. Iinet is where ey ; is the unit
vector toward the {known) location ol the me-
teor number 7. We then proceed to minimize the
function

(2)

N
¢ = Z[Ur(modcl),i - vr"(mt:t.),i]2
1=1

with respect Lo wu, v, and w. In some cases
we allowed all three velocity components to be
variable (a three-dimensional (3-D) wind evalu-
ation), while in others we forced w to be zero (a
two-dimensional {2-D) wind determination).

We can minimize ¢ by differentiating ¢* with
respect to u, v, and w separately and setting
each derivative to zero. This produces three
equations:

u Z Btovd Lmi+w > hin; = Z Up(met),ili
(3)
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u Z Limi+v Z m:tw Z min; = Z Ur (met),i Ml
(4)
u Z ini+ v Z nym; + u Z n?

= Z T"r(n‘lel.],t'ni

(5)
where [;, m;, and n; are the direction cosines
of the ith meteor. Solution of these equations
allows estimates of u, v, and w to be made for
each height-time bin. These values are then later
used in the harmonic fitting analysis procedure
which has been outlined earlier.

When calculating these mean motion vectors,
we used two additional restrictions. First, we
did not use meteors which lay within 12° of
zenith, since small errors in the radial veloci-
ties of these meteors can lead to large crrors in
the horizontal velocities. Second, we developed
an additional criterion for rejection of outliers,
which removed meteors having radial velocities
which were significantly inconsistent with all the
others in their bin. This especially helped re-
move spurious meteors which might have been
wrongly located, such as those which were triple-
range aliased (see earlier). This latter procedure
will now be outlined.

First, we applied the algorithm described
above (equations (3)-(5)) to all our available
data and thereby found a first estimate of the
mean wind V for this bin. Then, for each me-
teor position, we calculated an estimate of the
expecied radial velocity at each point by using
the relation v, cxpected = V. I,,.:t',-. We then ex-
amined the difference between this quantity and
the actual measured radial velocity, and if this
quantity exceeded 30 m/s then we rejected this
meteor as an outlier. The value of 30 m /s was
chosen as a cutoff after inspecting many distri-
butions. It is also consistent with the expected
RMS velocities expected due to gravity waves;
gravity waves have typical RMS values of around
10-30 m/s, and we observe a component of these
motions equal to about one half of the horizon-
tal value (taking the typical zenith angle to be
30°). Hence we should expect variations of ra-
dial velocities of the order of 5-15 m /s within a
small region of space on the timescale of an hour
or so. Allowing up to 30 m/s allows for more ex-

treme fluctuations and ensures that we are not
too severe with our rejection criteria.
Note that the quantity

Vpy = JZ ]['U ,cxpected ~ Ur{iuet), :] (6)

represents a measure of the RMS value of these
residuals. Typical values of v,, were in the range
5-20 m/s, consistent with our expectations de-
scribed above. As a final step in our procedure,
and after we have rejected all outliers, we repeat
the all-sky least squares fitting exercise outlined
above (see equations (3)-(5)) to produce a set of
new, improved estimates of the mean wind, V,
for each bin. It is this new set of vectors which
we then use for all our subsequent harmonic fit-
ting analyses.

It is also important to recognize the impact of
the residuals v,, on our determinations of tidal
amplitudes. Values of v,., of the order of 5-20
m/s correspond (assuming mean zenith angles of
the order of 30°) to fiuctuations in the horizontal
winds of the order of 10-40 m/s. We therefore
need of the order of 100 points or more at any
one height to obtain accuracies in tidal ampli-
tudes of the order of 4 m/s, so we should not be
surprised when our MF and meteor wind esti-
mates show some disagreements. Clearly, when
performing our comparisons, we will need to be
very careful about our error estimations, and we
will discuss this issue shortly.

It should be noted here that each 1-hour or 2-
hour averaged mean wind could be obtained by
using both 2-D and 3-D least squares fitting pro-
cedures. Different ways to deduce the wind field
are denoted by Moy, Meys, Megs, and Megs,
where the first subscript denotes the time bin
(either 1-hour or 2-hour) and the second sub-
script denotes the type of least squares fitting
procedure (cither 2-D or 3-D). This allows us
to perform four different optional estimations of
the mean winds and tides.

4.2. Groves Analysis Method

An alternative procedure for analyzing the
meteor data is given by Groves [1959). Groves
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applied a multiparameter least squares method
to all the meteor wind data from a given ob-
serving period Lo determine specified parame-
ters which characterize the tidal structure. The
data are usually analyzed in 24-hour periods by
fitting a prevailing wind plus 24-, 12-, and 8-
hour harmonic components. We again bin our
data to form an equivalent day. The values of
the meridional and zonal componcnts are as-
sumed to simultaneously have polynomial vari-
ations with height, plus tidal variations in time.
The method also allows [or vertical components
of velocity; it does not force w to be zero. How-
ever, the validity of the vertical velocities de-
rived is questionable, and we will not use them
anywhere in our analyses. Groves' analysis has
been used by several groups [e.g., Rossiler, 1970,
Stubbs and Vincent, 1973; Roper, 19G6, 1975,
1978; Aso et al., 1979; Tsuda et al., 1980].

The accuracy of these profiles depends on the
number of data points available, the distribu-
tion of echoes in space and time, and ilhe num-
ber of degrees of freedom allowed in the polyno-
mial height profiles. In our routine analysis, cu-
bic (or third degree) polynomial variations with
height in the zonal and meridional components
were used. The Groves [1959] analysis can ac-
commodate gaps of up to 4 hours in the data,
although best results are obtained when cchoes
are evenly distributed throughout the day. The
wind profiles arc least reliable near the limits of
the meteor height range, where the echoes occur
less frequently; often the velocities derived from
the Groves analysis then tend to be very large.
The best results are likely to be obtained near
88-91 km. The Groves analysis will not detect
changes in the wind with timescales less than 8
hours, and no attempt has been made in Lhis
work to extract periodicities less than semidiur-

nal.

4.3. Comparisons of the Different
Methods

As noted, there are four diflerent ways (Me;2,
Me;;, Meyy, and Meys) to estimate the winds
and tides from the meteor data using the UWO

analysis method. These four different proce-
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dures were applied and used for the estimation
of winds and tides and their uncertainty. All
these analysis methods were performed at cach
height. This leads to a better feel for the ac-
curacy of our fits of winds and tides with the
meteor radar.

The graphs in Figure 2 illustrate the accuracy
of our fitting procedure between 85 and &4 km in
August 1994 by showing the tidal fits performed
on the 2-hour bins of MF and metecor data. Sta-
tistical analysis of uncertainty in winds and tides
showed that the UWO harmonic fit performed
on Lhe 2-hour bins of data deduced by the 2-1
least squares fitting procedure (i.c., Meyy) gen-
crally agrees well with the harmonic lit of the
Groves [1959] analysis (i.e., Gr in the figure}, al-
though we have found differences. Therefore, to
improve our statistics, the mean wind and the
amplitude and phase of the tidal oscillation {for
each month are estimated by taking a vector av-
erage of the two methods (i.e., vector average
of Mez; and Gr; see Figure 2). From this type
of data analysis, the tidal amplitude and phase
structure are calculated for the meteor data and
then subsequently compared with the MF data.

Figure 3 illustrates the typical behavior as a
function of height for the amplitude and phase of
the semidiurnal tide during April 1995, obtained
by the UWO (i.e., Mejz) and Groves [1959] (i.c.,
Gr) least squares fitting analysis procedures per-
formed on the meteor data, and these are com-
pared with the M data. The various profiles
in each graph represent different realizations; 8
days have been sclected at random out of the
15-day period and used to perform fitting by the
three procedures. Fach selection of day-groups
is then plotted as a separate graph. We Lave
done this to demonstrate the inherent variabil-
ity contained in the data and to demonstrate
that there is no “perfect” solution to the fit-
ting procedure. The error bars on the graphs
will be discussed later. It can be seen that gen-
erally the UWO least squares fitting procedure
agrees well with the harmonic polynomial fit of
the Groves analysis. Ilowever, on occasions (less
than about 10% of the total number) we have
found that there are significant differences be-
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T'wo-hourly means and tidal fils for the zonal aud meridional winds belween

82 aud 94 km in August 1994 for three different procedures (University of Western Qutario
{(UWO) algorithm, Groves [1959), and MT}. See the text for more details.

tween these two types of analysis methods. This
effect is especially noticeable when the tides are
erratic and/or variable, and on such occasions
it is even possible that the MI' method agrees
better with one or other of the meteor meth-
ods than agreement between the meteor resulls,
However, in the main, the Groves and UWO al-
gorithms produce hroadly consistent resuits and

are simply different interpretations of the same
data. Thus we can counsider the two scis of re-
sults to be different samnples from the same pop-
ulation and so can average the two mcethods in
order to {marginally) improve the uncertaintics
associated with onr metcor winds. More impor-
tanily, examination of the differences between
the methods serves as a useful estimate of the
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Figure 3. (continued)

errors in the basic method, and we will see this
in the following section.

4.4. Statistical Analysis of Uncertainty

In general, the error of any measurement sys-
tem depends on nonideal characteristics, for ex-
ample, nonlinearity, environment, and statisti-
cal effects of elements [Taylor, 1982]; i.e., un-
certainty is a function of several variables. Our
purpose in this section is to obtain reasonable cs-
timales of the error in our meteor and MF data,
We will do this by performing internal compar-
isons within each group; we will at no stage use
comparisons between the MF and meteor winds
as a means of establishing error estimates. Once
we have established our error estimates, how-
ever, we will use these estimates as the basis of
our comparisons between the two methods.

In discussing the measurement accuracy, one
needs to consider the statistical uncertainties as-
sociated with the measurement. Not all types of
experimental uncertainties can be assessed by
statistical analysis based on repeated measure-
ments. For this reason, uncertainties are clas-
sified into two groups: the random uncertainty
and the systematic uncertainty. Almost all de-
rived wind measurements are subject to both
random and systematic uncertainties. The sys-
tematic uncertainties are associated with bmper-
fect knowledge of the radar system measurement
inaccuracies. Systematic errors may arise for
the MF system if the acrial separation is too
small relative to the scaie of the diffraction pat-
tern; the calculated “true” velocity is ofien too
small [e.g., Golley and Rossiter, 1970]. Care

must therefore be taken to ensure that the tri-
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angle used is sufficiently large, but if it is too
large the analysis frequently breaks down. The
acrial separation for our work is 225 m and this
has been shown to be appropriate for reliable
wind estimates [Meek, 1990; Thayaparan, 1995,
and references therein]. As another example,
in our analysis (e.g., 2-D least squares fit), a
nonuniform distribution of scatterers in the vol-
ume, together with a strong vertical wind, could
contaminate the measurement of the horizontal
wind and lead to a systematic error in horizontal
wind speed. There is no definitive method to tell
us what to do aboul systematic uncertainties.
In addition, other biases may be introduced by
echoes from nearby transmitters, weak ground
clutter echoes, ete., within a range gate. From
the point of view of our meteor studies, sources
of error include the fact that meteors have a bias
in their count rates to certain times of day and
even to certain days. Spatial variability of me-
teor count rates over the sky can also be a prob-
lem. These problems can be compounded when
we realize that the MF data can also have a bias
to certain times of day, which generally do not
match the biases in meteor count rates. In addi-
tion, within any typical 10-day observing period,
different days may produce preferentially more
data for one or other of the techniques, even
though the overall time interval of the observa-
tions corresponds to the same days. Thus events
which occur on certain days may be accentuated
in one technique and not the other. Great care
has been taken for the MT" and meteor radars in
system calibrations and processing to reduce the
systematic errors as far as possible, but some of
the above problems must remain unresolved and
wiil show themselves in the errors.

The random errors can be estimated by com-
paring results obtained stmultaneously by quasi-
independent methods and/or by analyzing data
{rom different parts of the same data run. We
will discuss various ways in which to determine
these errors.

As a first estimate of the errors, we have bro-
ken the data recorded over, say, a 10- or 15-
day period into smaller subgroups of typically
5.8 days and intercompared results. For exam-

Z
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ple, Figure 3 shows the results of such a pro-
cess. We show here profiles obtained by cluster-
ing different days within the 15-day period and
applying our procedures. 1In this casc, we use
data in groups of days which included April 8,
9, 12, 13, 15, 16, 19, and 20 and then April
9, 11, 13, 15, 17, 19, 21, and 23, elc.; some
groupings were periodic, some were random se-
lections. This procedure has some connections
with the “Shake test” described by Rister et al.
[1996]. We could then find ihe standard devi-
ations at each hecight and average to get some
idea of the spread. We then multiplied by 1.96
to give something comparable to the 95% con-
fidence widths of the distributions. This proce-
dure represents the first way we could use to get
error eslimates, although we have to note that
the method may not give the full error because
the different realizations arc not completely in-
dependent; the estimates arc probably underes-
timates of the errors. However, this will simply
force our subsequent MF-meteor comparisons to
be more stringent, not less so.

With the meteor data, we can also use com-
parisons between the different meteor algo-
rithms (Megz, Mea, Mey, Meg; and Groves
[1959]) as another means to estimate the er-
rors associated with any one estimate. While
the UWQ and Groves methods are certainly not
independent, since they use the same data, it
is still true that they view the same data using
somewhat different assumptions. We do not {eel
that any one method is superior to the other,
so that any differences in their respective results
can be taken as lower limits of the errors intrin-
sic in the various fitting procedures. Therefore,
as another estimate of uncertainties in the esti-
mates of monthly mean winds, tidal amplitudes,
and tidal phases, we look al the distribution of
differences in the estimates produced by each
procedure. We also clustered the recorded data
into three height groups; i.e., 82-85, 88-91, and
94-98 km, in order to getl some idea of the verti-
cal structure of the random errors. When we ex-
amine differences in these height groups and for
all scasons for monthly means, tidal amplitudes,
and phases and plot themn as histograms, we sec

[
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Figure 4. A comparison between the monthly mean winds measured by the MF and meteor
radar systems for the zonal component. The MF winds are displayed by squares connected
by a solid line, and the corresponding meteor winds are displayed by asterisks connected by
a dotted line.
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a broadly Gaussian shape peaking around zero.
The 95% confidence limils correspond to 1.96a,
where ¢? is the variance of the distribution.

If the two techniques being diflerenced were
completely independent, then the 95% confi-
dence limits in the above distributions would
have been /2 times the 95% confidence limits
of the distribution of mneasurements by one tech-
nique alone. Thus the 95% confidence limits for
any one technique can he found as 1/ V2 times
the value calcutated from the differences. This
estimate is again something of an underestimate,
since the two methods are not entirely indepen-
dent. The errors associated with the average of
the UWO and Groves [1959] methods are 1/+/2
times less again. We have followed the above
procedure to estimate our errors associated with
our meteor data and have uscd these intercom-
parisons between different techniques as a check
on our error estimations by the first technique.
Results were similar, and the overall errors de-
duced from all methods are shown in Figures
4-9 (to be discussed shortly). We also show the
mean uncertainties as column 2 in Table 1; note
that these are averages over all data, and we
liave combined the zonal and meridional esti-
mates. In reality we found that the meridional
component could not be estimated with quite
as good an accuracy as the zonal component in
many cases, so these errors are probably under-
estimates for the meridional component.

The uncertainties associated with the MIF SA
mean wind velocities were calculated primarily
by the first procedure outlined above. All of our
cstimated uncertainties are shown as error bars
on all graphs to be shown later. llowever, in
order to give some feel for typical values, Ta-
ble 1 shows the average values of the 95% con-
fidence limits for the uncertainties estimated by
the MIF (dg95(MF)) in column 1. The meteor
(Gp.95{Me)) techniques between July 1994 and
June 1996 are shown in column 2, as discussed.
In cach case we have only taken accuracies of
onc significant figure. These overall accuracies
are also shown superimposed on Fignre 3. Note
that the widths of the bars are comparable to the
spread of the data, althongh not always in per-
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fect agreement since these particular error bars
are actually averages over the whote year, while
the various profiles arve just for April. The main
point Lo notice is simply that the data spread
is cerlainly nol incowmensurate with the error
bars. Subsequent figures (Figures 4-9) use error
bars as calculated for each data set separately.

We finally combine these two error estimates
to give an crror value which we can use for
our tests. We define a “test paratieter” for
tests between the MT and meleor parameters as
or0.95 = (G505 ME) + a2 4s(Me))/2, These val-
ues are tabulated as the third column in Table
1, and will be discussed again shortly.

5. Comparison of Winds and Tides
Measured by the Two Techniques

In the present section, results obtained by the
MF and meteor techniques at the same time and
place will be compared, with a view to investi-
gating whether the measured velocities detected
by the partial reflection SA type of experiment
are truly indicators of neutral air motions. 5i-
multaneous MF and meteor tneasurements were
made during the following periods: July 7-31,
August 1-30, September 9-30, October 1-25, and
December 23-31 in 1994; January 1-17, March 1-
21, April 7-23, May 2-9, and November 2-24 in
1995; and February 21-29 and June 5-11 in 1996.

When both the height distribution and diur-
nal variations are considered, it is clear [row our
long time observation that there is a general de-
crease of available metcor numbers detected be-
low 85 km and above 9 km [e.g., Thayaparan,
1995]. Therefore the profiles are most reliable
between 85 and 94 km as far as the available
meteor rate is concerned, on which the reliabil-
ity of a wind mecasurcment ultimately depends,
Furthermore. it should be also noted that the
summer MT radar cchoes received above 95 km
arc contaminated by some degree of group re-
tardation fe.g., Namboothiri ct al., 1993] and I
region ccho spreading. Thercfore we have greal-
est confidence in our data for heighls bhetween
85 and 91 km (hoth MT and meteor radars) but
show the data belween 82 and 94 km for com-
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Figure 5. A comparison between the monthly mean winds measured by the MF and
meteor radar systems for the meridional component. The MF winds are displayed by squares
conpected by a solid line, and the corresponding meteor winds are displayed by aslerisks
connected by a dotted line.
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Figure 8. Height profiles of the amplitude and phase of the zonal and meridional compo-
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Table 1. Mean Uncertainties Estimated by the MF and Meteor Systems

50,95(MF), Ill/S

&0_95([\11C), ]Il/S TAD S, m/S

Mean wind 4
Semidiurnal
Amplitude 3
Phase 2
Diurnal
Amplitude 3
Phase 4

6 7

4 53
2 3
4 5
5 6

Here &0 9s{ MF) and &g 9s{Me) are the average values of the 95% confidence limits for the uncer-

tainties estimated by the MF and metcor techniques, respectively, between July 1994 and June 1996.
The resultant uncertainty of the 1wo systems is defined as oa09s = (3395 (ML) + a8 o5 (Me))

{see the text for more details).

pleteness. We will focus on the comparison of
the mean winds (Figures 4 and 5}, tides (Fig-
ures 6, 7, 8, and 9) and instantancous (Figure
10) wind comparison by the two techniques; the
general characteristics of the mean winds and
tides over London are given by Thayaparan et
al. [1995a, b] and Thayaperan [1995).

In Tables 2 and 3, we have classified our com-
patisons as either excellent (E), good (G) or
poor {P) according to how the mean differences
over cach profile relate to the term 64095 in Ta-
ble 1. The average behavior of the profile be-
tween 85 and 94 km is found as follows. Average

1/2

values y of the difference {between the two tech-
niques) for each profile are calculated through
the expression x = =4 | MF — meteor |, where
i=1(85km),i=2(88 km), 7 =3 (9] km)}, and
i = 4 (94 km), and where Yy can be cither the
monthly mean wind or the amplitude or phase
of either of the tidal periods. Then these means
are compared to the criteria shown in Table 1.
In detail, the comparison is classified as good
(denoted by G) if the mean wind difference mea-
sured by the two techniques is less than 7 m/s,
if the amplitude difference of the tidal (semid-
iurnal or diurnal) oscillation measured by the

Table 2. Monthly Classification of the Simultaneous Comparison of the Mean Winds and Tides
Measured by the Two Techniques for the Zonal Component

Semidiurnal Dinrnal
Month Mean Wind Amplitude Phase Amplitude Phase
Jan. 1-17, 1995 E E E E P
Feb. 21-29, 1996 E G G G E
March 1-21, 1995 G G E 2 G
April 7-23, 1995 G E E G P
May 2-9, 1995 G P G E P
June 5-11, 1996 G E E E P
July 7-31, 1994 E E E P G
Aug. 1-30, 1994 E G E G E
Sep. 9-30, 1994 G P G G G
Oct. 1-25, 1994 E G G P P
Nov. 2-24, 1995 E G G E P
Dec. 23-31, 1994 G E G E P

T'he behavior for each month in which comparison between the two techniques is possible has been classified
into one of three types: excellent (E), good (G), and poor (P) (see the text for more details).
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Table 3.
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Monthly Classification of the Simultaneous Comparison of the Mean Winds and Tides

Measured by the Two Techniques for the Meridional Component

Semidiurnal

Diurnal

Month Mean Wind

Amplitude

Phase Amplitude Phase

Jan. 1-17, 1995
Feb. 21-29, 1996
March 1-21, 1995
April 7-23, 1995
May 2-9, 1995
June 5-11, 1996
July 7-31, 1994
Aug. 1-30, 1994
Sep. 9-30, 1994
Oct. 1-25, 1994
Nov, 2-24, 1995
Dec. 23-31, 1994
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The behavior for each month in which comparison between the two techniques is possible has been classified

into one of three types: cxcelient (E), good (G), and poor (P).
*Although we have denoted this as poor and will leave it so, there seems strong evidence that this was simply
a result of a very poor data rate in July 1994; recent tests in 1996 suggest that in fact, agreement is normally

good (see Figure 6). See the text for more details.

two techniques is less than 5 m/s, and if the
phase difference of the semidiurnal {diurnal) os-
cillation measured hy the two techniques is less
than 3 (6) hours (see Table 1). However, a data
set is upgraded to excelient (denoted by E) if
the monthly mean wind difference measured by
the two technigues is <2 m/s, if the amplitude
difference of the tidal (semidiurnal or diurnal)
oscillation measured by the two techniques is <2
in/s, and if the phase diflerence of the semidi-
urnal {diurnal} oscillation measured by the two
techniques is <1(2) hour (hours). The compari-
son is classified as poor {denoted P) if the mean
wind difference measured by the two techniques
is >7 m/s, if the amplitude difference of the tidal
(semidiurnal or diurnal) oscillation measured by
the two techniques is >5 m/s, and if the phase
difference of the semidiurnal (diurnal) oscillation
mcasured by the two techniques is >3(6) hours.
Note that these criteria are actually a little too
strict for the meridional component since these
could not be measured as precisely as the zonal
data with the meteor technique. However, we
will still use the same criteria for both compo-
nents, even though this may be a little harsh for
our meridional comparisons. We will now turn

to a brief discussion of the results for the various
parameters.

5.1. Mean Winds

This section presents a comparison between
the monthly mean winds measured by the MF
and meteor radar systems for both the zonal
and meridional components (Figures 4 and 5).
The results reveal that Lthe zonal mean winds
are measured with a higher degree of consistency
by the two techniques than the meridional mean
winds during this period of observation. Tables
2 and 3 show that all 12 comparisons for the
zonal component correspond to either type E or
G, while only six comiparisons correspond to ei-
ther type E or G for the meridional component.
Indeed, the comparisons in December and Jan-
uary are almost opposite, which is worrisome.
Further comparisons are necded in other years to
determine if these diflerences are real, although
we do note that a northward flow in December
and January (as seen with the meteor winds)
is more consistent with current understanding
about the gravity-wave forced upper level flow in
these months [e.g., Garcia and Solomon, 1983).

Overall, zonal comparisons show remarkable
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agreement between the MEF and meteor winds
diiring all months of observation, and there are
only a few instances ol disagreement (>5 m/s;
c.g., below 88 km during March and December)
al certain heights. However, we do not feel the
meteor winds at the lowest heights are all that
reliable, due Lo low meteor count rates below 85
km. It is interesting to note here that the agree-
ment may be a little better after January 1993;
this is when we increased the PRF from 1100 Hz
to 2143 Hz in order to increase the meteor echo
rate, on which the reliability of a wind measure-
ment ultitmately depends. In general, the merid-
ional winds are relatively much more variable
than the zonal winds over London [e.g., Thaya-
paran et al., 1995a], and this may also contribute
to our differences. It is also true that a higher
percentage of meteors are found in the east-west
vertical plane, which may also explain why the
zonal agreement is better.

5.2. Tides

Both the meteor and the MF method regu-
larly show diurnal and semidiurnal tidal compo-
nents to be present in the winds in the 80-100
km height range [e.g., Tsuda el al., 1983; Man-
son et al., 1989; Thayaparan et al., 1995a). Our
purpose here is to measure these simultaneously
and intercompare the results.

In this section, a comparison is made of the
amplitude and phase of the monthly tidal oscil-
lation determined by the MI" and metcor radar
systems for both the zonal and meridional com-
ponents. Figures G-9 only present a comparison
beiween the two lechniques for months where
more than 15 daily simultanceous meteor and MF
observations are available. However, Tables 2
and 3 summarize the monthly behavior of the
comparison for all 12 months. We found that
the influence of the terdiurnal tide is very small
during these periods of observation, and there-
fore it will not be discussed in this paper. The
phase corresponds to the hour after midnight,
local time, al which the amplitude is maximum.

The phases of the tidal oscillation will only
be presenied in the figures when the amplitudes
of the tidal oscillation are greater than 3 m/s,
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which is considered as a reasonable cutoff value
after several tests (and as also determined (rom
Table 1). This is because the highest reliability
of the phase estimates s associated with reason-
ably large tidal amplitudes. When amplitudes
are small, the phase determinations are of dubi-
ous quality, reflecting more random phases.
5.2.1. Semidiurnal tide. Figures 6 and
7 illustrate the mean bebavior as a [unction of
height of the amplitude and phase of the semid-
iurnal tide observed by the two techniques, and
we see a relatively good overall agreement in
phase in both the zonal and meridional com-
ponents. Both techniques show excellent agree-
ment, particularly between 85 and 94 kin in all
months for the zonal compounent. For the merid-
ional component, very good agreement is ob-
served in all months except during July. How-
ever, it should be made clear that the month
of July in 1994 was the very first month for
which the meteor system was even run, and
our meteor-detection criteria were not fully de-
veloped. It is therefore quite likely that this
may have been an anomalous result, and in-
deed subsequent tests in July 1996, using our
improved system, produced a phase profile for
the meridional component which quite closely
madtched the MF data. This is shown by the long
dashes in the meridional phase {or that curve,
which represent the 1996 wmeteor phases. The
MY phases were pretly much unchanged for 1996
compared with 1994. These 1996 data were only
just available at the time of writing of this pa-
per, so we will not dwell on them, save to say
that we are fairly convinced that the anomaly
here for 1994 was a result of inadequate data.
Distinct tidal rotations are evident in both
techniques during most of the months. The
phases of the zonal and meridional of the setnidi-
urnal tide generally show the form of a propagat-
ing tide, with the meridional component lead-
ing the zonal by ~ 3 hours. This behavior is
consistent with the expected clockwise rotation
of the wind vector in the northern hemisphere.
In general, downward phase progression (as in-
ferred by the negative phase gradients, i.e., ear-
lier phases at upper height) of the semidiurnal
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tides is observed during most of the months.
During the summer months (e.g., July and Au-
gust) the phase profiles are constant with height,
suggesting the presence of evanescent or long
vertical wavelength behavior. These structures
are simultancously observed by both techniques,
and these characteristics are Lypical over London
[e.g., Thayaparan ct al., 1995a].

The comparisons ol the amplitude of the
semidiurnal tide by the two techuniques often
show good agreement for the zonal and merid-
ional components. It is also clear that there is
a tendency for the MF winds to be larger (>5
m/s) than the meteor winds in both the zonal
and meridional components during September.
In contrast, the meteor winds show larger val-
ues than the MF winds in the zonal (e.g., above
85 km during March and above 83 km dur-
ing November) and meridional (e.g., at certain
heights during March and August) components
during certain months. One point which is
worth making is that despite the poor agree-
ment in amplitude during September, the phase
still shows relatively good agreement between
the two techniques. The fact that there is over-
all good agrcement in amplitude and an excel-
lent agreement in phase {or the two techniques
clearly show that the two techuiques are mea-
suring the same phenomenon, which we assume
to be the true 12-hour tide of neutral wind fluc-
tuations.

5.2.2. Diurnal tide. Figures 8 and 9
present the mean behavior as a function of
height of the amplitude and phase of the diurnal
tide observed by the two techniques. The two
techniques show relatively better overall agree-
ment in phase for the meridional component
than for the zonal component. Although the
comparisons show that on the average, there is
good overall agreement between the two tech-
niques, it is nevertheless true that there are
some disagreements in phase. The disagreement
is evident during January, April, October, and
November for the zonal component.

The phases of the diurnal tides are gener-
ally less organized and show greater variability
than the semidiurnal tide. In general, downward
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phase progression of the diurnal tides arc ob-
served during most of the months, but on occa-
sions the phase profiles of the diurnal tide show
cevanescent or long vertical wavelength hehavior
(e.g., during July for the zonal and during Jan-
uaty for the meridional).

With respect to the diurnal tidal amplitudes,
the two techniques again show reasonable agree-
ment, but again some disparities are also ob-
served. The disagreements are clearly seen dur-
ing March, July, and October {or the zonal com-
ponent. For the meridional component the dis-
agreements are apparent during March and Au-
gust. It is important to point out that despite
poor agreement in amplitude during March and
July by the two techniques, good agreements are
noted in phase during those months for the zonal
component. Similarly, for the meridional com-
ponent, in spite of the poor agreement in ampli-
tude during March and August, excellent agree-
ment in phase during August and good agree-
ment during March are observed.

We therefore see that our comparisons are not
completely satisfactory in some aspects in rela-
tion to the diurnal tide, especially in the zonal
component. This may be due to the general de-
crease of available meteor numbers for about 12
hours centered at 1800 LT [e.g., Thayaparan,
1995}, and this could lead to a poor harmonic
fits. The meteor analysis methods also depend
on the number of points available, and the best
results are obtained when echoes are evenly dis-
tributed throughout the day. Similar behavior is
also noted by other stations [e.g., Cervera and
Reid, 1995).

5.3. Instantaneous Wind Comparison

Despite our emphasis on long-term oscilla-
tions, it is also of interest to check some instan-
tancous meteor winds. The velocily determined
from an individual meteor is only a component
of the true wind, so the comparison must be
made by projecting the individual MF wind ve-
locities onto the meteor line-of-sight relating the
reflection point to the recciving station. In this
manner, a direct comparison was made with the
line-of-sight velocity determined from individuaal
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Figure 10. Projection of instantaneous horizoutal
MF drift velocities on the meteor line- of-sight
compared with the line-of-sight velocity derived from
ineteor trails occurring simultaneously at the same
height. See the text for more details.

meteors. In practice, meteor and MTI" records
obtained within 5 min of each other were com-
pared. Figure 10 shows the results of more than
800 such comparisons randomly selected from
different days throughout the 12 months. The
line-of-sight velocity, determined from the mo-
tion of the meteor trail, is plotted along the ver-
tical axis, and the projection of the MF wind ve-
locity is plotted along the horizontal axis. The
line-of-sight velocities are regarded as positive if
they were approaching the station.

Figure 10 shows a scatterplot of the instan-
taneous meteor wind radial velocities versus the
equivalent radial velocity deduced from the MF
SA winds. If there were perfect agreement be-
tween the two techniques, all points would lie
along the straight dotted line bisecting the an-
gle between the axes. In fact, the agreement is
not perfect. However, a statistical relationship
does exists between the two sets of data, as the
correlation coeflicients have the values of 0.59,
and the points tend to lie in the correct quad-
rants. The 85% confidence limits are 0.54 and
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0.63. These correlation cocfficients do not imply
that either method is defective. Such discrep-
ancies can be expected because the MI radar
volume and the metcor locations are often sepa-
rated by substabtial distances and certainly of-
ten by several tens of kilometers and more.

6. Discussion

Of all our 120 comparisons in Tables 2 and 3,
only 23 (19%) were poor. (This figure of 23 in-
cludes the July meridional semidiurnal phases,
which we have already demonstrated were prob-
ably poor simply because of inadequate data
rates. We feel instinctively that this profile
should not be included as poor, but we want
to concentrate our analysis period to be in the
interval July 1994 to June 1996, so have not cor-
rected this anomaly). None of the other 97 pro-
files could be rejected as different at the 95%
confidence level, and any differences can be as-
cribed solely to statistics. Of these remaining ac-
ceptable profiles, 38 were excellent and 59 were
good. Thus, overall, the agreement is probably
acceptable.

Our results reveal that the agreement is of-
ten relatively worse during the fall and spring
periods, especially in May, September, and Oc-
tober. As has been shown in our previous obser-
vations [ Thayaparan et al., 1995a), strong vari-
ations of the phase of the diurnal tide are usu-
ally observed during changes of the circulation in
the mesosphere and lower thermosphere. Thus
it may be quite natural that the agreement be-
tween the two techniques is not as good during
times such as stable circulation. In addition,
the meteor rate and the MF echo strength un-
dergo seasonal and diurnal variations, and these
variations are rarely correlated between the two
techniques. Thus the MF data in any observing
period may be weighted to one day in the data
set, when results were especially good, while the
meteor method may have weightings to differ-
ent days. These variations may therefore play a
role in the quality of agreement between the two
techniques. For example, the relatively poorer
agreement with respect to the diurnal tide when
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compared with the semidiurnal tide comparisons
very likely relates to the diurnal variation in me-
teor count rate, coupled with an asymimetry in
meteor count rates in the east and west direc-
Lions.

Observational results found in earlier stud-
ies [ Thayaparan et al., 1995b] strongly suggest
that significant interaction between the diur-
nal tide and gravity waves occurs over London
al. certain times of the year. Such inleractions
may be an important source of short-term tidal
variability in the mesosphere and lower thermo-
sphere. These observations showed that prop-
agating gravily waves with periods less than 2
hours can significantly modulate the tidal ampli-
tudes, and the reverse is also true. Furthermore,
our observations show that the tidal amplitudes
are reduced by 2-6 m/s and the phase differ-
ences are of the order of 1 hour compared with
the mean of the month, when mutual interaction
between the tides and the gravity waves exists
in the 85-94 km height range [ Thayaparan et al.,
1995b]. Therefore it is possible that differences
between the tidal amplitudes determined by the
iwo techniques are also affected by spatial and
temporal variations related to such phenomena.
For example, if the MF radar happened to detect
strong echoes in association with such interac-
tions, and if these occurred during times of day
when the meteor count rate was low, we could
expect substantial differences in tidal estimates
by the two techniques. More observations and
comparisons of this kind should be done in order
to study these causes; in particular, an increase
in the number of meteors is needed, and we are
looking at ways to achieve this increasc.

Thus many of the differences can be ascribed
to undiscovered systemalic errors which can oc-
cur as much in the meteor data as in the MF
data. At the same time, however, we note
that on occasions, there are some differences
between the results of the two measuring tech-
niques which are too large to be explained by
randow or systematic errors of the two methods.
This is especially true of the meridional monthly
inean wind, where fully one half of the compar-
isons were described as poor. We see that often
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the meteor wind is more positive than the MF
wind for the meridional component (Figure 5).
Particularly promincent dillerences can be seen
in December and January, where the meridional
winds arc in opposite directions. As noted ear-
lier, the meteor data seem to agree best with
theoretically expected flow directions.

The results of the instantancous comparison
between the two techniques show that on the
average, the MI' radar using the SA technique
provides moderate agreement with winds deter-
mined by the VHF interferometer meteor radar
technique. The majority of the differences are
explainable, as discussed previously, in terms of
geometry of the experiment, the wave-induced
fluctuations model given by Kudeki ct al. [1993],
and temporal and spatial distinctions between
the two techniques. It should be remembered
that although we have used a common method
of data analysis for both the MF and metcor
data, the fundamental principles of mecasuring
and determining the velocities are quite differ-
ent., We noted previously that the MF SA wind
velocities are essentially a spatial and tempo-
ral] average, while in contrast, the meteor wind
velocities are essentially instantaneous measure-
ments from a relatively small region combined
together over a larger time and larger spatial
area. (It is also important to note that on occa-
sions the collecting regions ol the two techniques
could be separated horizontally by up to 50-100
km and vertically by 3 knm.} Obviously, differ-
ences in the sizes and locations of the MF and
meteor observing volumes may be partially re-
sponsible for differences in the winds near these
regions and subsequently may lead to diflerences
in the velocities. Diflerences in the winds could
possibly be due to turbulence and gravily waves.

At present, the observational material ob-
tained in this cxperiment is not yet suflicient
to allow us to decide on the relative importance
of the diverse possibilities which could explain
those few differences which we have found. A de-
tailed clarification of the occasional differences
between the results of meteor wind measure-
ments and MF SA measurements in the same
height region must therefore be the object of
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special investigations and will require more ob-
servalions through longer periods of time.

7. Conclusion

Simultaneous and colocated comparisons be-
tween winds and tides measured by an MI" SA
radar and by a VHF interferometer meteor radar
have been made in the 85-94 km height range
from July 1994 to June 1996 over London, On-
tario, Canada. From the results of this compar-
ison it is concluded that in general, the MT" SA
technique provides a reliable means for synoptic
studies of neutral air motions in the height range
85-94 km at periods >12 hours. This conclusion
is particularly well illustrated by Tables 2 and
3. In general, the phases of the tides (both the
semidiurnal and diurnal} show relatively better
agreement for the {wo techniques than the am-
plitude. Overall, the semidiurnal tide shows rel-
atively better agreement between the two tech-
niques than the diurnal tide, possibly due to bi-
ases introduced by the diurnal variation in me-
teor count rate which can aflect the meteor es-
timates of the diurnal tide. It is also notewor-
thy that there is better agreement between the
winds and tides deduced by the two techniques
in the summer, and the worst agreement is in
May, September, and October (fall and spring).
This may be due to the fact that the seasonal
changes occur during the fall (summer to win-
ter circulation) and spring (winter to summer
circulation) periods, and consequently, the wind
fields in the upper almosphere are considerably
more variable during these periods than other
seasons. However, there are some notable ex-
ceptions to the overall general agreement. In
particular, it is evident from our observations
that the zonal mean winds are measured with
a higher degree of consistency between the two
techniques than the meridional mean winds. In
addition, there can be significant diflerences in
the meridional winds, especially in midwinter.
The meteor winds seem to be more consistent
with theoretical expectations in this case. The
reason for the difference here is unresolved and
deserves further scrutiny in the future.
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Meteor decay times and their use in determining a
diagnostic mesospheric temperature-pressure
parameter: methodology and one year of data

W. K. Hocking, T. Thayaparan, and J. Jones

Department of Physics, The University of Western Ontario, London, Ontario, Canada, NGA 3K7

Abstract. Ambipolar diffusion coefficients in the meteor
region have been measured. using meteor decay Llimes de-
termined with the CLOVAR radar [Hocking, 1997]. This
parameter may then be used to infer information about at-
mospheric temperatures or pressures in that region. In par-
ticular, we show annual variations in the parameter T/v/P.
Our procedures, together with the underlying assumptions,
are described, and our results are compared to the CIRA
(1986) empirical model as well as other experimental data.
These successful measurements have been possible because
of our use of a new 5-element interferometer which has min-
imal inter-element coupling and has an angular location ac-
curacy of better than £2° together with new algorithms
which introduce important corrections to the decay time
height profile. We concentrate in this paper on monthtly
averages, bui higher temporal resolutions are possible.

1. Introduction

Meteors entering the earth’s atmosphere produce onized
plasma trails which persist for life-times of typically a few
hundredths of a second out to several seconds. If a radio
wave impinges on such trails at an angle normal to the trail,
then a portion of the wave energy is scattered back along
the direction from which it has come. The strength of the
backscattered radiation depends among other things on the
free electron density within the trail and the radius of the
trail relative to the radar wavelength. After the trail has
formed, it begins to dissipate by, among other processes, am-
bipolar diffusion, eddy diffusion, recombination, and chemi-
cal reactions. It is generally true that ambipolar diffusion is
the dominant factor in the early stages of trail growth, and
therefore primarily determines the echo intensity for under-
dense trails near mesopause heights [e.g., Jones, 1975). The
backscattered radio amplitude from an underdense trail de-
creases exponentially with time due to ambipolar diffusion
[e.g., McDaniel and Mason, 1973] in the manner

A(1) = Ag e78 ™ etV (1

where A is the radar wavelength, D is the ambipolar dif-
fusion coeflicient, and ¢ is time. A(t) is the radio wave am-
plitude at time ¢ and Ay is the value at i=0, (typicaily the
time at which the exponential decay begins).

Decay times have been used in several studies to investi-
gate temporal variability of the diffusion coefficient [}, [e.g.,
Tsutsumi et al., 1994; Reddi et al., 1993; Chilson et al.,
1996]. However, recent theory [e.g., Jones and Jones, 1990;
Jones, 1995] has shown that D, is proportional to T?/P,
where T' is a temperalure and P is a pressure, so il either

Copyright 1997 by the American Geophysical Union.
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T or P is known, the other parameter can be deduced. In
this work, we present not D, but rather T/\/_}; (ex ﬁ:)
and discuss its usefulness in the atmosphere. This approach
has not been undertaken previously, although Chilson ct al.
[1996] have made provisional experimental investigations of
the relationship. We also demonstrate new instrumental
techniques and design, as well as new software, which have
all been important in allowing us to achieve the accuracy
necessary to undertake these studies.

2. Experiment

A 10 kW peak power VHF (very high frequency) radar
operating at a frequency of 40.68 MHz was used in pulsed
mode to detect and record meteor trail echo. Individual
pulses had a length of 13.3 ps (2 km resolution) and pulses
were transmitted at a pulse repeiition frequency (PRF) of
2143 Hz. This produced range aliasing of our meteors, but as
we will see we were generally able to locate unambiguously
a meteor’s angular position to within an accuracy of +2°.
Hence, provided that it was assumed that all meteors lie in
the height range between 70 and 110 km, it was possible
to de-alias most signals and determine the true range and
altitude. Further details can be found in Hocking[1997] and
Hocking and Thayaparan [1997] (henceforth HT97).

Careful selection criteria were developed to isolate only
underdense meteors and reject aircraft, lightning, and man-
made interference. Visual inspection of several thousand
records showed that our rejection criteria were successful on
over 99% of occasions. A more detailed description of the
meteor detection algorithn is given by HT97.

Figure 1 shows the arrangement of interferometric an-
tennas used in our experiment. Note that this arrangement
differs from that described in [[797. We have made Lhesc
adjustments because the new interferometer has better di-
rectional detection capabilities and fewer angular ambigui-
ties than the older receiving system. The new antenna sep-
arations of more than two wavelengths also reduce antenna
coupling [Jones and Webster, 1992; Jones et al., 1997]. Ad-

Transmitler Antenna

Figure 1. Arrangement of transmit and reccive antennas
used in our experiments. The 5 receiver antennas form an
interferometer (sce the text for more dctails).
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ditionally, by using only a single transmit antenna we have
been able to feed it with very low loss cable {1/2 inch heliax},
thereby optimizing our transmitted power,

With the arrangement shown in Figure 1, we use the fol-
lowing procedure. Pulses of radio waves were transmitled
from the antenna marked “X” and the returncd signals (in-
phase and quadrature components) were recorded separately
for each of the 5 receive antennas. We also recorded a sixth
channel for noise checks. These signals were multiplexed on
a pulse-lo-puise basis through a single receiver. Thus the
effective PRF for a single antenna was 2143/6 = 357.166
Hz. To further enhance the signal to noise ratio, coherent
integration over 4 successive pulses was used, giving an ef-
fective PRF of 89.29 Hz. The shortest meteor decay time
which can be reasonably detected with our system is 0.025
s. Because the decay time decreases with height, the theo-
retical upper limit for our system is ~105 km (up to 110 km
for very strong meteor trails and overdense trails).

These channels were then digitized for subsequent anal-
ysis. For any meteor detection, a 4-second window of data
around Lhe meteor was recorded at the range of delec-
tion. This corresponds to about 360 in-phase and quadra-
ture point-pairs per receiver. The cross-correlation func-
tions (CCFs) between all pairs of receiving antennas were
then found. By determining phases at zero time lag, it was
possible to use standard interferometry procedures [e.g., see
Hocking et al., 1989] to determine unambiguously the angu-
lar location of the meteor trail in the sky. For an exponential
amplitude function like (1), the auto- and cross-correlation
functions are also exponential with the same decay time.
Thus we can say that the time for the cross-correlation func-
tions {averaged over all pairs) to fall to one hall the peak
value of the correlation function is given by

A% In2
2= 154 D, @)

We use primarily the cross-correlation functions, rather
than the auto-correlation functions, because they do not
have a troublesome noise spike at zero lag. Our system
therefore acts as an all-sky meteor radar, locating meteor
trails to an accuracy of £2° in azimuth and zenith, and
recording range, altitude, radial velocity, peak amplitude,
7172 and other pertinent parameters. The figure of £2° has
been determined both from numerical studies of antenna
coupling and by determination of mecteor radiants during
shower conditions [Jones et al., 1997]. We record typically
800 melcors per day in non-shower conditions and up Lo 1500
meteors per day during strong meleor showers. As a poinl
of interest we note that often Lhe hardest pari of the anal-
ysis is the initial meteor detection. We have found that by
using incoherent addition of all 5 receive antennas we have
significanily improved our ability to make an initial identi-
fication of a meteor. Once a meteor has been delected, the
above-noted coherent procedures are then applied. We will
not illustrate a typical meteor detected with this system -
ours are generally quite similar to those illustrated by other
authors [e.g., Chilson et al., 1996].

QOur procedures unambiguously locate the position of
most meteors, although there can be ambiguities either in
angle or in height at low elevations. Meteors with ambiguous
locations (e.g., two or more possible heights or angles) arc
removed from subsequent analysis. Generally most meteors
above 307 in elevation are used.

3. Analysis

3.1 Theory

Our analysis for calculation of T/v/P follows partly that
of Chilson et al. [1996)}, with some adjustments. We employ

(2) to determine Da, and then use the expression

1.013 x 10° .

_2kT, T ) Ko @)

Da— e (27316)( P

where & is the Boltzmann constaul, g. is the clectronic
charge (= 1.6 x 107'? C), and T and P are the temper-
ature and pressure of the neutral gas, respectively. Ko is a
constant related to the nature of the plasma in the trail. If
metallic ions (M%) are the main ionic constituent and N
is the main neutral species, then Ky = 2.5 x 107* m® 5™!
V-1 It should be noted that this is an “average” value rep-
resentative of ions having mass numbers belween those of
Mgt and Fe*. If NJ is the main ion, Ko = 1.9 x 1074 m?
s~ V! [e.g., Chilson et al., 1996; Jones and Jones, 1990;
Jones, 1995]. Chiison et al. [1996] found that they should
use the latter value of Ko. We have adopted the more usual
assumption that the main ions are M* and our subsequent
results will verify this assumption (i.e., Ko = 2.5 % 107*).
Then combining (2) and (3)

T _ g ( 273.16 )(A21n2
VP V281013 %103 Ko 16 %% 1y

With our choice ol wavelength, this becomes

T - L zf2 |
75 =193 1/K0 10 (5)

where z = logm(;-‘—l;;), and Ko =25 x 107" m? s~ VL

(4)

3.2 Analysis Procedure

Figure 2a shows a scatier plol of some ten thousand or
so values of decay time plotted as a function of height. The
data were actually from a 14 day period, namely November
13-26, 1996. The scatter is not unusval, being similar to
that shown by Chilson et al. [1996] and Tsutsmuni {1994].
Despite the scatter, there is a clear band of high density ex-
tending from the bottom left to top right of the figure. We
emphasize thai our spread is also partly natural, since we
include data from a 2-week period, so variations in temper-
ature and pressure will enhance the spread over this time.

At this point, it has been common in the past to treal
height as the independent. variable and fit some form of func-
tion to the data [e.g., Chilson ct al., 1996] in order to deter-

i/t 1/t

1 1 3 10 36

110 . T T 1
] ;
100 3 3
"Eb %0 J 3
P z
80 ] ]
70 ] 3

0 0.5 i0 .5
(a) log,.(1/7) ) log,{1/7)
Figure 2. (a) Scatter plot of height versus z(= logio ——)

Tif2
for all meteors recorded in the interval from November 13
to November 26, 1996. (b) As for (a), but with exclusion
criteria and median filter applied {see text). Note also that
this figure is plotted with higher resotution than (a).
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mine a representative curve of 7/, versus height. We have
not done this; rather we chose z = 10gm($) as our inde-
/2

pendeni variable, because we have found that this generally
had less error than the heighi. We then grouped the data in
bins of z = (0.5-0.7), (0.7-0.9), (0.9-1.1), (1.1-1.3}, (1.3-1.5),
and (1.5-1.7). We rejected data with decay times greater
than 0.1 s above 96 km and less than 0.05 5 at <84 km.
We also excluded all data with n/; < 0.025 or 1143 > 0.3
s at any height. Note that these restrictions are not terri-
bly severe - only a few points lie outside this range anyway.
Within each bin, we then applied a median filter and re-
jected the upper and lower 3% of cur data (i.e., highest and
lowest heights). The resultant data set is shown in Figure
2b. We then fitted a filth order polynomial to the data, as
shown by the line (A) in Figure 2b.

As a check, we also repeated a similar procedure, treating
height as the independent variable. This produced the line
{B) in Figure 2b. Subsequent calculations of T/ were
performed using both fitted lines, but we have found that
when we treated z as the independent variable our T/VP
values were always more consistent with data in the current
literature. This confirmed that z was the best variable to
treat as independent, at least for our system.

3.3 Bias Adjustment

Before turning to calculation of 7/v/P values, we need to
recognize one extra adjustment which needs to be made to
our fitted profile. Consider a population of meteors which
have the same decay time. If we make measurements of a
large population of such meteors, then due Lo various instru-
mental errors we will obtain a spread of measured heights.
We can approximate this as a Gaussian distribution of the
form exp{—(k — h,)?/(202)}, centered at a height A,.

Now consider all meteors, with all possible decay times.
1t is well known that the measured flux of meteors peaks atl
around 90 km altitude when the radar wavelength is around
40-50 MHz. The distribution can be broadly approximated
as a Gaussian function of the form exp{—(h — k;)*/(203}}.
We can (and do) measute this distribution.

As a consequence, if we were to use our measured data
to determine a mean height for all our data with a selected
fading time, it will be a weighted average of the product of
these two functions, i.e.,

[ hemthhnfact o—hehy 20 gy,

(6)

hmeasured = f:j e—(heh )3 f2052 c—(h-h')SIZa';‘, dh
=—oc

where h, is the true height corresponding to decay time 7
and h, is the height of peak meteor count rate. Similarly, our
fitted polynomial will have errors in the height as a function
of 712 and needs to be adjusted to compensate for this bias.
We therefore include in our analysis algorithms a proce-
dure to correct for this effect, and solve equation (6) by in-
verting the equation to extract h,. We do this for all points
on the profile. The parameter k is measured by finding the
peak of the distribution of all our data and op is found as
the standard deviation of our distribution. The only uncer-
tain parameter is o, but this has reasonable limits. It is
essentially the uncertainty in meteor height, which relates
directly to the pulse length and angular uncertainty. For
meteors directly overhead, we expect o, to be of the order
of the pulse length. For ofl-vertical angles, the pulse length
effect is reduced but the angular uncertainly contributes an
extra error. We have therefore assigned a value for o, of =2
km. Numerical experiments showed that our inversion was
moderately insensilive to the choice of o, provided it was
within the reasonably expected limits of 2 to 3.5 km.

This inversion formed the final process in our analysis,

enabling us to plot T/V/P versus height. Some typical cor-
rected data showing this adjustment can be seen by the
large solid isolated points in Figure 2, close to line (A). Hav-
ing thus finally obtained a reasonable profile of 1y versus
height, we were then able to apply equation (5) to produce
a height profile of T/\/F Because our data tend to be less
reliable at 85 km altitude due to the small number of me-
teors al that height, we have only catalogued T/ P at 88,
91, and 94 km.

4, Results

Figure 3 summarizes the results of our monthly mean
values for T/V/'P for heights of 88, 91, and 94 km. Each de-
termination for each month was made with typically 10,000-
20,000 meteors. On the same graph, we show the the values
of T/VP presented in the CIRA (1986) empirical model
[Fleming et al., 1988] for our latitude of 43°N. We also
compate our values with values deduced from climatological
means provided by Na lidars [Senft et al., 1994] and satcllite
[Clancy et al., 1994] values, where the relevant pressures in
these latter cases wete taken from CIRA (1986).

Agreement is reasonable, but we do note some systematic
differences in certain months. In principle, it would be pos-
sible Lo use these values Lo determine atmospheric tempera-
tures directly by using CIRA (1986) pressures. Conversely,
we could use known temperatures to determine pressures.
However, pressure is a rapidly changing function of height
and only a 1 km shift in height changes the pressuze in the
meteor region by ~15%. The CIRA (1986) pressures arc
given only to 5 km accuracy, and we therefore feel reticent
about using them to measure temperatures - a 15% error
in pressure produces a 7% temperature error, which is mmore
than we can tolerate. However, the recent Na lidar tempera-
tures due to Senft et al. [1994] are very accurate, and so we
may use our measurements of T/+P Lo measure pressure
using these temperatures. Figure 4 shows pressure versus
month compared to CIRA (1986), where the CIRA (1986)
temperatures have been interpolated to the correct height.
The data for 88 km altitude are not shown due to lack of
space, but were equivalent in quality. Note that whilst there
is general absolute agrecment, there arc also minor differ-
ences.

T/P'" versus Month
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Figure 3. Monthly mean valucs of T/VF as a [unction of
month as measured during our campaign. These values are
compared with Na lidars, satellite, and the CIRA (1986).

Y144



572

2980 HOCKING ET AL.: TEMPERATURE-PRESSURE PARAMETER FROM METFEOR DECAY TIMES

Pressure versus Month
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Figure 4. Monthly mean pressures as a function of month.
The CIRA (1986} pressures are shown as a reference. Note
that measured pressure is estimated by using our measure-
ments of T/+/P together with the average temperatures of
two lidars [Senft et al., 1994).

In view of recent comparisons of Na lidar and CIRA
(1986) temperatures, which suggest that the CIRA temper-
atures are in error [e.g., Senft et al., 1994], we are not sur-
prised to see that the CIRA (1986) pressures may also be in
error as shown by Figure 4. We consider that our pressure
data may be more reliable than the CIRA (1986) values. We
especially note a pressure minimum in summer which is not
evident in the CIRA (1986) data.

5. Conclusion

Meteor decay times have been used to deduce the pa-
rameter T/+/P and have been compared to calculations by
other methads. The parameter T/v/P can be used to de-
termine (a) temperature if pressure is accurately known or
(b) pressure if temperature is known accurately. Since the
pressure is a sensitive function of height, it must be precisely
known in order to measure the temperature accurately. The
CIRA (1986) pressures may not be accurate enough to do
this. We therefore used our measurements of 7/vP to-
gether with Na lidar temperatures to measure P. Calcula-
tions show that there are some differences {15-25%) between
the estimated and model (CIRA) pressure values. However,
we also note that T//P is an important parameter in its
own right, and can be compared to numerical values for ver-
ification of computler models, for example. We anticipate
.tha.t meteor measurements of T/v/P may be a useful Lool
in future atmospheric studies, and subsequent work will in-
clude examination of this parameter at tidal and planetary
wave scales,
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Abstract. The measurement of the directions of radio meteors with an inter-
ferometric system is beset by two problems: (1) The ambiguity in the measured
directions for antennas spaced by more than A/2 and (2) the effects of mutual
impedance when the antennas are spaced at A/2 and less to avoid these ambiguities.
In this paper we discuss the effects of mutual impedance between spaced antennas
and describe an interferometer which both minimizes these effects and avoids the
ambiguities associated with spacings larger than 2/2. We have modeled a version
of this design numerically and show that under ideal conditions an interferometer
of total span 4.5) can yield directions accurate to about 0.3° with a signal-to-noise
ratio of 20 dB. Finally, we have tested the design with observations from the 1996
Geminid and 1997 Quadrantid meteor showers and find that even without a ground

plane, the interferometer provides unambiguous directions to an accuracy of the

order of 1.5°.

1. Introduction

The measurement of the echo directions of
radio meteors is important in several fields of
study. Since the reflection process of radio waves
from meteor trains is predominantly specular for
underdense meteors, the direction of the echo
contains important information about the tra-
jectory of the associated meteoroid and the ex-
traction of this directional information has been
at the core of most of the methods for deducing
the orbits of the meteoroids [ Weiss and Elford,
1963; Morton and Jones, 1982, Baggaley et

Copyright 1998 by the American Geophysical Union.
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al., 1993.]. The Doppler shifts of the frequen-
cies of radio-meteor echoes are also routinely
used to measure winds in the upper atmosphere
{Spizzichino et al., 1965; Roper, 1975; Nakemura
et al., 1995; Valentic et al., 1996G; Hocking, 1997},
and when coupled with range and directional
information, this provides a description of the
wind field. More recently measurements of the
ambipolar diffusion coefficients using the decay
times of underdense radio-meteors has enabled
the variation of atmospheric temperature with
height as determined from the range and eleva-
tion of the meteor echo to be monitored on a
daily basis {Tsutsumi, et al., 1994; Hocking et
al., 1997). Clearly, it is important to be able to
measure the echo directions accurately.

Before microcomputers became widely used in
data acquisition systems, echo directions were
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Figure 1. Measurement of angle of arrival, £, from
the signal phase on spaced antennas.

difficult to measure, and whereas elevations could
usually be estimated using range and heights,
the azimuth of the echo was usually uncertain
to within the width of the antenna beam. Cer-
tainly, it was possible to measure directions us-
ing the phase differences between elements of an
interferometer, but the amount of data reduc-
tion required when several antennas were used
was daunting. Nowadays this is no longer a
problem, and interferometers are used routinely
to obtain the directions of meteor echoes.

The use of interferometers, however, has its
problems. In order to measure the echo direc-
tion unambiguously over the visible hemisphere
down to low elevation angles, the antennas of
a two-element interferometer must be separated
by no more than 0.5) if no information other
than phase is used. If range information is avail-
able, it is often possible to resolve this ambi-
guity, since the meteors usually occur in the
height range 80-120 km; but for systems with
high pulse-repetition frequencies this may not be
possible because of range aliasing. An important
consideration is the mutual coupling between
the antennas, which increases as their spacing
decreases, so that there is the likelihood that
the phase difference between the signals from
the two antennas is seriously in error.

In this paper we discuss the errors resulting
from the effects of mutual coupling of the an-
tennas and show that they cannot be neglected
for small antenna spacings. We then present a
design for a three-element interferometer which
avoids the effects of mutual coupling while at
the same time resolves the directional ambiguity.
We present the results of numerical experiments

which show that this design can yield very accu-
rate directions, and finally, we present some re-
sults of observations of radio meteors using such
an interferometer.

2. The Effects of Mutual Coupling on
the Measured value of

Angle of Arrival using Linearly
Spaced Antennas

In principle, the angle of arrival (AOA) of
radio waves at a receiving site can be deter-
mined by measuring the phase angle difference
¢10 between two antennas spaced by distance d
as shown in Figure 1, the angle ¢ being measured
relative to the normal to the axis of the array.
Angular measurements in three dimensions can
be obtained from two such arrays arranged or-
thogonaily.

The phase ¢10 of the signal on antenna 1 rel-
ative to antenna 0 in Figure 1 is given by,

(1)

Since ¢ is measured in the range %7, the value
of £ is determined unambiguously in the range
+x/2 only ifd < 0.5\, On the other hand, larger
values of d result in a better estimate of ¢&. A
common arrangement to accommodate both of
these desirable features is an array of several el-
ements spanning a large aperture with adjacent
elements spaced A/2 . A problem does arise,
though, with mutual coupling between adjacent
closely spaced elements so that the measured
value of ¢ can be significantly in error; these
mutual coupling effects diminish as the spac-
ing is increased, i.e., as the mutual impedance
(Zm) decreases. For identical antennas (with
impedance Z, in isolation, each connected to
matched loads (Z[ = Z}), the equivalent cir-
cuit is shown in Figure 2. Expessions for the
calculation of mutual impedance can be found
in several standard textbooks [e.g., see Balanis,
1982].

The phase of the currents Iy and 7, fiowing
into the loads are the measured phases, whereas
the required phases are those of the open cir-

d .
P10 = -21r:sm§
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Figure 2. Electrical equivalent circuit for closely
spaced identical antennas.

cuit voltages induced in the antennas as given
above; it will be noted that if Z,, is zero, then
the measured phase is that required.

For two half-wave dipoles spaced A\ /2, as shown
in Figure 3, the coupling is significant so that
the measured phase (¢19) is modified from that
which would be obtained in isolation. If this
phase is inserted into equation (1), then the in-
ferred value of the angle of arrival is in error, as
shown in Figure 4.

Although the collinear arrangement produces
the greater error at such close spacing, the mu-
tual impedance decreases much more rapidly
with increasing separation than the side-by-side
case. The zero error for directions orthogonal
to the array axis is always found at any separa-
tion, but the zero error along the array axis is
only found at separations which are multiples of
A/2. This is because at angles of arrival close
to the axis of the array, the generators are in
antiphase at such spacings, and thus the cur-
rents are also in antiphase, as may be seen by
inspection of Figure 2. At any other spacing, the
errors in phase can produce large angular errors
for echo directions close to the array axis, since
for a given finite phase error, A¢10, the error A
in AOA is given by

AA ¢

AL~ T 2nd cos €

I
| w | »

Figure 3. Hall-wave dipoles spaced by 1/2; (a) side
by side and (b) collinear.

(2)

Two A/2 dipoies spaced A2

i the pianc of the array collinear

side-by-side

AQA crror, degrees
=)
'S

-0 T v - T ‘
-50 -60 -Jo 0 30 &0 920
Angle-of-amval, degrees

Figure 4. The error in angle of arrival (AOA )for
the closely spaced dipoles in Figure J.

A plot of the error in AOA (i.e., A£ versus AOA)
is shown in Figure 5 for separation in the range
0.5 — 1.00. We see that for separation close to
0.75), the error increases as the array axis is ap-
proached, while the error at large £ for a separa-
tion of 0.5X and 1.0\ approaches zero as in Fig-
ure 4; these phenomena, albeit with diminishing
amplitude, are repeated at intervals of A/2. As
a consequence it is clear that the separation be-
tween such dipoles should be set at a multiple of
A\/2 to minimize the angular error at larger val-
ues of £, and separations of (2m + 1)A/4, where
m is an integer, should be avoided. In fact, in
Figure 5 the range in £ is restricted to £65° since
outside the range +=70°, the estimate of the true
value of £ is inaccessible due to the errors in-
troduced by the mutual coupling effects. This
effect is shown to better advantage in Figure 6,
which relates to a spacing of 0.75\ (m = 1).

As the separation between antennas increases,
the mutual eflects diminish, so that for a given
acceptable error in the echo direction a suitable
spacing may be chosen. Spacings of nA/2 are de-
sirable, and Figure 7 shows the errors introduced
in measured echo directions due to the mutual
coupling effects over the range 0.5-2.5\. From
this, it can be seen that for spacings greater than
about 1.5, the effects are quite small, with er-
rors less than 0.5°.
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<

Figure 5. Angular crror (in angle-of-arrival) versus angle-of-arrival (range %65° shown for
side-by-side dipoles with separation in the range 0.5 — 1.0A).

3. An Improved Meteor Radar
Interferometer

In order to obtain an accurate estimate of
the angle of arrival using two spaced antennas
it is desirable to use a spacing of several wave-
lengths, but this introduces ambiguities due to
the uncertainty of the number of multiples of 27
introduced. Additional antennas separated by
A/2 are still needed to resolve these ambiguities,
but, as has been shown, the mutual coupling
produces significant errors at such close spac-
ing. A solution to this problem is to use three
antennas arranged to be spaced by distances dif-
fering by A/2; for example, in Figure §, values of
dy = 2.5A and do = 2.0 might be used. Phase
measurements ¢p and ¢op relative to the center

antenna then allow unambiguous determination
of the angle of arrival since

27d, |

10 = - Lsing (8)
2rda

20 = + sin £ (4)

-

so that essentially two estimates of ¢ are avail-
able:

A {10 ~ ¢a0)

S T @ v dn) (%)
sing = — - ($10+d%) (6)
2r (dy — do)

The first giving an accurate, but ambiguous an-
swer, while the second gives a less accurate an-
swer but resolves the ambiguity since (d1 — d2)
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Figure 6. The AOA derived [rom the phase measurements from side-by-side A/2 dipoles
spaced by 0.75A; the dotted lincs are for the ideal case of no mutual coupling effects while
the solid lines allow for these effects, and illustrate the errors introduced. Note the fact
that for £ > £70° a good estimate of the AOA is not available.

is equal to A/2 and the multiples of 2x cancel
in the numerator. For example, with d; = 2.5
and dg = 2.0\ and with £ = —40°, we measure
$10 = +141.5° and ¢gp = +102.8° so that the
quantities {¢10 — ¢20) and ($10 + @20) evaluate
to —38.7° and —115.7°, respectively.This is illus-
trated in Figure 9, where the measured phase as-
sociated with (d1 + d2) gives multiple accurate
possibilities from which the correct value of £ is
determined by the measurement associated with
(d1 — d2). The shaded bands cover a represen-
tative phase uncertainty of £15°, and the points
raised above regarding ambiguities and accuracy
are apparent; note that from equation (2), a

phase uncertainty of +15° at { = —40° trans-
lates into respective errors of £6° and £0.7° for
the close and wide spacings in this example.

The uncertainty in the phase measurements is
directly affected by the signal-to-noise ratio, and
in relation to this, two points are worth noting
from Figure 9:

1. Asthe echo direction becomes closer to the
array axis, the phase uncertainty results
in a larger uncertainty in the measured
echo direction and the echo direction may
become indeterminate if the phase uncer-
tainty is too large.
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Figure 7. Errors in AOA for side-by-side dipoles with spacings at A/2 intervals.

2. The separation of the multiple estimates
in the echo directions for the wide spac-
ing must be greater than the uncertainty
in the estimate from the close spacing.
In other words, it is not practical to ex-
tend the separations indefinitely in order
to gain a corresponding improvement in
accuracy.

Although the first part of this exercise in-
volved only two dipoles, in practice, the situa-
tion would be much more complex if the anten-
nas have parasitic elements, particularly in the
presence of a nearby ground. Nevertheless, it
is apparent that the effects of coupling between

&
L v

b d, dy P

Figure 8. A linear array of three elements with the
centre one used as phase reference.

the antennas decrease rapidly as the spacing is
increased and are likely to be negligible for spac-
ings greater than 2.

4. Numerical Modeling

How well can we expect to measure echo di-
rections using this design of interferometer? In
practice, the accuracy will be limited by the
signal-to-noise ratio, and in this section we de-
scribe the results of numerically modeling the
direction-measuring procedure. We take our
system to be a five-element interferometer as
shown in Figure 10, consisting of two orthog-
onal three-element linear interferometers with a
common central element. For the sake of this
study we have supposed the antennas to have
isotropic gain, and we have ignored the effects
of ithe ground reflections.

Echo directions were generated with a uniform
random distribution in direction, and the result-
ing inphase (I) and quadrature (Q) signals were
calculated for each antenna. Gaussian noise cor-
responding to a specified mean signal-to-noise
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Figure 9. The relationship between the measured phase angles and derived angle of ar-
rival, where the phases are as indicated in Figure 8. The shaded bands show the effect of

uncertaintics of £:15° in the total phases.

ratio was then added to each of the I and Q
signals and the resultant phase calculated. We
then were able to calculate the apparemt direc-
tion cosines to each of the interferometer axes

using equation {6) to get an jnitial estimate and
then refining it using equation (5). For each of
these trials the angle between the original and
apparent directions were calculated, and a plot
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Figure 10. Interferometer configuration for the numerical model.
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Error in measured directions (deg)
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Figure 11. Error in direction as a function of angle of elevation for numerical model. Note
that the elevation angle is derived {rom the angle of arrival £ used earlier.
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of these directional errors as a function of echo
elevation for one such numerical experiment in-
volving 500 trials in which the mean signal-to-
noise ratio was 20 dB is shown in Figure 11.

The mean error in directions for elevations
above 30° is 0.31°. For smaller elevations the
error increases rapidly with decreasing elevation
angle; for example, at an elevation of 20° the
average error in the directions is about 1.8°. We
have investigated the model at length and find,
as would be expected, that increasing the sig-
nal to noise ratio improves the measurements
even more: Doubling the signal-to-noise ratio
to 26 dB reduces the error in direction by ap-
proximately a factor of 2. There seems to be
little advantage in increasing the antenna spac-
ing, but the accuracy can be increased by an
order of magnitude by adding two extra anten-
nas spaced at, say, 30 from the center. We have
also modeled the situation with smaller signal-
to noise ratios and find that below 17 dB the
method starts to produce grossly incorrect ap-
parent echo directions even for elevations greater
than 30°, but the fraction of these is small even
for signal-to-noise ratios as small as 10 dB. This,
of course, applies only to the case when a sin-
gle phase measurement is made at each antenna;
when several measurements are available which
can be averaged, the accuracy is improved ac-
cordingly.

5. Observational Results.

We have incorporated a five-element inter-
ferometer similar to that used in the model a-
bove into the Canadian London Ontario VHF
atmospheric radar (CLOVAR) located at 43°N,
81°W, which has been described by Hockins
[1997). The end antennas were placed at 2.0 and
2.5) from the central antenna as in the model,
but whereas the model did not have to include
the effects of the ground, the actual interferom-
eter was built on uneven terrain and was also
close to some trees, both of which introduce
phase errors whose magnitude it is difficult to
estimate. The performance of the interferom-
eter was investigated using observations made

with CLOVAR in its meteor mode during the
Geminid and Quadrantid meteor showers in De-
cember 1996 and January 1997, respectively.

We estimated the directional errors using two
methods: (1) from the residual phase error af-
ter the signal direction was determined and (2)
from the apparent scatter in the directions of
echoes belonging to meteor showers. The first
method indicated that the measurement error
in direction is approximately 2° for echoes with
elevations greater than 30°.

Shower meteors (Geminids and Quadrantids,
in this case) have essentially paraliel trajecto-
ries, and the specular reflection condition dic-
tates that the echo directions are perpendicular
to this direction. We were therefore able to se-
lect those meteors which fulfilled this condition
to within a specified tolerance, &6, and Figure
12 shows how the number of such meteors varied
with 6. For a Gaussian distribution in signal di-
rection resulting from a small dispersion in the
directions of the meteor trajectories, as well as
measurement errors in the echo directions, the
number N of echoes satisfying a given specular
tolerance condition is given approximately by

N:Aerf(e/\/ﬁor)+39 (7

where ¢ is the composite dispersion in the echo
directions and the linear term is to take account
of contamination by sporadic meteors which be-
comes more severe as ¢ increases. The coeffi-
cients A and B are proportional to the shower
and sporadic activity. We have verified that this
approximation is valid and that accurate val-
ues of o are obtained by using a least squares
method to fit this formula to with simulated
data. Applying this method to the observa-
tiopal Geminid and Quadrantid data, we find
that the apparent scatter in echo directions is
1.5° and 1.7°, which represents an upper Jimit
to the measurement error since it also incorpo-
rates the intrinsic scatter in the meteoroid tra-
jectorics, which is probably the reason that the
scatter is somewhat greater for the Quadrantids
than for the Geminids.
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Figure 12. Fit of equation (7) to observationai data to obtain apparent scatter in echo
direction. Solid circles indicate Quadrantids 1997, and open circles indicate Geminids 1996.

The value of +1.5° obtained observationally is
much greater than the 0.31° accuracy that the
method is capable of, and we attribute the differ-
ence to the effects of uneven terrain and trees.
It is clear that care must be taken to reduce
such effects to realize the potential accuracy of
the inteferometer, and this may take the form
of a carefully constructed ground plane or the
use of antennas with polar diagrams that mini-
mize ground reflections. For many applications
such heroic efforts are not warranted, and it is
sufficient to measure directions to an accuracy
of a degree or two without the worry of possible
ambiguities.
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Temperatures using radar-meteor

W. K. Hocking

Department of Physics, The University of Western Ontario,

Abstract. Experimental studies of the temperature and
pressure dependence of the ambipolar diffusion coefficient
in the mesopause region have been undertaken by studying
meteor irail decay times with radars at a variety of sites in
North America, with latitndes between 75N and 35N. The
site at Resolute Bay, Canada, has proven especially useful,
due to the wide range of mesopause temperatures experi-
enced al that site belween summer and winter. Theoretical
prediciions have been confirmed, and an algorithm is out-
lined which permits meteor decay times to be used to deter-
mine absolute measurements of mesospheric temperatlures.

1. Introduction

As meteoroids enter the Earth’s atmosphere, they {orm
approximately cylindrical plasma trails with considerable
electron content. These trails are capable of reflecting radio
waves which impinge upon them, and so a suitably conlig-
ured radar can be nsed to delect and interrogate them. The
trail forms quickly and then expands radially as time pro-
gresses. Assuming that ambipolar diffusion is the main trail
expansion mechanism in the early stages of growth, then the
backscattered radar signal for an underdense meteor appears
as a sndden leap in amplitude to an initial value Ag, followed
by an amplitude decay according to

A(t) = Ape—087 20N _ 4 TEE
where 1 is time, A is the radar wavelength, D, is the
“ambipolar diffusion coefficient”, and 7, is the time for
the amplitude to fall to one hall of its maximum value. A(#)
is the received field strength at time t, with {=0 being the
time at which the meteor signal first appears. The value
Ty /2 is typically in the range 0.01 to 0.5 seconds for a radar
operating at a frequency in the range 30 to 50 MHz. (e.g.
see Hocking et al., 1997, and references there-in). This paper
deals exclusively with such underdense meteors.

By measuring the half.amplitude decay time riy; of the
meteor signal, it is possible to estimate the parameter D, =
A2En2/(16x°1ys2). This parameter in turn depends on the
atmospheric temperature and pressure, and Jones and Jones
{1990] have predicted that D, can be determined as

2

D, = I\"mnb”}?- (2)

Specific details about {ams have been outlined in Hocking
et al., [1997] and Chilson et al., [1996]. Hocking et al. have
demonstrated applicatior of this theory to delermination of
the parameter x° = T/\/—ij, and shown that experimental
measurements of this parametler using ineteor decay limes
agree reasonably well with CIRA (Cospar International Rel-
erence Atmosphere) estimates of x°.

However, despite the good progress in determination of
D. and thence x°, as demonstrated by Hocking et al. [1997),
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the methods discussed there do not produce an absolute
measure of temperature. It is possible to convert 1 toa
temnperature if model pressures are used, like those spect-
fied by Fleming ct al., [1988] (herealter F88), but these can
at times have imsuflicient accuracy or reliability. We Lhere-
fore seek a technique which allows absolute determination
of temperatures, independent of knowledge of /. In addi-
tion, the assumed relation (2) is still a largely theoretical
derivation, and needs stronger confirmation.

Two objectives are addressed. We demonstrate using data
from a meteor radar instalied at Resolute Bay in Northern
Canada {75N, 95W) that Dy is indeed consistent with {2),
and then we show that this knowledge allows us to develop
a strategy for absolute determination of the lemperature at
the height of maximuin meteor count rates (typically 86-90
km, depending on radar frequency, scason and location).

2. Instrumentation

We utilize data from Lhree scparate metleor radars, op-
erating at four separate sites distributed throughout North
America in the years 1997-1999. The first was the CLOVAR
instrument situated at London, Ontario, which has been de-
scribed by Hocking et al., [1997). Its frequency of operation
was 40.68 MHz. The second was a similar radar lo the CLO-
VAR instrument, but it used 5 receivers, one for each receiv-
ing antenna (in contrast to CLOVAR, which multiplexed 5
antenna signals through one receiver). Called SKiYMET
(allSKy interferometric METeor radar), this sccond radar
opetated ai a frequency of 35.24 MHz and was installed at
London, Ontario, from November 1997 to February 1948,
then at Saskatoon (52° N, 117° W) from April to July
1998, and finally at Albuguerque, N.M. (35° N, 107° W)
from September 1998 to the present. The third radar was
a system similar 1o that described by Hocking and Thaya-
paran [1997], but sited at Resolute Bay. 14 differed from
the other two radars primarily in receiver antenna layout
and frequency. For reception it utilized only four receiving
antennas, with signals being multiplexed through a single
receiver. Although inferior to the improved 5-antenna in-
terferometer used with the SKiYMET systets, it was still
quite adequate for the studies described here-in. In the casc
of the newer 5-antenna interferometer, angular accuracies of
4 1-2° in meteor angular location were possible, whilst the
4-antenna system has a resolution of typically + 2-3°.

In all experiments, our objectives were the same: to lo-
cate as many meleors as possible, calculate their angular
position in the sky, use their known range for determining
their height, and then use correlation techniques to deter-
mine their decay times. Typically the Resolute Bay radar
detected 150-600 meteors per day, the CLOVAR radar typ-
ically 600-1200 per day, and the SKiYMET radar typically
1000-2500 per day, depending on background noise level and
general meteor activity. Using these data, scatter plots ol
height {7) vs logio(1/7y;2) were prepared, as demonstrated
in Fig. 1. These particular graphs were produced using dala
from the Resolute Bay radar, lor typical winter and smmmer
conditions. Similar graphs for the CLOVAR radar were also
shown in Hocking et al,, [1997]. The subsequent analysis
will now be described.
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Decay Time (s) It shiould also be recognized that the best-fit lines in fig.
03 01 003 00 63 01 003 00! 1 are simple fits to the raw data. Howcever, Hocking el al,
SRUHAL UL [1997} demonstrated that this is not the best estimate of the

100 s =126+/-08 Ts=79+-03 [ heigh : ) }. due ¢ "
p=063 : Ly Jp=0586 true mean profile ¢ reig t vs. ag..?( /mip2), due o natu-
— i 1 S ral biases which occur it the detection process. In section
S 90 ] 1 g 3.3 of that paper, a procedure was outlined which applies
= a deconvolution bias adjnstment. When this procednre is
i applied, it steepens the slope by typically 10% to 20%. We
T 307 = ) b I have applied a least-squares fit to the raw data, withont bias
Dec ‘98 to Feb '99 1 Juty 1998 adjustment, in fig. 1, solely for _dispia.y purposes. However,
7013 1(b in all future discussions we utilize a best-fit line which has
0 s this adjustment incorporated. It is this bias-adjusted slope

03 1015 20 03 101320 which we consider to be Si, in equation (7).

tog,(Inverse Decay Tune) Fig. 2 shows a scalter plot of T vs Sy, for 11 diflerent

Figure 1. Scatler plots of meteor heights vs. logs of
inverse decay times for Resolute Bay for {a} Winter 1998-9
and {(b) July 1998. The slope of the best fit line is s, and
the correlation coeflicient is p.

3. Test of the dependence of D, on

Temperature and Pressure

Our first agenda here will be to perform a test of equation
(2), and then use the results of that test to develop a new
method for determination of absolute temperatures.

To begin, it is clear from figs. (1a) and (1b) that the
slopes of the best fit straight line for these two scatter-plots
are very different; indeed they differ by almost a factor of
2. The errors in the slopes are of the order of 4-6%. We
will demonstrate that these different slopes relate to the
mean temperature at the height of maximum meteor activ-
ity. At many sites, the differences in slope between winter
and summer can be slight, bul because high rorthern lati-
tudes exhibit a large temperature range (from 210 K to 130
K} between seasons [e.g. see Lubken and von Zahn, 1991 ;
hereafter LV91] the difference is very substantial. We utilize
this feature to demonstrate that I, is proportional sz P
to within experimental error. To do this we presume that

D, « TP—?. Then

logio Doy = QlogieT — 1 logio P + 1, (3)

where ¢; is a constant. Il one moves downward over a
height interval of about one scale height (about Tkm}, I’
changes by typically a factor of 2.7, whereas even in extreme
circumstances T will change by at most a few percent. Hence
we recognize that P is a rapidly changing function of height
relative to T, 50 we may write

legio Do = —t log1o P + c2(2, T} (4}

where cz is a relatively weakly varying {unction of height
and temperature relative to the pressure term. For an
isothermal atmosphere, P = Poe~ ¥F%, where g is the ac-
celeration due to gravity (9.49 ms~? at 90 km altitude), m
is the mass of a “typical” atmospheric molecule, k is Boliz-
mann’s constant and T is the temperature. 1 we utilize
this, and also recognize that D, is proportional to 1/7 ),
(equation (1)), we may then writc
1 1 kT

1 o ]
s mg 0 () FMA) )

where ¢ is a weakly varying funclion of 7" and z. We will
write this as

1 '
2= 5m l°810(;|’;;)+€3(T-z)- (6)

We therefore see that, Lo a reasonable approximation,

T tiezlo_kiﬁsm ~ 14.3¢5m ™

months using the Resolute Bay data (10 months {from 1998,
and one from July 1997). We have used the values of tem-
perature as determined by LV91 at 69°N for those months
for which those authors had data, and the values from the
model of F88 for those months in which LV9f did not make
measurements. The months of March and November in 1998
were not used due to unavailability of meteor data. We have
then fitted a further least-squares line Lo fig. 2.

The best-fit slope for the data shown in fig. 2 was 14.09
+ 1.7, which corresponds, after comparison with (7), to a
value for ¢ of 0.99 % 0.12, Thus this is consistent with the
assumption that : = 1. We therefore cousider that these
data demonstrate experimentally that D, is inversely pro-
portional to pressure, as predicted by (2): we shall hence-
forth take + = 1.

QOur next step is to determine the value of 3. We return
now Lo equation (3), but assume ¢t = 1. Then we see that
if log10(T) is plotted as a function of logio(Da P), we cx-
pect a slope of &. We can determine D, experimentally by
determining iy and thence Dy through equation (1), and
we can use the same temperatures as those nsed in fig. 2.
However, we need absolute measurements of the pressure P,
which represents an area of uncertainty.

In order to ascertain a suitable pressure model, we liave
examined pressure data from other sources as a lunction
of month. We have used two sources: firstly the empirical
model of F88, and secondly the experimental data of LV91.
Using 88 km altitude as an example, the Fleming model
shows a summer maximum of about 0.15 (o 0.4 Tascals,
and a winter minimum of about 0.2 Pa. In contrast, LV8!
shows a generally constant value of pressure Lthroughout all
seasons, with all values being confined between 0.2 and 0.25
Pa. These are therefore very different in behaviour, and we
need to decide which is best to use for Resolute Bay. When

T
(LV91/F88)
— - n [\]
8 8 8 &
T T ~
3t 3
' 8
/28 H
31 3
of A

Figure 2. Bias-adjusted slopes of the besi-fit lines to
scatter-plots like those shown in fig. 1, relative to known 88
km temperatures, for 1998 at Resolute Bay.
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we plot T vs (Da..P), we get the two “scatler plots” shown
in Fig. 3. Remarkably, the F88 profiles trace out an ellipse
as a lunction of season. This is very significant - il suggests
that T and (Da. P} show a generally sinusoidal variation as
a function of season, but are out of phase by 90°. This is
nircasonable, s0 we cannol use these pressures. Jn contrast,
the data using LV91's pressures (fig. 3b) show a straight
line trend, with slope 0.56 + 0.07. The 95% confidence
interval limits are 0.41 and 0.71. This corresponds to a
vatue of §2 of 1.8 & 0.2, with 95% confidence of being in the
range 1.4 to 2.4. We therefore surmise that (i) the F88 (and
CIRA) pressures at Resolute Bay are a poor representation
of the true seasonal cycle, (it) LV9L's values of pressure are
reasonable, and (iii) £ is consistent with a value of 2 within
expected error. We Lherclore claim that our results support
the original modeling results of Jones and Jones [1990], and
we accept that D, « T?/P.

4. Absolute Temperatures

We now use these resulls to determine T. However, extra
care Is needed if we require good accuracy, so we no longer
assume thal the atmosphere is isothermal. Rather, we let T
= To(1+az'), where the quantity o relates to the mean tem-
perature gradient. We should emphasize that ignoring this
term altogether produces errors in the absolute temperature
of less than 5-10%, but we can improve our estimates of T
if we include it. We therefore now examine the expected
temperature gradients as a function of season and latitude.

During much of the year, especially the non-summer
months, the mesopause at mid to high latitudes is above
the region of peak meteor activily, so that the temperature
profile through that region is moderately linear, with a fairly
well defined gradient, at least when averaged over periods
of days. Iln summer, occasions exist when the mesopause
dips below the meteor peak height, so that -'g- becomes pos-
itive. By studying these gradients using the model of F&8,
and also from experimental rocket and lidar stndies [LV91,
States and Gardner, 1999], we have found that the follow-
ing expression gives a generally reasonable estimate of the
gradient as a function of latitude and time at the height of
peak meleor count rates;

[JT
dz

+1.5 ezp {—(0 — 90)*/1350}] x ezp{—#7/3200}  (8)

] = —1.5 = [=2.5 ezp { ~(# — 45)*/200}

wherc @ is the latitude in degrees, and # is the tempo-
ral displacement in number of days from mid-June in the
northern hemisphere ( oz displacement in days from mid De-
cember in the southern hemisphere). This embodies a mean
temperature gradient of about -1.5 K/km in winter (and the
equinoxial months closest to winter) at all latitudes, a gradi-
ent of about -1.5 K/km in the equatorial regions in summer,

25 25
88 km 82,85,& 88 km
-
e 24 23
o
o
2.1t 2.1}
22 01 00 05 03 01
{a) 10910 {Da.P) (b} fogyg (D..P)

Figure 3. Log-log graphs of {2, - P) vs. temperature for
Resolule Bay, using two different estimates of pressure, for
the heights indicated. In (a), the pressures of F88 were used
whereas in (b), the pressnres presented in LV#! were used.
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a tendency to zero or positive gradienls at mid-latitndes in
summer (low mesopause height}, and a tendency Lo very
steep negative gradients in the polar regions in summer.
Having developed an expression for the gradient, we now
utilize it in the following way. Assuming for generality Lhat
Do = Ko TP/, and defining a verlical coordinate =" which
is zero at the height of peak mecteor aclivity, and recognizing,

that generally P = Poc;i;p{—foz midz"}, we may write

logio(Da) = Qlogio ['Ih(] + az')]

[

z
mg 1 "
i e— ——————d 2" 4 constant. 9
Hiogioe _/0 [To(l +az")] )
where o = TLD%‘ If we now differentiate this equation

with respect to leight, and evaluate it at 2" = 0, we lave

1 myg 1
— =1 > 2 { —= 10
5o oqiec £l o 4 ogioc E T (10}
S, is the slope of the graph of 2" versus logy D, or equiv-
atently the slope of the graph of z' versus logio{1/72), after
bias adjustment. Solntion of (10) with 2 =2, and « deter-
mined from (8), allows determination of To.

5. Results

We have determined S, and thence Ty from (10) for all of
our radars, and compared our resulis to other experimental
data measured at similar sites. For example, cur measure-
ments at London, Ontario, have been compared to spectrom-
eter and lidar measurcments of She and Lowc, [1998)], as well
as lidar measurements from Urbana [Senft et al., 1994]. Our
measurements at Resolute Bay have been compared to those
of LV9! at Andoya (69 N). Our measurements at Saskatoon
and Albuguerque have been compared to F§8, after addition
of about SK to the F88 data. This addition was included
to compensate for a bias in F88 and CIRA temperatures
which seems to occur at mid-latitudes, as evidenced by She
and Lowe, {1998], and Senjft et al., [1994]. A graph of our
monthly data vs. these other measurements is shown in fig.
4a. Clearly the data are closely aligned along the line of
zero offset and unit slope. However, there is also a tendency
for the meteor radar to underestitnate the “true” valuc at
low temperatures, and overestimate (very slightly) at kighcr
ones. A best-fit line shows that

Ttrua == 0774 T‘)ncleor + 428 (1])

The reason for this slightly skewed line is not clear. [f
were not exactly unity, or §7 was not exactly 2.0, this could
alter the fits. This is possible, since the errors on these
exponents deduced earlier were of the order of 10 to 20%.
We cannot fine-tune our procedures to any higher degree,
so we recognize equation (11) as a “caiibration curve”. The
fit has a correlation coefficient of 0.9 and a typical vertical
scatter about Lhe line of £7K. At lcast some of this scatler
is due $o the fact that the reference temperatures arc from
different sites and different years, so the intrinsic error in
our data must be considcrably less than £7/.

Therefore, as a final step, we apply equation (11) to our
neteor temperatlures to produce our final estimates of 7.
Given that the typical vertical sprecad of points aboul this
best-fit line is £7A (only part of which is due Lo our tech-
nique), it is evident thal it is possible Lo make measure-
ments of monthly wean temperatures using this procedure
with precision of the order of 4 to 8 K.

As justification for this stalcment, we present fig. 4b,
which shows monthly mean temperatitres measared at Loa-
don, Ontario, as averaged over the period March 1997 lo
February 1999 inclusive. Superposed are temperatures for

427
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Figure 4. (a) Scatler plot ol the “temperature” deduced
from equation (10) {abscissa} compared Lo temperatures at
similar sites from other techniques like spectrometers, lidar
and empirical models (ordinale}), for ~88 km altitude. The
solid triangles refer to Resolute Bay (75N, 1998-9) compared
to LV91 (69N}, the diamonds to Saskatoon (April - July
1998} compared to F88, and the inverted triangles refer to
Albuquerque, NM (Dec 1998 - Feb 1999) compared to F88
for 35N. The CLOVAR data (London, Ont: 43N) were com-
pared to OH data from London for 1993 and lidar data from
Fort Collins (41N) for 1993 [She and Lowe, 1998, and lidar
data from Urbana (40N} for 1992-3 [Senft et al., 1994). The
open circles use CLOVAR data from 1997, and the open
squares are for 1998. For some months comparisons were
not possible for certain instruments, due to unavailability of
data; the graph contains 75 points in total.

(b) Monthly mean temperatures at ~88 km over London,
Ont. {(43N), for 1997-8, after application of Lhe calibration
equation (11) (solid circles). For relerence the lidar temper-
atures at 40N for 1992-3 [triangles: Senft et al., 1994] and
1996-7 [squares: States and Gardner, 1999] are also shown.

Urbana (40N} as a comparison. These data were produced
during 1992-3 {Senft et al., 1994] and 1996-8 [Stale and
Garducr, 1999]. She and Lowe, [1998] showed similar val-
nes. [t should he emphlasized that the data due o Stalc
and Glardner, [1999] were not used in the original calibra-
tion, so to some extent this comparison is independent of the
carlice calibration. Absolule values are clearly very similar.
Differences between lidar and meteor temperatures are no
worse than differences between lidar measurements which
used different sampling strategies in different years.

6. Discussion

Previous ground-based temperature determinations have
often used optlical methods (lidar, spectrometers), and these
can have better precision than the accuracies cited above.
However, they suffer because (i) they can generally only ob-
tain usclul data at night, during cloud-free and low moon-
light conditions, and (ii) ih the case of passive oplical tech-
niques like spectrometers, the actual height of the emissions
can be unknown to within 5-10 km altitude. Daytime optical
instrumenis are rare and expensive [e.g. States and Guardner,
1999). In the case of the metcor technique, the mean height
at which the temperature is determined is well known, and
measurements are possible at all times, including daylime
and during cloudy periods. Given that tidal variations can
have amplitudes as high as 15K, and arc often locked tolocal
time, this can mean that the “daily average” teniperatures
determined by optical methods can have systeinatlic errors

as high as 10 K [e.g. see Stales and Gardner, 1999]. Thus
we consider that the methods outlined here-in can serve a
useful role as atmospheric temperature monitors in the fu-
ture. The 24-hour coverage available, and the relatively low
cost of meleor systems, are distincl advantages.

7. Conclusion

1t has been illustrated that it is possible to use under-
dense meteor decay times collectively to make reasonable
estimates of the temperature at the height of maximum me-
teor detectability, which is in the range 86 to 92 km (de-
pending on frequency) and is easily measured. The typical
accuracy of these mecasarcments is of the order of 4 to 10 K,
depending on circumstances. The method is more accurate
in the non-summer months, when the temperature gradient
can be better and more reliably represented. A strong ad-
vantage of the method lies in its ability to make daytimne
measurements.
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Real-titne meteor entrance speed determinations made with interferometric

meteor radars

W. K. Hocking

Department of Physics and Astronomy, University of Western Ontario, London, Ontario, Canada

Abstract. Previously developed methods for determination of meteor entrance speeds
into the Earth’s atmosphere are extended and unified and applied to a real-time radar
system. A Fourier transform approach, using a rescaled time axis, is employed, permitting
entrance speed determinations with accuracies of the order of 0.5 km s—1. After the
method is described, it is demonstrated by using it to determine the entrance speeds of
several major streams, including the Zeta Perseids, the Arietids, the Beta Taurids, the
June Bootids, meteors from within the Piscids complex, and the Geminids. Values are
consistent with previous optical measurements, but in some cases the radar measurements
have higher accuracy. The possibility of detection of space debris, or perhaps dust in

Earth orbit, is also considered.

1. Introduction

Knowledge about the speeds of meteors as they en-
ter the Earth’s atmosphere has always been impor-
tant for astronomical purposes, such as determina-
tion of meteor orbits [e.g. McKinley, 1961; Baggaley
el al, 1997]. However, many measurements of en-
trance speeds are based on optical studies, and these
methods are difficult to employ and are applied only
infrequently. Radar measurements have also existed,
but the very earliest ones relied on photographic
film for data recording and storage. Data were sub-
sequently digitized, and computer algorithms have
been developed to speed up data analysis, but until
now many of these algorithms have been performed
off-line, after collection of raw data to storage me-
dia. Exceptions include the work of Baggaley et al.
{1997}]. Furthermore, many studies of meteors used
radars with pulse repetition frequencies of only a few
hundred cycles per second, or even less, and this of-
ten limits the capability of radars to determine me-
teor entrance speeds.

In an important recent paper, Cervera et al. [1997]
have shown how the weak signals just prior to the
rapid onset of a meteor echo detected with a radar
can be used to determine entrance speeds. This weak
signal occurs because of Fresnel interference effects
within the trail. This contrasts with earlier methods,

Copyright 2000 by the American Geophysical Union.
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0048-6604/00/1999RS002283%11.00

which used Fresnel oscillations just after the occur-
rence of the main peak [e.g. McKinley, 1961; Bagga-
ley et al., 1997). The method of Cervera et al. [1997]
will be called the “pre-1;” method in this paper, and
the method that employs oscillations that occur after
the peak will be called the “post-#,” method.

" Fresnel oscillation methods are not the only radar
procedures for measuring meteor entrance speeds; for
example, another important method is a technique
using meteor rise times, described by Baggaley et al.
[1997]. Multiple station radar studies may also be
used, which were also described by Baggaley et al.
[1997). However, the rise-time method is prone to
larger errors than the Fresnel method, and the mul-
tiple stations are often technically complex to im-
plement. In contrast, the pre-f; method produces.
higher accuracy but is capable of being used in a
staller percentage of cases. We choose in this paper
to concentirate on the method associated with the
Fresnel oscillations of the meteor echoes, especially
the pre-1p method. We will demonstrate that this can
be optimized numerically and can also be combined
with the post-{, method to produce a unified result
that employs the best features of each technique.

Previous applications of the pre-f, method have
relied on visual procedures to “unwrap” the phase
information in the signal prior to the meteor peak;
the process was not automated. Our purpose here is
to show how the method can be efficiently employed
in a Fourier-analysis algorithm. We also demon-
strate that this method may bLe applied to the Fres-
nel oscillations thal occur both before and after the
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peak, therefore substantially improving our signal-
to-noise ratio compared with use of either case alone.
The methods described produce good accuracy and
fast numerical computation. We also describe the
radar used for these studies and demonstrate how
it achieves pulse repetition frequencies of sufficient
rate Lthat these methods may be gainfully employed.
The method is demonstrated by applying it to data
from several meteor streams in both the Northern
and Southern Hemispheres.

2. Equipment

The primary radar used in these studies is a spe-
cial new interferometric radar specifically designed
for meteor studies of a variety of types. Called the
SKiYMET meteor radar, it is an all-sky interfer-
ometric meteor radar with a simple design, good
portability, and sophisticated technological design,
which has been developed jointly by Genesis Soft-
ware Pty. Ltd., of Australia and Mardoc Inc., of
Canada.

The system uses five two-element vertically di-’

rected Yagi antennas arranged at the center and the
ends of an asymmetric cross on the ground. This ar-
rangement is shown in Figure 1 [also see Hocking et
al., 1997]. T'wo of the arms are 2.5 wavelengths long,
and two are 2.0 wavelengths long. This allows inter-
ferometry to be performed to determine the position
of the meteor trail in the sky, without ambiguities in
angle of arrival, but at the same time assures mini-
mal coupling between the different antennas [Jones
el al., 1998]. Five separate receivers are used for data
acquisition, one for each antenna, and cable lengths
and receiver delays are carefully measured.

Data are recorded by a high speed digital record-
ing system controlled by a Pentium personal com-
puter operating under Free-BSD UNIX. The system
is configured so that data processing occurs while the
data are streamed into the system, permitting near-
real-time data analysis. Indeed, all meteor parame-
ters are generally determined within a few seconds
of meteor detection and written to both binary and
ASCII data files. Additionally, all the digitized data
for a 4s interval surrounding the meteor are saved to
a separate file for subsequent retrospective analysis
(if required) at a later date.

The system is capable of unattended operation
and, indeed, generally operates in this mode, How-
ever, because it uses the UNEX operating system, il

SKiYMET antenna ground plan

Figure 1. Plan view of the transmitter and receiving
antennas used in the all-sky interferomteric meteor
{(SKiYMET) system. The location of the transmit-

. ter is not critical, but the receiver antennas should

be maintained in this arrangement. However, the re-
ceiver antenna plan may be rotated at an arbitrary
angle with respect to north.

can be interfaced to a network or accessed through
a dial-in modem. This allows the operator to moni-
tor the system output and adjust system parameters
remotely.

Data from two radars are used in this study. The
first was operated at two Northern Hemisphere sites
during different parts of 1998, and the second was
operated in the Southern Hemisphere. The first was
operated at London, Ontario, Canada (43°N, 81°W),
in fate 1997 and early 1998 and then then moved
to Saskatoon, Canada (52°N, 107°W), for 3 months
from April to July 1998. The second has been oper-
ated by Genesis Software Pty. Ltd., of Australia al
a site near Adelaide, Australia (35°S, 138.5°E}, from
September 1998 until the present time.

Both radars transmitted pulsed radiation with a
pulse length of 2 km, al a pulse repetition frequency
of 2144 llz. Peak power was 6 kW, and Lhe carrier
frequency was 35.24 MUz in all cases. The pulse
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repetition frequency (PRF) of 2144 Hz produces an
aliasing range of 70 km, but it is possible (o deter-
mine the true range by combining the measurements
of angular position and the knowledge that the radio
meteors almost always produce trails in the region
between 70 and 110 km altitude. Meteors exisl at
higher aliitudes but cannot generally be seen by the
radars at 35.24 MHz due to the rapid trail expan-
sion that follows the metecroid entry and plasma-
trail creation. A four-point coherent integration was
used in order to optimize the signal-to-noise ratio,
giving an effective PRF of 512 Hz.

The system is also capable of more refined analy-
ses, such as determination of meteor radiants and up-
per atmosphere wind speeds, using a point-and-click
user interface. However, our major concern here is
with its ability to determine meteor entrance speeds.
We emphasize that like all monostatic meteor radars,
the system only detects meteor trails orientated per-
pendicularly to the radial direction from the radar
to the meteor, and this will be assumed throughout.

Fresnel Backscatter
Amplitude pattemn at
time ¢,

Figure 2. Schematic illustration of a meteor
a trail behind it. The dashed lines labeled {_1,

2Py
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3. Meteor Entrance Velocity
Determinations

The technique we use for our meteor velocity de-
terminations follows and expands the principles cs-
poused by Cervera et al. [1997]. This method makes
use of the fact that if a meteor trail being formed in
the atmosphere is illuminated by radio waves imping-
ing from a direction perpendicular to the direction of
alignment of the trail, then a Fresnel difiraction pat-
tern is produced at the radar by the backscattered
radio waves. This pattern sweeps past the radar as
the front of the trail moves forward. The pattern
actually moves at twice the speed of the head of the
echo, due to the so-called “point source” eflect, which
arises because the transmitter is essentially a point
source. Figure 2 shows a schematic of a trail form-
ing in a region of the radar beam and the resultant
diffraction pattern that forms near the radar. This
pattern has a well-known shape, related to the so-
called “Cornu spiral” [e.g., Hecht and Zajac, 1974},

Meteor Trajectory

¥ Tx/Rx antennas

entering the Earth's atmosphere and forming

to and {; indicate the position of the head

of the trail at three time steps. The radial expansion of the trail with time is not shown. A
visualization of the diffraction pattern produced by radio waves impinging from a directlion
perpendicular o the trail, and reflected back from whence they came, is shown as well. As
the trail-head passes the broken line indicated by g, this diffraction patiern moves past
the antennas. As shown, the diffraction pattern oscillates in amplitude on the trailing side
but appears to simply fall gently away from the &g position on the leading side. [However,
this pre-{p section does in fact contain phase variations (not shown), so the inphase and
quadrature parts of the echo are oscillalory in nature. IL is Lhis oscillatery characteristic
prior to the meteor peak thatl we employ in our studies.
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Figure 3. An example of a meteor signal recorded with a SKiYMET radar (light lines).
Oscillations of the inphase and quadrature components of the amplitude are indicated by
shaded ellipses, and these represent the pre-{ signal utilized in this paper. The bold lines
show the results of fitting an exponential function with rapid turn-on to these data.

so that by measuring the complex amplitude as a
function of time at a single receiver antenna, one can
measure the speed of the patterns and hence that of
the meteor itsclf. The Cornu spiral is also discussed
by Baggaley et al. [1997]. It should be emphasized
that this diffraction pattern first appears before the
meteor signal peaks in amplitude and then persists
after the peak. In the past, the amplitude oscillation
occurring just after the peak has been used to mea-
sure the meteor speeds [e.g., McKialey, 1961], while
more tecently, Cervera ef al. [1997] have used the
oscillations in complex amplitude prior to the peak.
An example of a meteor signal as it is detected by
the SKiYMET radar is shown in Figure 3. The pre-&
component is indicaled by the shaded areas. Figure
4 shows a numerical simulation of such a signal and
demonstrates the oscillations in more detail. We will
return to this model in due course.

To good order, the oscillation that resubls as the
metcor enters Lhe general region perpendicular Lo the
radar line of sight is a sinusoidal function in ¢, where
{ 15 the temporal displacernent and where { = 0 oc-

curs at the precise point where the meteor trail-head
passes perpendicular Lo the radar line of sight [e.g.
see Baggaley ¢l al. 1997]. The value of ¢ can be both
positive and negative, and we will employ this func-
tional dependence in our analysis algorithms. This
sin{w ¢2) dependence is evident in both Figures 3
and 4, where the oscillations can be seen to occur at
a lower frequency when closest (in a temporal sense)
to the peak. The dependence is shown even more
strongly in Figures 5a and 5b. Figure 5a shows a
particularly clear example of the so-called pre-fp os-
cillations, together with the atmospheric oscillations
that occur after the amplitude peak. Figure bb shows
the pre-fp complex amplitudes plotted as a function
of the square of time, and it is quile clear that the
oscillations are periodic in €2.

Our objective liere is to use this informalion re-
lating Lo the diffraction patlterns in an oplimal man-
ner and implement it in real tirme on the radar con-
troller previously described. We will use the diflrac-
tion characleristics both prior to and aflter the am-
plitude peak,
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Before proceeding further, we make one more ob-
servation. Because the meteor trail drifts, the real
and imaginary amplitudes (also called the inphase
and quadrature amplitudes) after the meteor peak
show sinusoidal oscillations that are linear in time,
not in the square of time. This part of the signal is
usually used to determine the radial component of
the drift speed of the wind in the region in which the
meteor trail occurs. An example of this oscillation
has already been shown in Figure 5a. Any post-i
Fresnel oscillations would be superimposed on this
oscillation. We therefore used a least squares filter-
ing procedure to remove these oscillations caused by
atmospheric drift (as well as any mean offset of the
oscillations) before proceeding with the next stage of
our analysis.

Amplitude

Quadrature Component

v = 7 v
04 02 0.0 02 04 06

In-phase Component

-4 T LI L) v
0.4 4.2 00 02 0.4 0.6
Time {s)

32

4. Model

Before developing our technique further, a numer-
ical model of a typical metcor entry is introduced.
This model was developed in order to simulate the
effects of meteor entry into the atmosphere and is an
important tool in the developments described herein.
In the model the meteor trail was assumed to com-
prise a large number of scattering centers stretched
out in a line, to simulate the meteor trail. The sig-
nal produced at the radar was deduced by adding
the signal backscattered from each of these centers,
including phase information, to produce a numer-
ical sum. Inverse range-squared factors were in-
cluded for both transmission to the trail and after
scatter from it. The trail was allowed to drift with

Modeling Results.

-20 pre-t, post-t,
0.2 0.1 00 0.1 0.2
Time (s))

100
80

40
20

-20 pre-t, post-t,
02 0.1 0.0 0.1 02
Time' (s")

In-phase Component  Quadrature Component

Figure 4. Three graphs showing the total amplitude, and inphase and quadrature com-
ponents, of the signal received from a meteor as a function of time, as determined from a

nurnerical shmulation. In this case the mestoo

¢ was assumod to be at a rangs of 80 km and

1ind an sasiresd apsed of abaut A ke 671, The hatt-amplitude decay time was 0.1 s, and the

radial drift speed was chosen to be small but non-zero. The radar frequency was assumed

to be 40.68 MHz, corresponding to a wavelength of 7.376 m. The graphs on the rigaht-hand
t

side show the inphase and quadrature components when plotted as a function of

t is the time from the ¢ = 0 point.

, where
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Figure 5a. Another example of a meteor signal demonstrating pre-f oscillations, but
concentrating on the region around {=0. The recorded signal is shown by the bold shaded
line. The pre-f signal can be seen in the shaded vertical band. In this case the meteor
had a long lifetime, so the exponential decay in amplitude (top graph) after “t = 0” is not
apparent in this short section of the record. The sinusoidal oscillations after t = 0, due to
the radial drift of the trail as it is carried by the wind, are apparent in the lower two graphs.
The thin solid line shows the resulis of fitting a sinusoid with a (weak) exponential decay
to the post-{y portion of the meteor.

Inphase and Quadrature amplitudes prior to t=0

SKIiMET, March 2, 1998. London Oatario.
2000 A
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Figure 5b. Graph showing the pre-{; component of Figure 5a, but rescaled and plotted as
a function of t2. The vertical dashed lines are placed at regular intervals on the time axis
and clearly coincide with maxima in the inphase component, indicating that Lhe oscillations
are periodic in ¢2. These same vertical lines also co-incide quite closely with zero-crossings
of the quadrature component, indicating that the inphase and quadrature companents arc
out of phase by 90°.
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the mean wind, and parameters like entrance speed,
mean wind speed, and trail decay time could be en-
tered as input.

Figure 4 shows a sample output {rom this pro-
gram, where in this case it was assumed that the
mean wind speed (and therefore the perpendicular
drift of the trail) was very small. The meteor trail
was assumed to be at a range of 80 km, and the
radar frequency was taken to be 40.68 MHz. This
radar frequency was used for these initial simulations
because it matched the frequency of the “Canadian
(London Ontario) VHF atmospheric radar” (CLO-
VAR), which was the instrument used for the initial
studies relating to this work [Hocking, 1997; Hocking
and Thayaparan, 1997). The two right-hand graphs
show the same complex amplitude plotted as a func-
tion of t2; the regular oscillations in ¢2 are now very
apparent.

Our next step was to Fourier analyze such model
data, where the independent parameter was chosen
to be t2, not t. We definc the point where the am-
plitude reaches about one half of its peak value as “¢
= 0” and rescale our axis proportionally to ¢ = ¢*.
Thus the complex amplitude now obeys the relation

a = agcos(wé + ¢) + iassin(wé + ¢), (1)

where i == «/—1. Hence the system is linear in £ and
can be subject to standard Fourier analysis.

The time series of data around the meteor peak
were then divided into two halves: that prior to
“¢==0” and that after. A small interval of data around
{ = 0 was removed altogether, in order to avoid prob-
lems with the very rapid rise in amplitude in this
interval. For the data prior to ¢ = 0, Fourier anal-
ysis was simple. For the data after this point, it
was first necessary to remove the exponential decay
and any oscillation associated with radial drift. This
latter step was done in the time domain before stor-
ing the data as a function of ¢*. The residual was
then stored as a function of t? and Fourier analyzed.
In each case, the Fourier transformation produced a
very narrow spike at one select frequency. However,
the two halves of data produced spikes at frequencies
that were opposite in sign, as would be expected from
knowledge of the behavior of the resultant Cornu spi-
ral. In order to optimize the signal-to-noise ratio, the
sign of the spectra from one of the data halves was
reversed, and then this spectrum was added to the
other. This gave a very clean and narrow spectral
spike.

73
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It should be noted that the “frequency” in this
case actually has units of t=2, not t~'. Therefore
it is not clear how to relate these units to the en-
trance speed of the meteor. In order to be able to
know the meaning of any peak, we therefore used our
model and performed many simulations with differ-

. ent meteor entrance speeds and plotted the resultant

frequency in £* as a function of the meteor entrance
speed squared. The resull-is shown in Figure 6, alter
normalization to a range of 80 km.

The frequency in {2, which we will denote as f, can
be used to determine the entrance speed for a meteor
at 80 km range, as observed with a 40.68-MHz radar,
through the relation

vao = /(f + 15.8)/1.674. (2)

Upon further, more careful investigation, it was
found that the above expression could be marginally
improved if 0.35 were subtracted from vgo whenever
the first estimatc exceeds 15 km s~!. A value of 0.45
should be subtracted if the first estimate lay between
10 and 15 km s~ 1, and 0.6 should be subtracted if the
value was below 10 km s~!. The method was found
to give unreliable estimates if the entrance speed was
less than § km s~! but was quite reliable at 6 km s™'
and above. The failure at very low speeds relates
to the fact that the rise time becomes fairly large,
and the pre-ip oscillations can become comparable
in period to oscillations associated with radial drift,
leading to confusion for the software.

In order to determine the speed at any other range,
it is simply necessary to modify the speed determined
from Figure 6 by the relation

Ventrance = V(rA)/(80 x 7.375) x vgo,  (3)

where the conversion arises because the Fresnel zone
sizes change as a function of range r and wavelength
A. The range r is assumed Lo be in kilometers, and
the factor 7.375 refers to the wavelength of a 40.68-
MHz radar (which was used in the simulations). This
relation is therefore quite valid for all meteor radars,
since it takes into account both the meleor range and
the radar wavelength.

Thus we have demonstrated the main features of
the Fresnel diffraction pattern using our model and
have also developed a protocol we will employ shortly
for analyzing real-time data. Figure 6, and the equa-
Lions above, form important parts of our technique.
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Figure 6. Modeling results showing the “frequency” of the pre-fy signal after it has been
rescaled as a function of t?, versus the actual entrance speed of the meteors used in the

simulation.

5. The Analysis Algorithms

We now turn to analysis of real data. Meteor sig-
nals like that shown in Figure 3 were analyzed in a
way similar to that described above for the model.
First, the =0 position was found by determining a
poiat corresponding to a time at which the ampli-
tude reached about half its maximum value. This
point occurs during the rapid ascent in amplitude of
the received signal. Accurate location of this point is
important for further analysis. In practice, we found
the point where a three-point running mean passed
one half the value of the three-point mean at the
amplitude peak.

Our next step was to remove any sinusoidal oscil-
lations in time, and any exponential decay, from the
post-fo complex signal. Then the pre-i; and post-
to oscillations were stored as a function of ¢ and
Fourier analyzed. We should emphasize that it was
not always possible to analyze the post-{; data, espe-
cially if the radial drift speed was high, or the fitting
procedures gave large errors. In such cases, entrance
speed determinations were made using only the pre-
{o data.

The Fourier analysis was again performed on data
for which the independent variable was 2. Separate
spectra were formed using data from each of the five
receivers, and then these spectra were averaged, in
ordet Lo improve the signal-to-noise ratio and there-
fore oplimize determinations of the entrance speeds.

It should be emphasized thal the Fourier transfor-
mations were not fast Fourier transforms (FFTs).
FFTs were not possible because the points were not
at equal steps of the parameters £ = t2. Because
of this consideration, care had to be taken in choos-
ing the frequency step size in cur Fourier transforins.
We in fact opted for a multiwindowed procedure. To
begin, we chose a window of points within £:0.2 s of
the t = 0 points. We then chose a frequency step
designed to search for relatively short period oscil-
lations in £. If no significant peaks were found, the
window size was increased and the Fourier process
was repeated, this time at higher-frequency resolu-
tion and going to lower frequencies. This process was
repeated four times, each time increasing the win-
dow widths and scarching at lower frequencics and
at finer frequency steps. The rationale behind this
was twofold. First, if the oscillations were of high fre-
quency, then they were only significantly above the
noise level close to the ¢ = 0 position. Therefore by
choosing & short data window, we remove the outer
sections that are largely noise and therefore improve
our signal-to-noise ratio. If no peak is now found, we
increase the window size, thereby allowing a search
to lower frequencies. We assume that if the frequency
is less, the pre-{; oscillations will be evident farther
from the t=0 position and therefore will require a
larger time window to enable the full behavior of the
pre-fp signal to be captured. In each case, a search
was performed for a single dominant peak. [f no peak
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was found, we moved to the next window size. In all,
up to four windows were used; if no dominant peak
was found after this, it was concluded that determi-
nation of a meteor entrance speed was not possible,
and the analysis was aborted.

A typical sequence of spectra is shown in Figure 7.
In this case only two trials are shown. The first trial
(top panel} uses the narrowest window (0.2 s) and
examines the highest “frequencies”. For this trial
the frequency range covered the values between 1500
and 5000, in steps of 28 Hz?. (In all cases the unit
used in the time-squared domain was s2, s0 the unit
of “frequency in t2” was Hz?) Although some mi-
nor peaks are apparent in attempt 1, none are really
dominant. The program therefore progressed to the
next attempt and produced the bottom panel in Fig-
ute 7. In this case a data window of 0.2 s in length
was again used, and frequencies were stepped from
300 to 2000 in steps of 16 Hz?. Clearly, there is
one strong, dominant peak, and the program con-
cludes that this is the true one. It does not go on to
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investigate the next window, in order to save com-
puter time. If further searches had been required, a
window length of 0.35 s would have been used, and
frequencies would have been stepped from 15 to 500.
If there had been no success then, the frequencies
would have been stepped from 0 to 15, with even
finer resolution.

Our final step is to convert these frequencies in t2
into velocities. To do this, we used the results of our
model simulation as shown in Figure 6, together with
(2) and (3). Thus we were finally able to convert our
spectral peaks to entrance speeds,

Figure 8 shows a typical distribution of meteor
entrance speeds from the radar that ran in London,
Ontario, in 1997 and 1998. Unfortunately, the ef-
ficiency of measurement is not high if there is sub-
stantial radio interference, so in spite of collecting
some 20,000 meteors in the period covered by the
figure, only about 860 (4.5%) useful entrance speeds
were determined. In low noise sites, higher efficien-
cies are possible, reaching as high as 10%. Baggaley

4000 6000
. 2
Frequency in t

Y N

2000

0 1000

Frequency in t

Figure 7. Demonstration of the stages of spectral analysis. The upper graph shows the
spectrum produced when a window of width 0.2 s is used, and the frequencics are stepped
from -5000 to -1500, and 1500 to 5000, in steps of about 28. No dominant peak occurs, so
the process is repeated using a frequency range of 300-2000, with steps of about 16. AL this

stage, a strong peak is found (shown).
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Meteor Entrance Velocities, 19 February 1998 to 02 March 1998.
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Figure 8. Distribution of 860 meteor entrance speeds recorded near London, Ontario,
during a 2-week period in 1998, using a SKiYMET radar.

et al. [1997] have suggested that the maximum ex-
pected rate of echoes that display Fresnel oscillations
would be about 20%, with sll other echoes being con-
taminated by effects like trail distortion and meteor
fragmentation. It should also be emphasized that
we have deliberately set our acceptance tests to be
very rigorous, so that we have a very low probabil-
ity of false measurements. This is because we are
more interested in accuracy than in large numbers
of doubtful measurements. Nevertheless, this rate
of detection is still orders of magnitude greater than
that which can be achieved by photographic means,
where even a single measurement is very difficult.
Note also that our maximum speeds are around 40
km s~1; larger speeds can be measured if we use two-
point coherent integration of our data, instead of the
usual four-point. Qur detectability decreases, how-
ever, 6o this is a trade-off which must be considered.
We will now turn our attention to experimental ver-
ification of our measurements.

6. Experimental Verification

We now turn our atlention to considering whether
our measurements really make sense. To do this, we
employ several sirategies. We examine both sporadic
meteors and meteor streams and compare our data
with optical measurements.

6.1 Sporadics

Over the course of several months, “sporadic” me-
teors are cumulatively the most common of all mete-
ors. Therefore we will begin our verification by exam-
ining the characteristics of all the meteors recorded
over a non shower period and comparing our mea-
surements to other, earlier observations.

To begin, Figure 9a shows the height distri-
bution of meteor entrance speeds measured with
dual-camera optical techniques by Sarma and Jones
(1985). These data were recorded over a period of
several years and required careful dual-station pho-
tography and extensive analysis. In all, 464 meteors
were studied in their program.

Figure 9b shows the height distribution of meteor
speeds determined by & SKiYMET radar at Lon-
don, Ontario (43°N, 81°W), during & period of only
2 wecks. Figure 9b contains 860 meteors, almost
twice the number of optical observations presented
by Sarma and Jones {1985]. Superimposed on Fig-
ure 9b, as well as on Figure 9a, is the mean pro-
file of meteor speeds versus height determined dur-
ing a major survey with the Jodrell Bank radar [sec
MecKinley, 1961]. The Jodrell Bank survey was ac-
complished using posl-{, measurements, generally by
person-intensive analysis of photographic traces.

it is clear that the optical data, the Jodrell Bank
survey, and our own dala are in good agreement be-
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Figure 9a. Adaptation of a graph from Sarma and Jones [1985], showing the distribution
of entrance speeds into the atmosphere measured with dual-station optical observations
(dots). Superimposed on the graph is the mean profile deduced during a radar-meteor
survey performed with the Jodrell Bank radar {from McKinley, 1961}.
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Figure 9b. Distribution of entrance speeds into the atmospherc measured with the
SKIYMET radar and using the techniques discussed in this paper (shaded rectangles). Su-
perimposed on the graph is the same Jodrell Bank mean profile as that shown in TFigure

9a.
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low 100 km altitude. Qur data in Figure 3b have an
upper level cutofl at about 100 km altitude, where
the meteor entrance speeds exceed ~45 ki s™!. This
limit arises because of our choice of a four-point co-
herent integration in our data-collection strategy, as
was discussed earlier. However, the striking fact
about the graphs is that the points in Figure 9b were
determined in near-real-time (less than 1s per calcu-
lation), and over 860 measurements were obtained
in a period of only 2 weeks. This contrasts with 454
points in about 3 years for the data shown jn Fig-
ure 9a. The new algorithms have therefore vastly
improved the rate at which meteor entrance speed
determinations can be made.

The comparisons in Figure 9 show that the en-

trance speeds determined in this study have the cor-
rect general characteristics. However, il is also de-
sirable to determine the accuracy of the method in
more detail. For this, we turn to studies of meteor
showers.

6.2 Shower Studies

Figure 10 shows a typical meteor entrance speed
distribution during the occurrence of a meteor
shower. The data were recorded with a SKiYMET
radar at Adelaide, Australia, during the period of
December 11-13, 1998. This particular radar was
owned and operated by Genesis Software Pty., Ltd.
While the broad distribution is similar in shape to
Figure 8, there are also two “spikes” in the histogram

50 Unknown

at speeds of 14 and 35 km ™!, These spikes are due
to showers. We will show that the increased occur-
rence at 35 km s=! is due to the Geminid meteor
stream. The increase in occurrence at 14 km s~ ! is
also due to a simultaneous meteor shower with a radi-
ant that appears to be at a right ascension of 15 hours
and 10 min (£20 min} and a declination of 60° south
(£3°). This source determination is only approxi-
mate and needs further confirmation. We therefore
do not consider this stream further, and because we
cannot be fully sure of its radiant, we do not include
it in Table 1. In the next section we will concentrate
on the Geminids, sincg they are a well- studied source
and their entrance speeds are well known from op-
tical studies. They therefore represent an excellent
reference for us to check the quality of our method.

Before doing this comparison, however, we need
to first provide confirmation that these meteors were
indeed due to the Geminids stream. In order to do
this, we need to recognize that meteors are only de-
tected by the radar when their trails are aligned per-
pendicular to the vector r, where r is aligned in the
direction from the radar to the trail. The meteor
will have entered from some radiant direction, which
we cannot determine. However, we do know that the
radiant must have originated somewhere on a great
circle in the sky defined by the set of all the direc-
tions perpendicular to the vector r. While we cannot
know where on this great circle the radiant lay, we
can draw a map of this “great circle of possible radi-
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Figure 10. Histogram of frequencies of occurrence of different entrance .apeceds observed
with a SKiYMET radar during the l)eriod December 11-13, 1998, at Adclaide, Australia.
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Table 1. Presentation of Meteor Entrance Speeds Measured with SKiYMET Radars, Compared With
Known Optical Measurements (Where Available)

Shower Date Right Ascension; QOptical Speed, Radar Speed, Number of
Declination km s~! km s~1 Meteors
{ Perseids June 5-11, 1998 4 hours 10 min; 24° 29 288+ 0.4 23
Arietids June 5-11, 1998 3 hours 0 min; 23° 39 40.95+ 0.4 12
B Taurids June 26-29, 1998 5 hours 50 min; 20° 31 30.5 £ 0.2 28
June Bootids June 27, 1998 15 hours 10 min; 61° - 17.65 £ 0.15 18
Northern Piscids  Oct. 1-3, 1998 i hour 50 min; 8° - 2214+ 0.3 13
Southern Piscids Oct. 1-3, 1998 23 hours 20 min; -3° - 4.1 £ 0.3 10
Unnamed Source Oct. 1-2, 1998 21 hours O min; -40° - 16.85 4+ 0.2 22
Geminids Dec. 11-13, 1998 7 hours 32 min; 32° 35 35.340.2 33

The radiants of the showers are taken from various references [e.g. McKinley, 1961, table 6.1; Norton,
1973), but were also confirmed by our radar measurements of shower sources. The errors in the entrance
speeds quoted above are standard deviations for the mean. The number of meteors refers to the number of
radio meteors used in our determinations.

ants” on a galactic grid. For each meteor detected,
such a great circle was plotted. We were then able
to reject non-Geminid meteors in the following way.
If the aforementioned great circle did not pass close
to the known Geminids radiant at right ascension
(RA) = 07 hours 28 min, declination = 32°, then
it could be rejected as definitely non-Geminid. If,
on the other hand, the great circle passed close to
the known Geminid source, then it may have been

a Geminid. Of course, it may not have been, too,
and non-Geminids which have radiants on great cir-
cles that pass close to the Geminid radiant cannot
be removed by this process. However, this filter will
at least remove a large number of meteors that are
clearly not Geminids. A more detailed discussion of
this process has been given by Hocking ef al. [2000],
where the above strategy is extended to allow actual
source radiant determinations.
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Figure 11. Same histogram as that shown in Figure 10, but filtered to remove any meleors
that could not have had radiants within about £2.5° declination and 430 min right ascension

of the Geminids source.
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Figure 11 shows the speed distribution of meteors
that had great circles that passed through the region
with declination between 30°N and 35°N and right
ascension between 7 hours 0 min and 8§ hours 0 min.
Clearly, the peak at ~35 km s™! has persisted, but
the rest of the histogram has seriously diminished
in value by about 80%. The spike at 35 km s=! in
fact remains at about 10-12 points above its base
level (where “base level” refers to the point where
the spike meets the general level of the histogram).
This figure therefore acts as very strong confirmation
that the spike is indeed due to the Geminids.

Qur next step was to find the mean value asso-
ciated with this spike. We found the average of all
speeds in the range 34 - 37 km 5™, which delineates
the spike region. The mean value so determined was
35.30 £ 0.21 km s~ . This compares to a known
speed for the Geminids of 35 km s~! [McKinley,
1961, Table 6.1]. Agreement is therefore very good,
although we have not taken account of the deceler-
ation of the meteors due to the Earth’s atmosphere.
We consider the latter conversion to be outside of the
scope of our current study.

We have repeated this procedure for many known
shower sources (again without atmospheric deceler-
ation calculations incorporated). Table 1 shows our
meteor entrance speed determinations for eight such
sources, compared with known optical speeds (where
available). Agreement is is generally good, and in-
deed in some cases the radar provides better accuracy
than the optical measurements. The errors quoted
are standard deviations for the mean.

One shower of particular interest is the June
Bootids. This source has been analyzed in some de-
tail by Arlt et al. [1999]. By measuring entrance
speeds and simultaneously determining the source
radiant (also achieved by the SKiYMET radar), it
was possible to determine the orbit parameters of
this meteoroid stream and hence associate it with
the comet Pons-Winecke. This was the first time this
correlation was confirmed, coinciding with a similar
determination by optical methods (also discussed by
Arlt et al)).

We have obtained meteor entrance speeds with
two meteor radars operating eide by side at different
frequencies { P. Brown and J. Jones, private commu-
nication, 1999). These were both SKiYMET radars,
supplied commercially and operated at frequencies of
29.8b and 38.0 MHz. Meteor entrance speeds were

accurmnulated with these radars on occasions when
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a meteor was detected simultaneously on both sys-
tems. It was found that of 45 coincidenl meteors
detected, 43% had speed differences of less than (.4
km s~!, and 70% had speed differences of less than
0.8 km s~ 1. The distribution of speed differences was
non-Gaussian, with highest probabilities near 0 km
57!, and with a broadly exponential faliofl. The stan-
dard deviation of differences was 1.1 kms~!. Assum-
ing that the errors in each measurement were equal
for the two radars, then the standard deviation for
the errors in a single measurement are 1.1/v/2, or
about 0.75 km s~!. Values are likely to be more
accurate than 0.3 km 5! on 43% of occasions and
better than 0.55 km s~ on 70% of occasions. Notice
that these errors are mainly random errors, rather
than systematic errors, so the accuracy of our mea-
surements of stream speeds can be substantially im-
proved by using averaging over many meteors. This
explains why the errors in Table 1 are significantly
less than the values quoted here.

Figure 12 shows a time evolution of meteor en-
trance speed histograms from both Adelaide and

" Saskatoon, showing an interesting perspective of the

meteor entrance speeds over extended time intervals.
One point of significant interest in these graphs is a
band of speeds in the region 7 - 10 km s=!. This band
has been highlighted by a vertical shaded bar extend-
ing from the bottom of both columns in the figure.
Observations of meteors with such Iow speeds is not
new (e.g., Sarma and Jones [1985}) measured speeds
down to 11 km s™1, and the radar can see meteors
with weaker intensity than optical measurements),
but the local maximum in their frequency of occur-
rence in this speed range has not been reported be-
fore. It is clear that on occasions the number density
of meteors in this region rises above the normal back-
ground level, and it seems that the entrance speeds
in this band have a “time evolution.” For example,
at Adelaide the effect is strongest in December and
January, while at Saskatoon the effect is most no-
ticeable in the months from May to July. This speed
range corresponds to the speeds that debris orbiting
the Earth would have, and therefore these “meteor
trails” could possibly be produced by Earth-orbiting
dust, or even space debris from former Earth-orbiting
satellites, entering the Earth’s atmosphere. We con-
sider that this band of entrance speeds to be of par-
ticular interest. We admit that the nature of these
entities is still indeterminate, and further investiga-
tions into their cause are still needed, but we consider
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Figure 12. Monthly histograms of the distributions of meteor entrance speeds into the
atmosphere, stepped al intervals of half-months. The speed-band between 7 and 10 km s!
is highlighted.
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the very existence of this peak to be a noteworthy
phenomenon. We intend to dedicate further study
to these particular trails in the future.

7. Conclusions

An automated procedure for determination of me-
teor entrance speeds with an interferometric meteor
radar has been presented. The procedure permits
real-time calculation of entrance speeds and has been
applied on a new-generation SKiYMET radar. Re-
sults have been presented for a variety of meteor
streains and have shown good agreement with previ-
ous optical measurements. Because of the simplicity
of its operation, this instrument, coupled with the
technique outlined, should permit many studies of
previously poorly known meteor streams. The possi-
bility of space debris, or some form of Earth-orbiting
dust, being detected has also been outlined.
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SKiYLINE

Introduction

The SKiYLINE analysis package is a series of programs designed to allow intensive analysis of the
data produced by the SKiYMET radar system. It improves on some of the on-line analysis, and also
introduces a large number of additional options, including composite day studies, harmonic analysis,
Fourier transform and spectral studies, and meteor shower investigations.

The package works from a series of menus, and can operate under MSDOS, WINDOWS3 .xx,
WINDOWS95 and WINDOWS98 environments. At present, the program does not use the mouse
to select options - it is keypad driven.

In WINDOWS mode, it operates as a DOS sub-window. It is necessary that ANSL.SYS be loaded
by the config.SYS file. The DOS window is selected by clicking on the MSDOS icon, and you can
toggle between a full screen mode and a smaller window within WINDOWSXX by pressing “alt +
enter”. You can select your window size with the selection option at the top right-hand corner of the
window box. (If such a selection does not appear, click on the MSDOS icon in the top lefthand
comer and select “toolbar” ; then choose your window size.) Often users find that a window size of
5x 9 or 6 x 10 are good choices, and that the characters are large enough to read, but the window
is small enough that it does not dominate the whole screen. To create a “shortcut” to MSDOS, select
start, go to “programs”, find MSDOS, right-click, and then select “create shortcut”. Then drag the
mouse down to the lower left hand corner of the screen and release. The MSDOS icon will now
appear at the base of the screen, and you need only to click on this icon to enter MSDOS. If you are
using WINDOWS and the Tcl-Tk option, plots may be terminated by clicking the “quit” button,
whereupon you will be transferred to the next graph, or returned to the menu box. If using a DOS
environment, return to the menu by simply pressing any key after you have finished surveying the
graph. (See appendix E for installation of Tcl-Tk)

MARDOC Inc.




WELCOME TO SKiYLINE - Please select an option below.

Manipulation of *.mpd files (sort, merge, compress, expand).
Plot Meteor Flux distributions vs. height, time and angle.

Wind Analyses (time series, composite day, FFT, harmenic fit).
Diffusion Coeff, Temperature (incl. Composite day, harmonics).
Meteor Shower studies, source maps.

Meteor Entrance Speed studies

Plotting: user-selected windows, hard copies (PS or HPGL).

. EXIT PROGRAM.

B AR

MARDOC Inc.

Enter a selection:

The following pages will discuss the various menus available within the Skiyline software.

For each menu, a representative menu will be shown, like the one above. In reality, the menus look
something like the picture on the next page, with different colour schemes being used for different
menus. We will not produce pictures of all the screens. Actions are initiated by typing the number
indicated (1 — 7 above or E to exit) followed by the return key. The selections shown above lead you
to a group of secondary menus which allow a variety of analysis options.

The next few pages will sequentially follow through the various analyses available, discussing what
they mean, what options are available, and showing sample graphs. Note that the graph will be
produced for you by default, but if you want to display them again after the analysis is complete then
you should use option 7 and follow the instructions. Option 7 may also be used to produce files
which may be easily printed — either postscript or HPGL. It is the user’s responsibility to transfer
these files to the printer, but if you have a postscript printer, then a postscript file “file.ps” can be
printed simply by typing “copy files.ps pm”. If you use the HPGL files, a program like “Print-a-
plot.Pro” can be used.

Note that if you are using the WINDOWS-based Tcl-Tk package, you can resize and move all plots
by clicking and dragging with the mouse.

MARDOC Inc.
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Sample selection menu.

The example shown above illustrates the selections available for the main menu. When the
appropriate number is entered, the program will then progress to a second menu, which will allow
the user to select various “local” options. These different “secondary” menus will now be described.

Special note in regard to plotting

You have a choice of various plotting options, which include DOS-type plots and Tel-Tk plots. The
former are generally much faster, and we recommend using DOS, EGA, VGA, SVGA or XVGA.
See appendices B and C for more details about how to select your option. If you work in DOS under
WindowsXX, you will use a plotting display that automatically uses the full screen (though you can
make it into a box within windows if you use alt-enter). If you use Windows and the Tcl-Tk option,
you will use a plotting program that allows you to resize the window. See appendix E for installation
of Tel-Tk.

If you are using the Tcl-Tk option, the default background colour is green. If you prefer, you can
change this to black or white. To do this, alter the file backgrnd.txt in c:\.. Askiylin. In addition to
being able to reset the size of the window you observe, you can also readjust the initial “startup size”
to something of your own preferences. To do this, edit the file winsiz.txt in c:\...\skiylin and adjust
lines 6 and 7 to suit (the first lines describe the changes needed).

MARDOC Inc.




In using the Windows-based Tcl-Tk plotting package you may find that there are occastonal error
messages, and at times the window re-sizing fails. These occurs due to problems in WINDOWS
95/98. You can fix them (at least in part) by altering the system performance and mouse response
time.

To do this, you need to go to “Settings™ and alter various features. To get to “Settings”, right click
on the background window and go to the “Active Desktop” and then “Customize My Desktop”.
Select “Settings” and follow through to “Performance”. Alter the mouse performance to use less
features. Alternatively, go to the “Start” menu button in the left-hand corner, and find “Settings™
from there. You can also alter the mouse to have a slightly slower response time. Consult your
Windows “Help” menu for more information about altering these features. None of these changes
are needed if you use the DOS, VGA, SVGA or XVGA modes.

You may also find it useful to load a commercial program like XV or HYPERSNAP. These are
available at quite low cost from a software source like www.download.com. They permit the user
to "capture” any part of the screen, and save to jpg or bmp files. This can sometimes be useful if you
want to send "quick-look™ pictures across the internet, or post them on the web. So if you want this
package, go to www.download.com igo to the "Search" bar, and type in

hypersnapDX

You can then download the file, and install it.

If you like the program, then you can order a full version (which avoids the system displaying a little
advertisement tag everytime you capture something) by clicking on the "register” option in
hypersnap. It really is quite cheap - about $30 or so, I think. You can order it across the web.

Do not forget that you may also use option 7 in the main menu to produce hardcopy plots.

MARDOC Inc.




How to exit in the event of a wrong entry

The meu tables are structured so that if you enter the wrong sub-menu, you just have to press "M"
(lower or upper case) lo return to the master menu. Once an operation is completed, the system
returns to the master-meny. However, occasionally you may find that you accidently enter a
program by mistake e.g. you might type a "3" in a sub-menu instead of a "4", and suddenly realize
that you are in the wrong program. The easiest way to exit is to type cirl-C, and you will be asked
if you wish to terminate the program. Answer yes. If this does does not work, press ctrl-C and then
ctrl-7, and then the "return” key. This should also lead to a request from the computer for you to
terminate the program. In some cases the program may then try and plot (ron-existent) graphs, so . .
you may get a blank screen with a white border. Just press "return” a few times and you should
eventually be able to leave the program. You should then be back at the DOS prompl. Now re-type
SKiYLINE (case-insensitive) and start again.

We will now turn to a discussion of the various menus, considering each successively.

MARDOC Inc.




1. FILE MANIPULATION

1. Show a directory listing.

2. Merge multiple successive files (mp_merge).

3. Sort into chronological order,delete duplicates (mtmsort).

4. Create file with selected zeniths and azimuths (sel_ang}).

5. Create file with selected height intervals (sel_ht).

6. Sort into HOURLY order, for composite-day studies (sortid).
7. Compress files into compact-binary format (cmpr_met).

8. Expand files from compact-binary format (exp_met).

M. Return to main menu.

MARDOC Inc.

Enter a selection:

1. FILE MANIPULATION

It is possible to sort and organize the files according to different criteria, and this set of menus lets
you do this. Firstly, remember that the files produced on the SKiYMET system are daily files - i.e.
one for each day. But for processing the data, it is often better to work with monthly files. Option
2 allows you to create monthly files in a simple manner.

Indeed, option 2 should ALWAYS be run before starting any serious analysis. This is because the
format used for most of the skiyline analyses differs slightly from the format used to store the data.
For example, the data are stored to milisecond accuracy, but the output of mp_merge is stored only
to an accuracy of one tenth of a second. There are also various other subtle differences.

Thus you should always STORE the daily files produced by SKiYMET as a backup, but to
apply the skiyline software you need to first run the files through option 2 (mp_merge).
Alternatively, the monthly files can be created with mp_merge on the SKiYMET system.
Either way, mp_merge must be applied to the data.

MARDOC 1Inc.
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Option 3 is also important. For strong meteor signals, duplicate detection of meteors can occur in
adjacent range gates. It is also possible that the times of detection may not be chronological (e.g.,
a meteor at time 12 hr 36 min 11.4 s could occur in the original file prior to one at 12 hr 36 min
11.3s). Whilst not a serious issue, it is preferable that meteors appear sequentially in time. The user
may specify how far apart in range two meteors must be to be considered as “different meteors”.

Option 3 (mtmsort) sorts the data file to produce a chronological listing, and also ensures that each
meteor is only listed once — if a meteor occurs at two adjacent range gates, for example, the one with
the largest signal is chosen and the other one is removed.

Thus it is important to run mtmsort before any serious analysis is started.

Option 4 produces a similar output to option 3, but allows you to be more selective. For example,
you may wish to generate a file which contains only meteors occurring in the northern sky. Option
4 allows you the do this.

Option 5 allows further sorting. Whereas option 4 allows you to sepcift selected zeniths and
azimuths, this option allows you to select data ccording to chosen height intervals. Note you may
combine options 4 and 5 sequentially to permit selection of special angles and special heights - just
use the output of one run as the input of the next. -

Option 6 allows you the possibility to sort the data in a somewhat unusual, but very useful manner.

Data are sorted into order of increasing hour, irrespective of the actual date. All files are given the
same date — namely that of the first meteor detected. This special file then allows you to do a series
of studies of so-called “composite days”. A composite day gives, in effect, the “average” conditions
as a function of time of day during the entire period of the file (or a designated sub-set of it). You
will see applications of these files later in the notes.

Options 7 & 8 are compression and expansion utilities. They allow substantial data compression,
which means that you can store data efficiently. This can also be important for transferring data from
the SKiYMET system, since similar programs to these exist there, and you can transfer the data in
a compressed format very quickly. By using option 6, and then applying a further generic
compression utility like PKZIP, compression ratios of 5 and 6 are possible.

MARDOC Inc.




2. FLUXPLOTS

1. Show a directory listing.

2. Rates vs time, angle & height for selected 2 day period (mdis_dos).
3. Just plot meteor positions vs. angle for whole file (mdisn).

4. Position vs angle, but colour-coded for time-of-day (mdiscol).

5. Meteor positions vs. angle, but finer resolution (mdisdot).

6. Contour plot of angular distribution of meteors (met_cntr).

7. Flux rate vs time, user defined intervals/bin-sizes (fluxhres).

8. Save a file (e.g., ANALYS.PLT or MDIS.PLT) to a new name.

M. Return to main menu.

MARDOC Inc.

Enter a selection:

2. FLUXPLOTS

The above programs are generally designed for visualizing the meteor count rates in various ways.
In general they do not produce files which are used by follow-up programs. There is one exception
to this rule, and this arises if these programs are used to plot unambiguous meteors _only. Then a
file of “unambiguous meteors” is produced. This can be a useful file to have.

Other than this, the programs mainly produce plot files, with names of either ANALYS.PLT or
MDIS.PLT or METCNT.PLT (the file names are usually indicated when you run the programs).
These displays are plotted as part of the process. If for some reason you wish to save any one of
these plot files to a new name, use opfion 6 above as soon as you have finished viewing the graph.
You may also view portions of these plots (i.e., “blow-up” selected sections) by going to option 7
in the main SKiYLINE menu, and follow the instructions.

Examples of the types of plots which are available are shown in the following pages. The first

picture shows an output of option 2, and the second of option 3. Subsequent pages show options
4,5, 6 and7.

It should also be noted that the “fluxes” shown in the figures are NOT compensated for radar polar
diagram selection effects, or angle of entry effects. Such corrections are often site-specific, and

should be implemented by the user.

MARDOC Inc.
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Sample output for option 2.

Sample output for option 3.

MARDOC Inc.
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Sample output for option 4.

Sample output for option 5.

MARDOC Inc.
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Sample output from option 7.

MARDOC Inc.
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3. WIND ANALYSES

1. Show a directory listing.

2. Hourly winds (up to 1 month at a time: ndaywds).

3. Spectral analyses of winds (wds_fit).

4. Running power spectra (PS) over extended period (wd_runps).

5. Convert running PS-format to monochrome-compatible (wdrcnvt).
6. Composite Day studies of winds (tidal studies: me_tide).

7. Tidal harmonic fits to composite day winds (t_harmnc).

8. Combine all harmonic fit data for year to 1 file (tid_cncs).

M. Return to main menu.

MARDOC Inc.

Enter a selection:

3. WIND ANALYSES

This menu guides you through a variety of analysis routines that are designed to work with wind
data. The descriptions in the menu are Jargely self-explanatory. Typical outputs are demonstrated
in the sample plots shown in the following figures. Note that option 2 contains a variety of options
in regard to averaging intervals (in height and time), and also offers the possibility to determine
vertical winds as well. However, we recommend caution with this parameter, since vertical winds
using meteor radar determinations are notoriously unreliable.

MARDOC Inc.
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This graph shows a typical plot produced for option 2. Zonal winds occur to the left and meridional
to the right. Hourly or two-hourly means may be selected. These means are also stored for further
analysis on a file that you will name. Possible naming conventions will be offered in the program

(see Appendix A).

This graph shows a sample spectral analysis of a discrete set of data (option 3). The raw data are
shown to the left, and the spectrum occurs on the right. The user may select the height of the data,
the window start point, window type, and also has a choice between analyzing components

separately or performing rotary spectrum.

MARDOC Inc.
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This contour graph shows a “running-power spectrum” of a segment of data at one designated height
(option 4). The program is similar to option 3, but uses a window that slices through the data. A
vertical cross-section through this graph gives similar information to that shown for eption 3, but
each new point on the time axis corresponds to a new start position for the window. Thus the user
sees a “time-evolution” of the spectra. The user can select the height of the data, the window length,
the window type and the step interval between successive windows.

The upper graph shows the mean winds as a function of time determined using the same window as
for the spectra.

Options 3 and 4 also permit you to store the processed spectral data, as well as producing the plots
shown above. The power spectral densities are stored in text format on the file PS_STOR.TMP.
This file is erased and re-written each time these options are re-used, but if you want to save the file
you can re-name the file to an appropriate new name of your own choosing, thereby saving the
output.

MARDOC Inc.
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Option 5 does not produce a graph. Its purpose is to produce a grey-scale plot for use in generating.
ahard copy. The colour template used for this program is somewhat different from the “normal” one
employed in the program hardplt (option 7 in the main menu). Therefore, if you want to generate
a grey-scale hard-copy of a graph created with option 4 above, you should run epfion 5 to produce
a new file as the input to the “hard-copy” option in menu #7.

This set of graphs shows a typical output from option 6. It illustrates the mean winds as a function
of time of day, averaged over an extended number of days (typically one month, or perhaps 10 days).
The user may select the length of time over which such “composite days” are formed. These data
can be determined by using the composite-day files that can be generated using menu #1, option 5.
However, this particular program CAN also work with the original monthly data file — it is NOT
necessary to use a composite-day file. (This is in contrast to composite-day studies of temperature
related parameters (next menu) which do require this special composite-day file.)

MARDOC Inc.

17



This_; graph shows a typical output from the harmonic analysis option (option 7). The graphs look
similar to those in option 6, but the output includes a file holding the fitted parameters and also
shows an overlay of the best fit curves.

This table shows the results of the tidal fitting discussed in the previous figure. At this point, it is
the user’s responsibility to take these data and display them or further analyze them. A larger, more
detailed file is also produced, but it is not shown here. It is partly described in appendix A. The
user may choose to examine the outputs using a suitable editor.

Option 8 does not produce a graphical output. Its purpose is to combine all of the useful mean
and tidal data into a single file. After you have performed tidal fitting to all the different months
of the year, you will have a large number of files, and it can be difficult to usefully manage these
data. By running this option, you will combine all this information into one, easily-read, file.
This can serve as useful input to subsequent user-written analysis programs. However, in order
to use this program, you MUST have adhered to the naming convention for the various files
described in Appendix A, and within the various programs. If you chose to develop your own
naming convention, you will not be able to employ this option. Note that if you have missing
monthly files (e.g. you have missing data for one ot more months), the program will still run, but
will simply store the data for these months as "missing”, usually by using a number like -999 or
999 to store the points.

MARDOC Inc.
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The same program discussed above in regard to option & can also be used to perform vector
averages of tidal amplitudes and phases over several successive years. If you have a range of
years (e.g. 1998 to 2001), the program will automatically find all of the relevant files for all these
years (or for the range of years which you designate), and perform vector averages across these
years for the tides, and calculate yearly averaged mean winds in both zonal and meridional

components.

The output file can also be easily copied into a spread-sheet for further analysis.

MARDOC Inc.
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4. DIFFUSION COEFFICIENT AND TEMPERATURE ANALYSES

1. Show a directory listing.

2. Time-series of temperature and diffusion coeffs (diffuse).

3. Sort into HOURLY order, for composite day studies (sortid).
4, Composite day studies of temps. (tidal studies) (diffuse).

5. Tidal harmonic fits to composite day data (t_harmnc).

M. Return to main menu.

MARDOC Inc.

Enter a selection:

4. DIFFUSION COEFFICIENT AND TEMPERATURE ANALYSES

The following figure (next page) shows the typical output format produced in this class of analyses.
It shows graphs of log (inverse decay time) vs height (bottom left), a density plot of the same (upper
middle), and then a plot of diffusion coefficient vs height (bottom middie).

Normally the analysis is performed on successive data bins. For example, the bins might cover 4-day
groups of data, or they might be composite-day data, with the first bin being the first 2 hours of data;
and so forth. The three graphs just described refer ONLY to the data from the FIRST bin in the
sequence. The graphs on the right hand side show information pertaining to ALL bins. For example,
in the case above, the lower left hand graph shows the temperature as a function of time of day
during a composite day. Note the oscillation over the course of the day, which relates to the tidal
oscillations in temperature. The middle right-most graphs shows the ambipolar diffusion coefficient
as a function of time (in this case time of day) — again, tidal oscillations are apparent. The top graph
shows the numbers of meteors in each bin. If you intend to view graphs like the first three for a
different bin number, re-run the program but choose your desired bin as the START time.

In the above example, we have demonstrated a typical composite day. This would result when using
option 4 (after first applying option 3). If, however, you had used aption 2, you would have
produced similar graphs, but the time axis would now be in days, and you would be able to examine
planetary-wave oscillations in temperature.

MARDOC Inc.
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It should be noted that eption 3 here is in fact the same as option 5 in the “File manipulation™ menu:
it is included here just to make it easier to access. It MUST be applied if you wish to do composite-
day studies of temperature-related parameters.

When you choose one of the options 2 or 4, you produce graphs like the one shown above. However,
it is often hard to see all the detail in all the graphs. Therefore, the program has been structured so
that you will first see the whole set of graphs, as above. But then, after you have closed this plot,
the program immediately shows you ANOTHER graph, but this time it is an expanded view of the
upper middle graph. When this is closed, you are shown a view of the lower middle graph. When
this is closed, you are shown expanded views of the right hand graphs. By using this strategy, you
are able to see all the graphs in some detail.

Examples of these “expanded views” are shown in the following figures.

Following these graphs, a text file is opened which holds information about the final diffusion
coefficients and parameters. An example of this is shown shortly.

It is also possible to do harmonic fits to the various parameters produced by opfions 2and 4. These
harmonic fits can be produced by running option 5. This option also produces graphs, and tables of
fitted parameters, but the graphs and tables are similar in format to those demonstrated earlier for
harmonic fits to the winds. Hence, we do not show examples explicitly here.
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Expanded view of the upper left-hand part of the main plot.

Expanded view of the plot of diffusion coefficient vs. height for the first bin.

MARDOC Inc.
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Expanded view of the temperature vs. bin number. In this case, the data were for a composite -
day and “bin number” corresponds to the hour of day divided by 2. Tidal oscillations are evident.

The above snapshot shows a view of the table of information produced when options 2 or 4 run. This
view in fact shows the end portions of the file. This file may be used as the input to the harmonic
analysis options, allowing tidal studies of temperature to be performed.

MARDOC Inc.
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Specifying the Temperature Gradient

The following comments pertain to options 2 and 4. In order to deduce temperatures, it is necessary
that the program knows something about the mean temperature gradient in the vicinity of the peak
in the meteor count-rate profile (see Hocking, Geophys. Res. Letts., 26, 3297-3300, 1999). The
program allows this to be determined in various ways. It includes a model as a function of latitude
and season, or you may enter your own value. This latter option may be useful if you have other
information about the gradient, such as might be obtained from a nearby lidar. Both these options
are explained when you run the program. You get offered options of 'E' (for empirical),"U’ (for user-
defined) and 'F'. The option 'F' requires some additional explanation.

In option 'F’, you create your own,extra, input file which must be called tgrad.ext. It must exist in
you working (data) directory. This file allows you to enter EITHER the actual gradients, OR the
height of the mesopause (which is equally useful).

The file tgrad.txt has the following format.

First line ... either meso OR grad (e first 4 letters must be meso or grad)
Successive lines include dates and a value ..

e.g.

meso

1999,4,15,69.0

1999,4,16,88.5

1999,4,17,87.0
etc
where the fourth element in the line is the parameter - in this case, the MESOpause height.

If you want to specify gradients, use

grad

1999,4,15,-1.55

1999,4,16,1.5

etc.
MARDOC Inc.
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Thus you may specify a different value of the mesopause height, or the temperature gradient, for
each day. If you miss a day, the program wil! use the empirical formula.

If you want to set ALL data to the same, use

grad
-1,-1,-1,3.4

ie use -1,-1,-1 for year, month. day.

Note that the year is always a 4-digit year (different to the main program).

MARDOC Inc.
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5. METEOR SOURCE MAPS

1. Show a directory listing.

2. Show source maps for specific period (rsource).

3. Show source maps but allow some data selection (sel_src).

4. Display possible radiants for a single chosen meteor (stce_1).
5. Save a file (e.g. ANALYS.PLT or MDIS>PLT) to a new name.
M. Return to main menu.

MARDOC Inc.

Enter a selection:

5. METEOR SOURCE MAPS

‘When a meteor is detected by a SKiYMET radar, it is not possible to determine exactly where the
meteor came from (i.e., it is not possible to determine the radiant). However, we can determine a
“great circle” in the sky, which we know includes the radiant — we just do not know where on the
great circle the radiant occurs. Option 4 aliows the user to plot the “great circle”. In fact, the
program also determines if any of the “great circle” occurred below the horizon, and if it did, it
eliminates such sub-sections as possible sources. The result of these determinations is a line that
shows all the possible source radiants for a given meteor. Opfion 4 displays this line-segment for
any user-selected meteor (first figure on the next page). While it is not common for a user to use this
plot, it is useful to be aware of this type of display, because it forms the basis for options 2 and 3.

Plotting all possible radiants for any one meteor produces a part-circle. However, if this is done for
all meteors in a file, the resultant plots can look like the examples below. If, for example, there are
some dominant sources in the sky, then the “great circle” from all these meteors will intersect at a
common point — which determines the source radiant. Option 2 and 3 produce such plots. Option
2 uses all data, whereas aption 3 only accepts meteors that have “great circles™ which pans through
a user-specified area of the sky. Sample outputs of eption 2 and option 3 appear as the second and
third figure on the following page.

MARDOC Inc.
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This is a sample “radiant source map”.
strongest shown as the red and magenta sections below the celestial equator on the left-hand side.

This graph shows an example of an extremel
map shows as a very tightly defined source, o
ordinates of the source are written out in the lower right-hand cornet of the display.

In this case there are several broad sources in the sky, with the

y strong meteor source- in this case the Geminids. The source
f very large count-rates, in the upper left of the map. The co-
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6. METEOR ENTRANCE SPEED STUDIES

1. Show a directory listing.

2. Show histogram of entrance speeds (srtvmet).

3. Show scatter plot of entrance speeds vs height (srtvmet).
4. Show BOTH histogram and scatter plot (srtvmet).

5. Time evolution of histograms (srtvmet).

6. Save a file (e.g. VELVSHT.PLT) to a new name.

M. Return to main menu.
MARDOC Inc.

Enter a selection:

6. METEOR ENTRANCE SPEED STUDIES

These options allow the user to display information about the meteor entrance speeds, for those cases
where such determinations were possible. The main forms are histograms and scatter plots.
Examples are shown below.

Example histogram of meteor entrance speeds.

MARDOC Inc.
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Typical scatter plot of meteor entrance speeds vs. height.

The two previous figures were produced by options 2 and 3 respectively. If option 4 is used, both
plots are shown simultaneously.

Option 5 produces a variation on the histogram plots, in that it creates a “stacked plot” of successive
histograms determined in successive bins of data. No example plot is shown: - the graph consists
of a series of plots like that in the first figure, but displaced vertically from each other.

MARDOC Inec.
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7. PLOTTING AND PRINTING OPTIONS

1. Show a directory listing.

2. Show a graph (*.plt) with user-selected windowing (splotVGA).
3. Produce a hardcopy of a *.plt file (postscript or HPGL).

M. Return to main menu.

MARDOC Inc.

Enter a selection:

7. PLOTTING AND PRINTING OPTIONS

These options allow you to:

e re-produce a display of any of the *.plt graphs which you have produced (often altered (usually
enlarged) in size) — option 2

and

e Produce files which may be easily transferred to a printer for plotting — opfion 3.

In option 2, the user can specify a region of the graph (in user co-ordinates) to be examined. Thus
areas of interest can be expanded and viewed in more detail.

It is the users responsibility to transfer the output hard-copy files to the printer. This is often very
easy. For example, if you use the postscript option and produce a file called file.ps, you can print
it on a postscript printer by typing;

“copy file.ps pr”.

The HPGL file can be graphed in various ways. A commercial package called “print-a-plot pro™ can
be easily used, for example. Many commercial and drafting packages (e.g., Corel DRAW) accept
HPGL files as input too. In fact, by importing these files into a program like Core]DRAW and
making cosmetic changes, it is possible to produce very high quality (publication quality) graphs
with complete flexibility in regard to adding special labels and annotations. Such operations are the

user’s responsibility.

MARDOC Inc.
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Detailed description of application of the plotting program which produces Post-script hard
copies {sub-option 3).

Here is a sample run of the hardplt option (option 3) ... It is the case for production of a
POSTSCRIPT output. Note only grey-scale options and black and white options exist in this version
- if you want colour, use the HPGL option (see shortly).

I display the questions asked by the program (in itallics) ,give typical answers (in bold) , and in some
cases also give some description.

Do you want DEFAULT mode?

ie window border drawn, plot all points, fastest plotter
speed, no line segmentation, shading spacings
pre-defined, plot all colours

NOTE.. you will still be offered the option to select
the orientation and size of the plot space on the paper.
1= YES, 0=NO

1 < eeeeeeeemm—e-You should usually use the DEFAULT mode

so enter 1 here.

DO YOU WANT Laser-postscript (L), HPGL (H) or Zeta (Z) PLOTTER?

L S L (or lower case L ie 1) indicate that you want
a laser-postscript output.

Enter name of file to be plotted (<60 chars)

ffff.plt <------m- input file name ....
file fiffplt  <---memm- system confirms file name
opened

MARDOC Inc.
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Enter the name of the POSTSCRIPT file to be produced
this MUST have a ".ps" (lower case) extension

ffff.ps <-----v-m--- Name of file holding postscript output. Special note: in the HPGL option,
the program asks for the OUTPUT file (*.hp) first, then asks for the input
file ffff.plt. It is important to note this difference in the options -see later).

I
0
999999
Do you want to ...
use program-defined plot-space on plotter page
with abscissa (x-axis) on long edge (horiz pge){1]
with abscissa (x-axis) on short edge (vertical pge)[2]
or define your own plot-space (size and origin) [0]?
The default has origin as (0,0) with the
lengths as follows...
long axis = 25.0, short axis = 15.0
NOTE.. shading is done parallel to the
abscissa in the default

1 <emmm- If you choose 1, you get the file printed in LANDSCAPE
mode. If you use 2, you get PORTRAIT mode. I recommend
just using 1 or 2 for now - avoid option 3.

25.000000  15.000000
ORIGINS OF WINDOW ON PLOTTER = 0.000000E+00  0.000000E+00
WINDOW LENGTH HEIGHT (USE SAME UNITS
AS USED IN PREPARING FILE (EG INCHES,CMS))

50,50 <--—-- Enter window size here. This may vary between different plots, but I recommend
using 50,50 to start with. If you find the output looks tiny, choose the window to
be smaller e.g. 20,20. If you find the plot does not all fit on the page, choose a
larger window. e.g. 80,50. If you want to decide the window size without
printing the file, run menu 7, option 2 first, and experiment with the window size
there. When you have it right, then run menu 7, option 3 (ie the program we are
discussing here).

MARDOC Inc.
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Note there MAY be times when you deliberately choose a smaller window, and
use a non-zero origin, to produce an expanded view of a small part of the plot.

WINDOW ORIGIN X, Y------
THESE SHOULD BE COORDS W.R.TO FIRST ORIGIN

USED IN PLOT PROGRAM

0,0 <-------—— Generally use 0,0 to begin with, but as you get more experienced, you may
want to experiment with different window sizes and different origins (see
comments above in relation to window size.

OK - that should be it. Now just copy your file to your postscript printer, or
you can import it into ghostview if you have that.

MARDOC Inc.
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Detailed description of application of the plotting program which produces HPGL hard
copies (sub-option 3).

Here is a sample run of the hardplt option (option 3) .... It is the case for production of a HPGL
output. This option may be in colour.

As in the post-script option, I display the questions asked by the program (in itallics) ,give typical
answers (in bold) , and in some cases also give some description.

There is a lot of similarity with the postscript version, but a few subtle differences exist 100.

do you want DEFAULT mode?

ie window border drawn, plot all points, fastest plotter
speed, no line segmentation, shading spacings
pre-defined, plot all colours

NOTE.. you will still be offered the option to select
the orientation and size of the plot space on the paper.
1 =YES, 0=NO

1 <------- Again, use default mode.

DO YOU WANT Laser-postscript (L), HPGL (H) or Zeta (Z) PLOTTER ?

H <----- (orh)... this chooses the HPGL mode.

You have chosen the HP option..

Do you want to
A} use eavesdrop mode and print direct to printer
B) plot direct to the plotter from a PC via COMI
C) store the output on a HP-GL file 7

C <eermome Usually use option C. Options A and B applied when I used to use a pen plotter
e.g. HP7470, but that is pretty rare nowadays. Normaily one would save to a
HP file, and then print the file using an intermediate program. For example,
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you could use print-a-plot Pro. My preferred mode is to actually import the
file into CORELDRAW!, which is a commercial graphics utility. ( I actually
use version 3.0, which is very old - dates back to 1994! But it works well. I
think they are currently up to version 7.0 or 8.0 or even 9.0.

By using this HPGL option, 1 can import the file at the highest possible
resolution (ie better than using a screen-capture process), and have great
flexibility in what I do. 1 do most of my publications in this way, since

I can produce very high quality and have the ability to label, change, shade etc.
in any way ! like. I find it much more flexible than IDL. I can copy in icons, -
special symbols, and all sorts of things. But there is a penalty, in that you
need to learn how to use coreldraw. You can probably do similar things in
other packages like clarisworks etc.

Enter 1 if this will be printed to a paintjet

or 0 otherwise.

If you use 0, all pens (colours) will be set to a

number between 1 and 8, for monochrome plotting, or
for a 8-pen plotter.

If you use 1, all pens (ie colours) will be left
unchanged, so you can use up to 99 different colours.

Enter Qor 1

1 <omroeosaen- Generally use 1 here.

Enter name of output HP-GL file

ffff.hp <———-— ** Note that I enter the OUTPUT file BEFORE I enter the INPUT file!!
This is the OPPOSITE to the postscript version.

Enter name of file to be plotted (<60 chars)

fiff.plt <------eomeeee INPUT file. See note above about
order of input and output file.

file fiif plt opened
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vf/K y

You are producing an output file.. it is not clear
what device you will send this to, so you will have to
set the spacing between lines when doing shading
youself here (e.g. 25 for HP plotter, 5 for

HP laserjet laser printer, 6 for the Paintjet
printer and 6 for posiscript are good values).

enter value of ispcel (ispce2 will be 5x this)

6 <----- Generally use 5 or 6 here, for most modern applications. The shading is done as
sweeps of a line across the page.
There is one exception to using 6. I sometimes use a huge number like 10000.
This ensures that a shaded section is NOT shaded! Why would I do this? Well, I
do it if I intend to copy the file into coreldraw. Ithen use the coreldraw polygon-
shading facilities to do my shading.

1
0
999999

Do youwant to ...
use program-defined plot-space on plotter page
with abscissa (x-axis) on long edge (horiz pge)[1]
with abscissa (x-axis) on short edge (vertical pge)[2]
or define your own plot-space (size and origin) [0]?
The default has origin as (0,0) with the
lengths as follows...
long axis = 25.0, short axis = 15.0
NOTE.. shading is done parallel to the
abscissa in the default

1 <eoreeme If you choose 1, you get the file printed in LANDSCAPE mode. If you use 2, you
get PORTRAIT mode. I recommend just using 1 or 2 for now - avoid option 3.

25.000000  15.000000

ORIGINS OF WINDOW ON PLOTTER = 1.000000  1.000000
WINDOW LENGTH,HEIGHT (USE SAME UNITS

AS USED IN PREPARING FILE (EG INCHES,CMS))
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50,50 <-------— See comments in association with postscript version - same comments apply.

WINDOW ORIGIN X, Y------
THESE SHOULD BE COORDS W.R.TO FIRST ORIGIN
USED IN PLOT PROGRAM

0,0 <comomooe- See comments in association with postscript version - same comments apply.

Stop - Program terminated.
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APPENDIX A

Proposed file-naming convention

The SKiYLINE package produces a larger number of files holding the various different sorts of
processed data. Therefore it is advisable to have a good naming convention. The following is one
possible recommendation (although of course you are free to make your own choice).

1. The first step in any analysis is usually to copy the daily files to your own working environment.
On the SKiYMET radar system, these daily files are originally called:
mpyyyymmdd.site.mpd, where yyyy is a 4-digit year (e.g. 1999), mm is the month (as a
number e.g. 08) and dd is the day of the month (e.g. 27).

For most of the analysis performed within SKiYLINE, it is recommended that you work with
monthly files. You can either copy the daily files directly to your own working environment, and
then merge them into monthly files, or you can merge the files into monthly files on the
SKiYMET system itself. Either way, you will use the program mp_merge to do this. The
program mp_merge described in association with menu # 1, is part of the SKiYLINE package.

Please note that the output of the program mp_merge has a slightly different format to the daily
files. The daily files should be retained and stored in their original format, since they contain
some exira information which is lost when transformed to monthly files, but nevertheless the
monthly files contain all the information that is generally required to run the SKiYLINE
software.

If you decide to copy the daily files, you might want to rename them as MPyymmdd.DAT,
(or MPyymmdd.MPD), where yy is a 2-digit year (e.g. 98). Keep files from different sites in
different directories. In these notes, we will assume a .DAT extension.

2. Next step is to run mp_merge (SKiYLINE menu 1, #2). We recommend that the output file from
mp_merge, which usually holds all the data for onc month, should have a name of the type
MPmmmyyS.DAT, where mmm is a 2-character string describing the month (JAN, FEB, MAR,
APR, MAY, JUN, JUL, AUG, SEP, OCT, NOV, DEC), yy is a 2-digit year (e.g. 98, 03 etc), and
S is a character describing the site (e.g. use C for CLOVAR, R for Resolute Bay etc.). Thus a
sample name might be MPFEB98R.DAT, where R stands for Resolute Bay.

Special Note... In the daily files, we recommend “mm” as a number, like 09 or 11. In all
subsequent files, we recommend that the month be described by two or three letters e.g. JAN,
FEB, or J4, FB, etc.

MARDOC Inc.
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3.

Although not mandatory, it is highly recommended that you next step is to run mimsort
(SKiYLINE menu 1, #3). This removes multiple detection of the same meteor at nearby range
gates. The output file should use the same naming covention as described in step 2, but change
the extension e.g. MPmmmyyS.DAI. It is these sorted files which should be used for all
subsequent analysis. (Note that the sorting algorithm, mtmsort, also exists on the SKiYMET
system, and can be run there).

You are now ready to apply the various types of display software, and the following paragraphs
describe a proposed naming convention which you might find useful. Before we describe this
convention in detail, however, there are various features common to the file-naming convention
which need to be described.. We make frequent use of the month, and the following 2-character -
convention for the month is recommended. As a rule, the month is described by a 3-character
alphabetic sequence (e.g. JAN, FEB etc.) for the files we have described up to now, but for all
processed files we recommend a two-character descriptor according to the following table.

JA = January JL = July

FB = February AU = August
MR = March SP = September
AP = April OC = October
MY = May NV = November

IN = June DC = December
We will now describe the file-names recommended for the outputs of the various menus in turmn.

Fluxes

As a rule, one normally examines the raw fluxes mainly for diagnostic purposes. These fluxes
have not been normalized to take account of the polar diagram effects and angle of entry effects.
Determination of such normalized fluxes is left to the user, since it is usually a fairly user-
specific requirement. As such, the output files are normally only plot files (with standard names
ANALYSIS.PLT (for mdis_dos), MSDIS.PLT (for mdisn, mdiscol, and mdisdot). Each new
run overwrites any previous files. You are offered the chance to rename these files within the
menu, if any particularly take your fancy, but since the programs can recreate these files any time
very quickly, we do not offer any special naming convention.
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6.

Composite Data

Sometimes the data are re-sorted according to hour of day for the whole month (sorsid). Typical
file names are recommended as HRmmyyS.DAT or HRmmyyS.DA1, where HR stands for
hourly data, mm is the 2-character month, yy is a 2-digit year, and S = site. We normally
recommend using the same extension as that from which the file was derived. For example, if
you produced the new file from MPJANS9R.DAL, make the new file HRJAN99R. DAL, etc.

Winds Analysis

We now consider the programs associated with analysis of wind information. We offer the
following suggestions for the names. In some cases these names are offered as a suggestion
within the various programs themselves.

(a) The first program to consider is ndaywds. This produces hourly (or 2-hourly) winds. The
recommended file naming format is
WmmyyMS. TXT,
where the first “W” indicates that these are wind data, mm is a 2-character month, yy is a 2-
digit year, the last M indicates that these are monthly data, and S is the site descriptor. If you
analyze data lengths which are different to one month, you might want to replace the last M
with some other indicator. In tha main, however, we generally find that users use monthly data
when applying ndaywds.

(b) Spectral analysis of winds (wds_f?)

The spectral analysis of the wind data often becomes a very extensive part of any serious
analysis. It is natural to try many different data lengths, window types, beights, and so forth — it
would be impractical for us to suggest a methodical scheme for naming these files. Therefore
we do not offer any suggestions here.

(c) Running Power Spectra (wd_runps)
Similar comments apply as for wds_fft. We do not offer any suggested names here — it is just
too complex, and user-specific.

(d) Composite day studies of the winds. (me_ride)

This program bins all data according to time of day, and produced a so-called “composite” day
(sometimes called a daily superposed epoch). Both the Meridional and Zonal components are
analysed simulataneously. It is common to analyze all the data from one month, but that is by
no means mandatory. Data can be analyzed in lengths from one day to many days. Note that
me_tide can work on either the MP* DAL files or the HR* files.
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For the monthly analyses, we recommend file names

WCmmyyMS. TXT
WCmmyyMS.PLT
where the first W indicates winds, the “C” indicates composite day data, mm is the usual 2-

character month, yy is the 2-digit year, the “M” indicates that the whole month of data was .
used to form these composite values, and $ is the site-indicator in the usual way.

(¢) Harmonic (tidal) fits to composite day data (t_harmnc).

Harmonic fits to the data produced by me_tide are provided by ¢_harmnc (winds version).
Meridional and Zonal components are analyzed separately. Two separate files are produced in
each case - a very brief summary file, holding just the fitting information, and a larger file
holding the original composite-day winds, the fitting parameters, and the hourly values which
would be expected if the fitted function accurately represented the true winds.

We recommend the following names. Note that as a rule it is normal to analyze monthly data,
but you may use other data-lengths. If you do this (e.g. analyze 10-day data strings) then you

may need to make some refinements to these names.

The following are the names for the “fitted data files™

MFTmmyyS.TXT and ZFTmmyyS.TXT, where the first letter indicates MERIDIONAL
or ZONAL winds, “FT” suggests “fitted parameters”, mm is the usual 2-character month, yy is
the usual 2-digit year, and S is the site-indicator.

The following are the names for the larger, more informative files:

MHCmmyyS.TXT and ZHCmmyyS.TXT , where the first letter indicates MERIDIONAL
or ZONAL winds, “HC” suggests “HarmoniC” analysis output, mm is the usual 2-character
month, yy is the usual 2-digit year, and S is the site-indicator.

The output plot files are recommended to have the same format as these previous *. TXT files,
but with different extensions viz.

MHCmmyyS.PLT and ZHCmmyyS.PLT
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8. Diffusion Coefficient of temperature studies

We now consider the programs associated with analysis of diffusion information. This relates to
parameters deduced using the meteor decay times, and includes ambipolar diffusion coefficients,
temperature, and temperature/pressure parameters. We offer the following suggestions for the names.
Again we note that in some cases these names are offered as a suggestion within the various
programs themselves.

(a) Time-series of Témperature, Diffusion coefficients etc. (diffuse, standard mode).

Program diffuse clusters large numbers of decay time values into data-bins, and then performs
fitting procedures on these in order to deduce temperatures, diffusion coefficients etc. Bins are
usually fairly large in length, often being several days, because of the need for a large number
of points (at least several hundred) per bin. This means that we can only use these data to study
planetary wave activity and monthly and seasonal variability. More powerful systems may be
capable of using bin-lengths of only a few hours if they have high enough count rates.

The output of program diffuse is recommended as DmmyyMS.TXT for the text output, and
PmmyyMS.PLT for the plot files. Here, D indicates that these are diffusion-related parameters, mm
is the usual 2-character month, yy is the two-digit year, the M following the yy indicates that these
are data covering one whole Month, and S is the usual site-indicator.

(b) Composite day studies of temperature and diffusion (diffuse, composite day studies (after
running sortid))

This group of data is analagous to the winds output produced using program me_tide, in that it
produces a “composite day” showing the variation over a “typical day” for the month. (As usual, you
do not need to choose a full month ~ you can analyze shorter or longer segments.).

However, in contrast to me_tide, you must run sortid on the data to produce an HR* file (see earlier)
— this type of output cannot be produced with doing that first.

We recommend the following naming convention.

DCrmyyMS.TXT and DCmmyyMS .PLT,

where the “D” indicates diffusion-related data, the “C” indicates that these are composite data, mm
is the usual 2-character month, yy is a 2 digit year, the next “M” indicates monthly data (change it
if you use other data lengths), and S is the site-indicator.
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(¢) Harmonic fits to composite day studies of diffusion-related measurements.

Harmonic fits to the data produced by diffuse (composite day version) are provided by
¢ _harmnc (diffusion -version).

Ambipolar diffusion coefficients, temperatures and the parameter T/sqrt(P), are analyzed
separately. Two separate files are produced in each case - a very brief summary file, holding
just the fitting information, and a larger file holding the original composite-day data (be it
temperature, ambipolar diffusion coefficient or T/sqrt(P)), the fitting parameters, and the hourly
values which would be expected if the fitted function accurately represented the true values.

We recommend the following names. Note that as a rule it is normal to analyze monthly data, but
you may use other data-lengths. If you do this (e.g. analyze 10-day data strings) then you may need
to make some refinements to these names.

The following are the names for the “fitted data files™

AFTmmyyS.TXT, TFTmmyyS.TXT or SFTmmyyS.TXT, where the first letter indicates
Ambipolar diffusion coefficient, Temperature, or T/Sqrt(P), “FT” suggests “fitted parameters”, mm
is the usual 2-character month, yy is the usual 2-digit year, and § is the site-indicator.

The following are the names for the larger, more informative files:

AHCmmyyS.TXT, THCmmyyS.TXT, or SHCmmyyS.TXT, where the first letter
indicates Ambipolar diffusion coefficient, Temperature, or T/Sqrt(P), “HC” suggests “HarmoniC”
analysis output, mm is the usual 2-character month, yy is the usual 2-digit year, and S is the site-
indicator.

The output plot files are recommended to have the same format as these previous * . TXT files, but

with different extensions viz.
AHCmmyyS.PLT THCmmyyS.PLT, or SHCmmyyS.PLT

---------------------- ISP RARNEERAAS RN INRRERBRARARBRIEBRITENS

Final Comment.

It must be emphasized again that the above suggestions cover only a small portion of the many
different possible configurations which can be analyzed with this software. Studies of things like
10 day intervals, or 4 day intervals, and many other different combinations, are possible. We have
concentrated on monthly data, which we consider is likely to be the most common form of analysis.
Obviously there are limitations to the diversity of file names which can be achieved with a DOS
operating system, and UNIX or WindowsXX versions of this software will permit greater flexibility
with regard to naming conventions. On the other hand, an advantage of the DOS version is that it
will run on almost any personal computer, including those with Windows and those without. You
can also increase your flexibility by doing different types of analysis in different directories.
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Appendix C

RUNNING THE SOFTWARE.

The following is a very brief summary of how to use the software. A much more extensive
discussion (with lots of examples) can be found in the body of this manual, but this is intended as
a "quick-start" option.

To run the software, go to the directory in which you have store your data. Open an MSDOS
window ( 1 am assuming you are familiar with this process - let Mardoc Inc. know if you are not),
go to the data directory, and type SKIYLINE.

A menu should appear, which leads to a variety of sub-menus. Hopefully the menus are self-
explanatory, but the main body of the manual explains them in much more detail. You then
navigate between menus by typing the appropriate numbers.

Also note that I have made recommendations about how you should name the various files. They
are described more fully in appendix A of the manual. You do not HAVE to follow these
conventions, but it is advisable.

Normally, the following might be a typical sequence of events.

( Extra note - steps A to C can also be done ON THE SKIYMET RADAR, if you have the
programs mp_merge and mtmsort on there. Let me know if you do not. It is in fact my own
preference to do these processes on the SKiYMET radar itself.)

A. Collect all the data for a month from the radar. These will be separate daily files. They will
have names like

mp19991031.sitename.mpd.

You probably should rename them to 8-characters, plus a .dat extension, on your
DOS/windows95/98 machine. For example, you might rename the above file to

mp991031.dat

B. Merge all the files into a large monthly file. Use option 1 in the first menu, then option 2 in
the next menu, and follow the instructions. Note that you should NOT have to type in all the
file names if you make the right choices - you should only need to type the first file name and
the number of files.

This will produce a monthly file.
MARDOC Inc.___
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IMPORTANT NOTE ... THE DATA STORAGE FORMAT OF THIS FILE DIFFERS FROM
THAT OF THE FILES FROM THE SKIYMET RADAR. THEREFORE YOU MUST
ALWAYS FOLLOW THIS PROCESS ON ANY NEW DATA - OTHERWISE THE REST
OF THE SOFTWARE WILL NOT RUN!

1 recornmend naming this file to mpmmmyys.dat, where mmm is a 3 letter month (e.g. Jun), yyisa
2-digit year (e.g. 98), and s is a site-indicator e.g. You might use "j* for Juliusruh, or "k" for
Kuhlungsborn. Try and decide on a convention and stay with it.

e.g. the data for the month of November 1999 would be

mpnov99j.dat, where "j" stands for Juliusruh. Different users will use an appropriate charaxter from
their own site name.

I recommend saving the files from the skiymet radar in the raw form as a backup, but for utilizing
the skiyline software, you will always use the output files of mp_merge.

(If you want to do this step on the skiymet radar itself, simply run the program mp_merge on the
SKiYMET system. As noted, this is my preference.)

C. The next step is advisable, although not crucial.

Go to the main menu, type 1, and then type 3 (sorting program). When the skiymet radar detects
meteors, it sometimes makes duplicate detections of the same meteor at adjacent range gates. Ifyou
are using pulse-coding, you can get duplicate detections in the side-lobes. It is a good idea to remove
all but the strongest of these multiple detections, and this is exactly what this program does. Just
follow the instructions.

As a rule, I use the mpmmmyys.dat files as input, and name the output files using the same
convention, but with the extension being .dal, not .dat. Youare free to choose another convention
here if you like.
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D. OK - you are now ready to do some graphics.

At this stage, just try out some of the software. A good place to start is by pressing "2" at the main
menu, which leads you into the flux display software. Choose various options within that submenu
to see different types of flux displays. (If you are using the Tcl-Tk option, you can try resizing the
windows, and things like that. If you are using the DOS options, try pressing Alt-ENTER - this
should enable you to see the plot alternate between full-screen mode and as a window wihtin the
main screen.

Once you have played with this for a while, try some of the other menus. Note that menu 1 in the
main menu leads to some file manipulation utilities, such as file compression, sorting utilities,
selection utilities etc. I recommend you always keep the main mpmmmyys.dal files handy, as
backup, and create any new files as needed with these utilities.

Note also that some programs require that other programs have been run first. For example, in the
winds sub-menu, you cannot run options 3 or 4 without running option 2 first.

I will not guide you through any more of the possibilities. You should just try some of the different
options, and learn as you go. Consult the main section of the manual for more details.
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Appendix D.

Setting up special files specific to your site.
The following files are crucial for system operation.

INSTRUCT.TXT (this file)
SKIYLINE.BAT
! SORTID.BAT
‘ DOS9SNT.TXT
‘ BACKGRND.TXT
- FKO.TXT
WINSIZ.TXT
NONCOMMC.TXT
COMMERC.TXT (actually this is crucial for commercial operation, but can be removed for non-

commercial operation).

1. Create a skiylin directory. It may be anywhere on any disk. e.g. it might be c:\master\skiylin or
! e:\skiylin or f:\master\skiylin etc.

| 2. Edit the following files, and change as described below.

Then copy the file skiyline.bat to EACH directory in which you intend to operate. If you create other
analysis directories at a later date, also copy skiyline.bat to there.
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a. skiyline.bat

skiyline.bat listing...

@echo off
:loop
if exist semafor.txt del semafor.txt

rem *** the last 6 characters in the next line (skiyli) must be lower case!!!

c\skiylin\skiyli

if exist semafor.txt goto exit
c:\skiylin\diskch

if exist semafor.txt goto exit

rem run runit.bat in the current directory
call runit

if exist semafor.txt goto exit

goto loop

iexit

if exist runit.bat del runit.bat

if exist semafor.txt del semafor.txt
@echo on

Action:

Change all occurrences of ¢\
to the name of the directory above the skiylin directory
[ A ARIIE > d:\master

or whatever.
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b. sortid.bat

sortid.bat listing...not listed

but find the line ....

¢:\skiylin\sorthrly

and change the sequence c\
to the name of the directory above the skiylin directory
e.g. C\ - > d:\master
or whatever.

c. DOSISNT.TXT

Here is the file listing: alter the key line as described i the
comments.

+* Write DOS, EGA, VGA, SVGA, XVGA, 98 or NT below to indicate which operating
** gystermn and screen resolution you have. This tells the program which plotting

** program to use. You CAN use DOS or EGA in all 3 cases, - they produce very

*+ fast, but lower resolution graphs, but can be reduced to a window. VGA, SVGA
** & XVGA produce high res., but cannot be reduced to a window. Use 98 & NT for
** windows (either - experiment). If you add 'RB' after the 98 or NT, you get

** a colour palette using only reds and blues... otherwise you get the default

** palette (more common). In DOS/*GA modes, you do not get a colour-palette

** choice. All text must be continuous (no blanks), CAPITALIZED, and left-

** justified. (maximum of 4 characters). All these comment lines must start

** with ** .. the program reads the first line which does NOT have a **,

XVGA

MARDOC Inc.

54



d. BACKGRND.TXT

Alter as described in comments. This is ONLY used if you use tcl-tk plotting (SPLOT98 or

SPLOTNT).

Green

*** Specify the colour of the background used in SPLOT93 above.
*¥% [Jse either Green, Black or White,

+** First letter must be in the first column.

e. FKO.TXT

Here is the file listing. Alter as described.

File FKO0.TXT - holds frequency and KO.
Next line is frequency (MHz) (line 4)

35.24

Next line is KO (line 8)

2.5e-4

Parameter Description:
The radar frequency is self-explanatory.

Parameter KO: (see Hocking et al., GRL, Dec., 1997). The purpose of KO is to
relate the ambipolar diffusion coefficient, the pressure and the temperature
through the relation D_a= 0639*K0*(T"2/P). The quantity .0639*K0 is called
K_{Omega}. The factor .0639 arises as a combination of terms involving the
electronic charge, Boltzmann's constant, and standard temperature and pressure.
In theory, the value should be about K0 = 2.5¢-4, but in reality it seems to
differ a bit from system to system. This is probably because pressure is such

a strong function of height. There may also be some variation due to

different ionic concentrations in different types of meteors.

MARDOC Inc.

55

WAS



S
e

e

e

The user should try and optimize this value of KO for their own radar
by adjusting it in such a way that thes estimates of temperature produced

in the output file of the program DIFFUSE (menu 2, sub-menus 2 and 4),
combined with the ambipolar diffusion coefficients produced there-in,
produce pressures broadly compatible with the CIRA pressures at that
height. (See the comments at the bottom of the output files from "diffuse").

f. WINSIZ.TXT
(This file is only used if you use the tcl-tk plot option.)

Comment: Alter the numbers below to alter the default WIDTH & HEIGHT (line 6)
Comment: and ORIGIN (line 8) of the window FIRST used in SPLOT98 or SPLOTNT.
Comment: ( The origin co-ordinate is the position of the top left corner of

Comment: the window relative to the top left of the screen)

Comment: **** Do NOT remove these comment lines ******

800,600

50,50
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