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6.1.2 An introduction to turbulence

Turbulence is essentially a quasi-random hybrid of fluid motions which cannot be described in
terms of wave motions. It affects its environment in at least two main ways; it may heat the fluid in
which it exists, and it causes diffusion of momentum, heat, particles and atmospheric constituents.
Turbulence occurs on a wide range of scales, but in this work most discussion will be concentrated
on small scale turbulence; that is, scales less than about 5 km in size, where turbulence is at least
quasi-isotropic, and can truly be called three- dimensional turbulence. Our later discussions will also
incorporate some commentary about the internal nature of turbulence.

A variety of parameters are important in describing turbulence. The rate at which turbulence
causes heating of its environment, &, and the rates at which momentum (K,,) and heat (K.) diffuse
are some of the most important. In theory the rate of diffusion of momentum and heat differ, but in
practice they are often taken to be similar. Many measurements made in the mesosphere assume that
turbulence obeys Kolmogoroff inertial range theory ( Kolmogoroff, 1941; Tatarski, 1961), and this
applies between a minimum scale called the “inner scale”, £o, and an outer scale, called the buoyancy
scale, Lg. Various levels of sophistication exist for theories connected with turbulence, but given
the accuracy with which measurements have been possible, it is often only worth using approximate
relations between the various parameters. Such relations will be discussed in due course, In this
text, £ and K will be discussed in greatest detail. Typical inner and buoyancy sca,lefa,s a function of
altitude have been presented by Hocking, (1985), and will also be shown here-in.

Turbulence, by it nature, is very variable in intensity, but there are some general features about
its altitudinal distribution which we can comment upon. Clearly it can be quite intense in the Earth’s
boundary layer and troposphere, especially during storm conditions. Within the boundary layer, the
nature of turbulence differs from that at greater altitudes, in that the proximity to the ground affects
the nature of the scatterers and the rates of diffusion. Turbulence strengths above the tropopause
generally diminish compared to the tropospheric values, and then increase again above about 60
km altitude. In the boundary layer, turbulence is often caused by orographic effects, but above
the tropopause the main sources of turbulence are almost certainly gravity waves and (to a lesser
extent) tides. These generate turbulence by processes such as non-linear breaking, shear instabilities,
convective overturning and critical-level interactions { Lindzen, 1981; Teitelbaum and Sidi, 1976; Sidi
and Teitelbaum, 1978; Hodges, 1967; Jones and Houghton, 1971). Measurements of turbulence by



rocket techniques { e.g. Blamont and Barat, 1964) have shown that turbulence often appears in
horizontal laminae of thicknesses of a few kilometres, interspersed with non-turbulent regions, and it
appears that turbulence is both spatially and temporally intermittent. Turbulence appears to occur
in patches; Anandarao et al., (1978), Teitelbaum, (1966) and Zimmerman and Murphy, (1977) have
presented data to suggest that turbulence occurs between 30% and 80% of the time, with the lower
percentage occurring at lower heights. Radar studies, and particularly high resolution VHF studies,
have also confirmed the intermittent nature of turbulence at these higher altitudes (e.g. Czechowsky
et al., 1979; Roettger et al., 1979; Woodman et al., 1980; Woodman, 1980; Sato et al., 1985; Sato

and Woodman, 1982).

Generally, turbulence is important to an upper altitude of somewhere between 90 and 110 km
(the exact limit varies with time within this range), whereupon the atmospheric viscosity becomes
so large that it quickly damps any tendency for turbulence to form. This transition region is called

the “turbopause”™.

GENERAL THEORY

. . a1 s . . S

In the following section, we will discuss just how . turbulence arisg from the fluid

dynamical equations, and then comsider the various quantities which can be measured in connection
with these motions. Discussion of typical scales will be left to a later section,

6.2.1 The fluid dynamical equations of motion.

The equations considered are the standard fluid-dynamical equations

Du 1

-ﬁ+2ﬂxg+g+p29-vvzy,=0 (1)
ks E
%%+p5.7_-2=0 @)
'%%:%v’e (4)

where D/ Dt represents. differentiation following the motion. The total velocity is u, the density
p, {1 is the Earth’s angular rotation rate, x means cross product, g is the acceleration due to gravity
= (0,0,-g), p is the pressure, c? is the speed of sound squared, V represents the gradient differential
operator and “.” means the dot product. © represents potential temperature, & the heat diffusion
coefficient, and v is the kinematic viscosity coefficient. v

In the following sections, it will be briefly shown how these equations are modified for dealing
with = - turbulence, and the important parameters required in any useful study will

be defined.
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Approximations of the fluid equations for turbulence studies

In the case of turbulence studies, different modifications are made to the equations of motion. To
begin, Coriolis effects are unimportant, and often the gravity term is also unimportant for turbulence.

In this case, (1) becomes

Du 1
Dt = ‘-;E’P + vV (17)

Furthermore, in the case of turbulence the fluid is usually assumed incompressible, in which case
c? is taken to be infinity in (2). Compressibility due to vertical displacement (the so-called Boussinesq
approximation) is usually allowed, but it is assumed that at any one height the air is incompressible.

In the case of turbulence, motions are generally very complex. Therefore there is no value in

trying to produce exact descriptions (e.g. sinusoidal solutions) of the fluid motions, and the normal
approach is to change the equations and express them in terms of energies. The fluid motions are
written as the sum of a “mean” and a “fluctuating” component, such as v = ¥ + u, and this is then
re-inserted in the equations. In this case we do not ignore second-order terms, but because we are
interested only in a statistical description, we take a time-average. Thus second order terms like
v’ %g cancel out, since the average of v’ is zero by definition. However, terms involving cross-terms
of two fluctuating quantities do not necessary cancel out. Carrying out this expansion, performing
the time-average, and ignoring the viscous terms (vV?u) produces a new set of equations, called

the “mean momentum equations”, as described in Bradshaw, (1975). Let u = (%,7,W), and ' =
(w,v',w'). Then the z component of equation (17) now becomes

0%, o gu L [T
-a-—t—-’,—(u,v,w) “u_pu(?:c dz

(W) + 5 () + (W) (1)

Similar equations exist for the y and z components. It will be noted that this looks very much
like (17), except that the total velocity vector u has been replaced by the mean velocity vector T,
and the term »V2u is now replaced by terms like'ii/dz(m"w’).

The term pu’w’ represents the vertical flux of horizontal momentum. Termilike this are also called
“Reynold’s stress” terms. Note that there would have been nothing to stop us from doing this in the
case of gravity wave motions, and indeed we will see later that the Reynolds’ stress terms are also
quantities which are often sought after for gravity wave motions. However, at the present time we
will continue to pursue their meaning with respect to turbulence.

Now we noted above that our equation looks very much like equation (17), but that the term
»V?4 has been replaced by the Reynolds’ stress terms. Therefore in turbulence theory we often
replace these terms with an expression that looks a lot like vV2y; in fact we use a term like K. Vig
to replace the term‘ga;(u'w’)_ In molecular flow, the kinematic viscosity is defined by the relation
fi= —prd/d & Jwhere fyis the drag force per unit area. In the case of flow with fluctuating
motions, the Reynold’s stress acts like the viscous drag, and either by noting the similarity between
the Reynold’s stress and the viscous drag, or by comparing (17) and (18), with v in (17) replaced
by the turbulent diffusivity K., we see that the momentum diffusivity K, is defined through the

relation

pu'w' = —pK .z — (19)

Sl&
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K,, (also denoted Km, where the “m” stands for “momentum”) is also called the (vertical)
turbulent viscosity, since it has a strong analogy with molecular viscosity, v. There are other “diffusion
coefficients” Kzz, 2y, which relate to the rates of horizontal diffusion, and in general there is an
asymmetry in the rate of diffusion as a function of the direction being considered. In most of this
article, the effects of turbulence at scales less than about 5 km (small scale) will be examined. At
such scales, the rate of diffusion is approximately independent of direction; the rates of diffusion
in the vertical and horizontal are at least similar to within a factor of 2 or 3. The eddy diffusion
coefficients obtained at these scales are also appropriate for calculation of vertical diffusion rates at
larger scales, since buoyancy effects limit the vertical extent of eddies, and most of the energy of
turbulence occurs in the eddies with vertical scales less than about 5 km. Horizontal diffusion rates,
however, can become quite large at larger scales. Some very preliminary estimates of horizontal
diffusion coefficients have been made by Ebel, (1980). In this work it is primarily the vertical and

small scale diffusion coefficients which are of interest, so we will concentrate mostly on K,..

Just as Km, the momentum diffusion coefficient, is the turbulent analog of the molecular diffu-
sion coefficient v, the analog of the thermal diffusion coefficient k7 is the turbulent heat diffusion
coefficient, K. The rate of diffusion of atmospheric constituents is also controlled by K.

The ratio of the molecular viscosity to the thermal diffusivity, v /&T,is called the Prandtl number,
and for air it is about 0.7. Similarly a “turbulent Prandtl number”, P, = K, /Kt is defined for
turbulent processes, and often it is assumed that the value for this turbulent Prandtl number is
also about 0.7, although this assumption is rarely justified. For example, Justus, (1967a) has made
measurements with rockets which suggest that P, may have a numerical value of about 2 or 3.
Recently, physical reasons have been advanced to explain why P, might be quite large when considered
over long time scales and large spatial scales { Fritts and Dunkerton, 1985). Recent model calculations
have also suggested that the diffusivities of momentum ( Garcia and Solomon, 1985) and heat ( Strobel
et al., 1987; Strobel, 1989) seem to be quite different, but further substantiation is needed.

Often K7 and Ky, are treated as a similar parameter, usually denoted by “K”, despite the fact
that P, # 1, and given the accuracy with which these parameters have been measured in the past, this
was not entirely unreasonable. Recently demands for greater accuracy in the measurements of Kt
and K,, have arisen, and the need to consider these parameters as distinct may be more important

in the future.

Finally, an important warning should be sounded. We have made some mileage in our discussions
about turbulence by intercomparing molecular and turbulent diffusion. Sometimes this is even taken
further; it is sometimes noted that the molecular diffusion coefficient is proportional to the mean free
path between collisions for a molecule, multiplied by the molecular speed. Sometimes a “diffusion
coefficient” is likewise inferred in the turbulence case by multiplying a typical turbulent speed by
a typical “scale”. This works in a broad sense, but one must be very careful. Bradshaw (1975)
sounds warnings against such crass comparisons. Indeed, one can recognize that there is not a simple
correspondence between the molecular and turbulent diffusion cases in the following manner. If a
cloud of gas is released in air and expands by molecular diffusion, then the mean square radius of this
cloud expands according to a law of the type r? = 2ut, where t represents time since the moment of
release. However, this is not true for turbulent diffusion, for in that case the cloud expands according
to a law of the type r? « t3, at least out to values of r comparable with the size of the largest eddy.
This occurs because as the cloud expands, larger scale eddies become more important in the diffusion

process ( Batchelor, 1977).
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Thus, whilst many developments of “turbulent parameters” have their basis in comparisons with
molecular diffusion processes, one must be very wary about this procedure.

Finally, it should be noted that we have thus far ignored the real term vV?y in all our discussions
(see equation (17)).It is normally acceptable to ignore it for scales greater than the so-called “inner
scale” (typically a few mm in the troposphere, and up to a few tens of metres at higher altitudes),
but at smaller scales it does become important. It is in fact the term responsible for dissipation of
dynamical motion into heating. We will consider this term in more detail shortly.

“«Solutions” for turbulence approximations; similitude analysis and structure

functions.

In this section, we will concentrate on the so-called Kolmogoroff solutions for description of
turbulence. In contrast to the case of gravity wave studies, these are not rigorous solutions per se’.
Rather, because of the statistical nature of turbulence, we cannot describe the motions of individual
particles, but we describe the statistics of the motions of a collection of particles. This necessitates a
different approach to finding “solutions”. Before showing how this is done, however, we should first
make some comments about the relevance of this theory in modern-day atmospheric science.

A large number of turbulence studies are made and interpreted under the assumption that the
turbulence being observed obeys the classical Kolmogoroff theory of inertial- range turbulence (
Kolmogoroff, 1941; Tatarski, 1961). Many authors who use this theory comment on its possible
inappropriateness, but due to lack of alternative theories are forced to use it. More recently, better
models have been developed ( e.g. Hill and Clifford, 1978; Driscoll and Kennedy, 1985) but the
Kolmogoroff theory is still used a great deal in experimental situations because of its simplicity.

Indeed it would be surprising if the Kolmogoroff theory did rigorously apply throughout the at-
mosphere, especially in the upper part. For example, parts of the region (stratosphere and lower
thermosphere) generally have a very stable temperature profile, so buoyancy forces could well be im-
portant in producing anisotropic turbulence in such regions. However, high resolution measurements
in the stratosphere ( Barat, 1982c) have shown that in any turbulent layer, there is some part of the
spatial spectrum which obeys the spectrum predicted by Kolmogoroff, and the measured values of
the smallest and largest scales of the inertial range also agree nicely with theory.

A more serious difficulty for the thermospheric and upper mesospheric cases is the separation of the
smallest and largest scales, or, equivalently, the value of the Reynold’s number. For Kolmogoroff's
theory to apply, it is necessary that the Reynold’s number be very large (Batchelor, 1953). The
Reynold’s number for the atmosphere is defined as

R, = Lo (33)

v

in analogy with flow in pipes, where Lp is a typical “outer scale”, and vy, is the velocity associated
with scale Lg . In the troposphere, v ~ 10~%m2s=!, Lg ~ 100m — 1km, and v ~ 1 — 10ms™".
Hence R, ~ 107 - 10°, which is satisfactorily large. However, in the lower thermosphere v ~ 1ms™!,
whilst Lg and vz are similar to the tropospheric values. Hence R, can be less than 100, and this
may not be large enough to maintain an inertial subrange.
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Nevertheless, the little experimental data available suggests that the turbulence at least tries

to tend to a Kolmogoroff spectral shape ( Zimmerman et al., 1971; Booker and Cohen, 1956, Blix
et al., 1990; Luebken et al., 1987), at least in conditions of weak to moderate wind shear. For
stronger wind shears, other theories (e.g. Tchen, 1954) have occasionally been invoked. Theoretical
studies such as those by Hill and Clifford, (1978) and Driscoll and Kennedy, (1985) also show that
there is something like an inertial range of turbulence with the classical Kolmogoroff shape, although
interesting departures occur near the scales at which viscous energy dissipation occurs.

The upper atmosphere is an especially difficult region to study. It is, for example, too low for
in-situ satellite measurements, yet too high for aircraft. Measurements of ¢ and K must be made
by somewhat indirect means, and are therefore difficult. Given the tendency for the atmosphere to

.at least try and approach an “inertial” spectrum, and given that an experimental bias which will
be followed in these lectures, it will be assumed in this article that the Kolmogoroff theory may be

approximately applied.

We now embark on a description of some of the important quantities used in turbulence studies.
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STRUcTeRE FUNM<Tran APPRoACH

A much better approach is to follow that of Kolmogoroff, and as espoused by Tatarskii, (1961).
The basic ideas of isotropy and homogeneity are still maintained, but the roots of the equations of

turbulence are much more clearly defined.

Kolmogoroff theory starts by defining the structure function of a turbulent medium. This a
function of the form

pD=Tuz+ =@ . (36)

Now notice that I have deliberately been a little unclear here, by not clearly indicating whether
u is a vector or a wind component. This is because there are in fact many different types of structure

function, which I will now describe in more detail.

We begin by imagining a large number of turbulence probes distributed through the fluid, which
can measure all components of the fiuid motion at any time. Then the longitudinal structure function

is defined as

Dy = ylz+z)- w2 > (37)

where v is the component of the fluid flow vector at each point in the direction parallel to r i.e.
in the direction parallel to the line joining z and z + z.

We may also define a tangential structure function as

Dy =lui(g+r)—ui(z) (38)

where 1, is the component of the fluid flow vector at each point in the direction perpendicular to
r i.e. in the direction parallel to the line joining z and z + 7.

There is also a fotal structure function

Diot = | u(z + r) — u(z) |%. (39)

Note that this involves a vector difference.
All of these structure functions are important.

Kolmogoroff theory then applies our arguments about isotropy and homogeneity to recognize that
each of these functions D are independent of direction, and dependent only on separation r and the
energy dissipation rate €. Thus if we take the longitudinal structure function as an example, we

expect



Dy = Ce'r’ (40)

where 7 is a dimensionless constant. Dimensional analysis then gives that s = 2/3,t = +2/3.
Note that this expression only applies in the inertial range of the spectrum.

Careful experiments in the boundary layer give a value for C of about 2.0. This expression is also
written as

D” = CE.,.'Z/E' (41)

where C? = Ce?/3.

Similar expressions exist for the other structure functions. For example, the tangential structure
function is given by

4
D= 5c,?;ﬂ/?*. (42)

Note especially the factor §. The reasons for this are subtle, but arise form the fact that when
one forms a longitudinal structure function, part of the turbulent motions are “lost” to the mean, so

subtract out to zero.

The “total” structure function in the inertial range is

Duc= ezt )

Kolmogoroff (and Tatarskii, 1961) then go on to show how these structure functions may be
related to relevant spectra, of which there are several types. We will see these in due course. It is an
important requirement of any student of turbulence theory to recognize that there are several different
forms of spectra used in turbulence theory, and to be able to properly employ. them. ' '
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8.5.2 Turbulence spectra

Proper treatment of any turbulence study in the atmosphere requires a detailed understanding
of the many types of spectra which are used in turbulence studies. This means we need to relate
structure functions, (as introduced earlier) to these spectra. We will begin by looking at velocity

spectra.

6.5.2.1 Velocity Spectra

As an intermediate step, then, we first recognize that the structure function is closely related to
the autocovariance function. Consider for example the parallel structure function. Then we may

write

Dy =tz +z)—ylz) | (59)

—-—

Let us suppose that for simplicity we consider z and z +r to be both on the z axis,
Then Y is just the z component of u, or simply u. If we now expand this out, we obtain

Dy=u*z+r}t+ u(z) ~ 2u(z)u(z + 7). (60)

If the turbulence is homogeneous, the averages shown in the first two terms;‘;"é identical, and can
be written as u?. Then we may write

u(a:)u£1:+ r)] (61)

D“ = 2u? [1 - -z

The last term in the brackets is simply the autocorrelation function py(r), so we may write

Dy = 2u? [1 - p”(f‘)] . (62)
Alternatively we may write

Dy =2 [Ry(0) - Ry(r)] (63)

where Rjj(r) is the spatial autocovariance function.

Thus the structure function relates simply to the autocovariance function. But of course, as
anyone who has done a course on Fourier Methods will know, the autocovariance function is simply
related to a spectrum ¢(k). In this case k is the wavenumber corresponding to spatial scales along

the z axis. R and ¢ are related as follows:

R(r) = /_ : e 3(k)dk (64)

JG/
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and

1 [°
¢k) = — e~ R(r)dr (65)
27 Jooo

There are in fact a plethora of autocovariance functions and related spectra. 1 will simply list
some of them below: a full derivation of all of them is beyond the scope of this course. The interested
reader is referred to Batchelor, 1953 for a more thorough discourse on these spectra.

First, consider a line along the z axis. Suppose we cross-correlate the velocity component ug with
the component uj; for example, if £ = 1, and j = 2, we are cross-correlating the z-component of
the velocity with the v-component. Then the autocovariance function is called Ryj(r1,0,0), and the
relevant spectrum is

1 b —ikr
Oki(k1) = 5 j_ K b1 Rys(r1)dry (66)

(Note: do not confuse this © with our use of © for potential temperature earlier in these notes).
Thus we see we already have 9 different spectra (though of course some are identical). Note that Ry
corresponds to the parallel structure function, whilst R;; and Rja both correspond  to
the transverse structure function.

As a point of (important) interest, if Dy is proportional to €2/3r2/3 then Oy, is proportional to
2/31.—5/3
e“°k .

We may go further. If we define

Dy(z) = | w(z+1)—w(z) |2 (67)

then we recognize that this is a three-dimensional structure function averaged over all directions,
using only the velocity component along the z axis. This has an associated autocovariance function

Ras(r) and an associated spectrum $33(k). In general,

B4;(k) = s [ [ et Ry (68

There are obviously a large number of these types of spectra too!

Now this function forms a spectral density function of (ky, kg, k3) i.e. all of k-space. If turbulence
is isotropic, then this function will be spherically symmetric, and in this case it is sometimes of interest
to know not @, but rather the integrated spectral density over a shell of radius & and thickness k.
(Note k is a scalar, k is a vector, and k = | g |.) This is illustrated in the following diagram.
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Then this new function js

Wii(k) = § @ (B3 (69)
(oS = solrongh < fmapas) -

Now of course this corresponds to the spectrum related to the correlation between velocity com-
ponents u; and u;. Sometimes we want the total energy associated with the turbulence at scale ,
and to get this we need to sum ¥y and ¥z and ¥33. In fact, in order to have a proper measure of
the kinetic energy per unit mass, we sum and divide by 2 (cLKE = jmv?.)

Thus we define a new function

E(k) = % (%11 + Y22 + ¥Y133) (70)

This is the total energy spectrum. It is the function which people implicitly assume when they
derive equations like (34), but unfortunately they often really do not what function they are doing
the dimensional analysis for - they just know it is a “spectrum”.

Note that if we integrate over all scales, we see that

f E(k)dk = %&';2", (71)

i.e. the total kinetic energy per unit mass.

[ Special note: The function I have called E(k) is not the same as that used by Tatarskii; my
definition follows that of Batchelor. Tatarskii’s E£(k) is related to ours as Eyaarskis = E/ (47k?). |

The function E(k) is somewhat unique in its definition, in that the factor % is introduced. If, for
example, we integrate over 911, we do not obtain 1u?, but rather u}. We will need to recognize this
later.

i.e.

.

[eudk =T (rpsactor o £) (72)

6.5.2.2 Inter-relations between turbulence spectra

In the previous section we introduced several diﬂ'ero;;/nt types of spectra. Clearly once we have
our assumed Kolmogoroff structure function, D" o E*r%, it is a trivial matter to convert to an
appropriate spectrum, Once we know the inter-relationship between the different types of spectra,
we can then obtain forms for all spectra. Such derivations have been carried out by Tataskii, 196/,
1 971J;a.nd Batchelor, €953)i1n this short lecture series, we will not repeat these derivations: we will

simply repeat the main results.
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One of the first things to notice is the difference between the © and the ® spectra. For example,
suppose we compate ©11(k;) and &y3(k;,0,0). Are these in fact the same thing? Afterall, They
both involve correlating longitudinal components along the z axis, and both involve a & vector. But
in fact they are not the same. The first involves fluctuations due to all scales which are measured
as one moves along the z axis, whilst the second involves fluctuations due only to scales which are
orientated with wave vectors parallel to the z axis.

6 : condibtion, alrry s s o - Stensee ap a MR s Bbiors

In fact the two functions are related by

o0 o0
Oui(k1) = /_ i} /_ " (K by, ky)dkadky (73)

It is very important to recognize differences of this type.

The rest of the major relations between spectra will be listed below without proof.

E(k)
(k) = 5 - (K26k; — ki) (74)
For isotropic turbulence, this implies -
2E(k)
(k) = o, (75)
where we have used the summation convention the ®; = &3 + ‘ﬁ 22 + ®az.
We can also show that o
d[1d
_ 3— it P
EW)= K2 |- de“(K)] (76)

In the special case that Oy, is proportional to k—5/3, then E(k) is also proportional to k—s/3
(Kolmogoroff turbulence). Therefore people often confuse these two spectra - you should be sure t{o
recognize that they are in fact different!
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For inertial range, homogeneous, Kolmogoroff-style turbulence, we have the following relations.

D" = CE Tzl 3

where C? = Ce?3, and C is close to 2.0.

: 4
Dy = 3Cir*P
Then in the spectral domain we have
E(k) = ag?Pk—3/3

where o = JE@EEL § 766550,

Furthermore

E(k) _ | a3, -11/3
drk? Ae k‘

where A = af 4r = ﬂ%ﬁt,‘or A = 0.061C.

We should also recall the relation (74) viz.

E(k)
4kt

(k6 — B

Pri(k) = 7

&)

Then we can show that

BG4 = a1152/3k—5/3

where of; = a = 0.1244C.

Likewise

f 2/3L,-5/3
933:&22£/k 3
4.7

where a3, = Ja);.

If we use C = 2.0, then we have

E(k) = 1.53¢2/3~5/3

(77

(78)

(79)

(80)

(81)

(82)

(83)

(84)
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Different authors use different values for the constant 1.53 - anything between 1.35 and 1.5 are
common. Note, however, that if one adjusts this constant then the constant C' also needs adjustment.
I prefer to use C = 2.0 because it has at least been measured with good accuracy in the atmosphere
(e.g. CAUGHEY et al., 1978, Kaimal etc.).

Additionally, for this choice of C, we have

@y = 0.2562/3,~3/3 (85)

and

@22 = 0.6752/3]6“5/3 v (86)

However, one final warning is warranted here. The last two spectral forms assume that k¥ may be
both positive and negative. Because of the obvious symmetry, many experimentalists often “fold”
their negative spectral densities over onto *heir positive ones. If this procedure-is used, the amplitudes

above double, and so we have
1, = 0.50e2/35/3 (87)
and
fe = 1.34e2/3=5/3 (88)

This therefore completes the main spectra you will need when dealing with velocity fluctuations.
Unfortunately, it is not yet the end of the story! We still need to consider the spectra associated with

scalar fluctuations!

a 6.5.2.3 Spectra for scalar quantities

Just as we may form structure functions and spectra for velocities, we may also form them for
scalar parameters. These should ideally be parameters which are unaffected by movement within the
turbulence - so-called conservative quantities. An example is potential temperature; others might
include artificially added tracers, or inert constituents. We will denote the concentration of this scalar

as . Then the following are the most important spectra.

The structure function is taken to obey a law of the type -

Dy(r) = C3r*. (89)

The first important spectral form is $¢(k), which is the full three-dimensional spectral density
function. For Kolmogoroff Turbulence, it is given by

B $o(k) = 0.033C, | k|13 (90)



s

in the inertial range.

This function has been chosen to be normalized so that

[°° j°° [°_°_%(&)d&=@- OV

As for the velocity spectra, we are also on occasion interested in the integrated spectra.l density
on a spherical shell of radius k. For isotropic turbulence this then gives :

Eg(k) = 4nk*®g(k) = 0.132C2k~5/% = 0.415C2k~%/3 - (92)

where k = | k |.

Finally, we present the spectrum seen if we record along a straight line. This is the spectrum
which a probe moving through a patch of turbulence would measure, and is very similar to @, from
the section on velocity spectra. This is given by

L

Sg(k1)=/°° /W Po(k)dkadks (93)

which, for the case of Kolmogoroff turbulence, becomes

Sp(k) = 0.125C2k~5/3 (94)

If we fold negative wavenumbers onto positive, we obtain

S5(k) = 0.25C3k~5/3 (95)
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The “potential refractive index gradient” is given in the troposphere and stratosphere by

_ 6P (3!1&0) [ 15500¢ ( B lalnq/az)]
M= -116x 1075 (55 ) [+ =57 (1~ 2 5me 752 (97)

where z is height, @ is the potential temperature, ¢ is the specific humidity, T is the absolute
temperature and P is the atmospheric pressure in millibars. The term in square brackets was denoted
as x by VanZandt et al., 1978; indeed this particular form of the equation was first introduced by
these authors. Note that y tends to 1-as the humidity terms tend to zero.

In the ionosphere, where humidity is no longer important but electron density is, we have

m=Idn [N _dN N dp

AR (98)

where again we have used the symbol © for potential temperature and NV is the electron density.

The term p is the neutral density. The function g—}% needs to be determined from electro-ionic theory

(e.g. Hartree; Sen and Wyller, etc.) <+

These functions and relations now give us the tools to make useful radar measurements of the
strength of turbulence.
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An extra complication arises if the turbulence does not fill the radar volume, and indeed this often
appears to be the case. It appears that in the stratosphere and mesosphere, turbulence occurs in
relatively thin layers with thicknesses ranging from a few tens of metres to perhaps a kilometre or so,
but generally of the order of 10-100m. At any one instant, only a small fraction of the radar volume
- contains turbulence, and this should ‘be taken into account when calculating ¢. In other words, the
calculated value of C? is actually too small by a factor Fy, where F, is the fraction of the radar volume
which is filled with turbulence at any one time. Thus one normally calculates

j/Y

C?(turb) = Ci(radar)/ Fy, - (14)

where C2(radar) is the value determined from the radar measurements. VANZANDT et al.(1978,
1981) have developed models for the variation of F' as a function of atmospheric conditions, enabling
estimates of € to be made.

T lopea ot ,qqa,zﬁ'ﬁm,.ea,ﬁh' Cptow & rekbillny; Fo 7Fie
M’ :

The energy dissipation rate is related to the potential refractive index(;tructure constant by

= -2
E= (70,. FIISM ) (96)
“. where wg is the Vaisala-Brunt frequency. The parameter F' represents the fraction of the radar

volume which is filled by turbulence, while 4 is a constant which will be discussed in much more
detail shortly.

Furthermore, one is often interested in the mean value of ¢ averaged over
the radar volume, so VANZANDT et al. suggested calculating the quantity .

€= Fteturb (15)

[

For tropospheric and stratospheric studies at VHF, GAGE et al. (1980) used a simplified model
. 1

based on VanZandt’s model, in which they showed that the parameter F¥w} could be determined
to moderate accuracy from climatological data, so that the simplified expression

3 3 .
= 7[C:(radar)]5[% ] (16) -

could be used, where ¥ = 1.08 x 10?2 for a dry troposphere and 7 = 3.25 x 10%! for the stratosphere. .
Here, P is in millibars, T in Kelvin, C2 is in units of m™5 and ¢ is in units-of Wkg~!. Variations -
on these principles have also been presented by CRANE (1980) and WEINSTOCK (1981). Similar
simplifications are not yet available for the ionosphere - but layer thicknesses are generally of the

order of 100m and more in the ionosphere, so that F; can at least be taken to be in the range 0.1 to

1 - layers with depths of only a few tens of metres are much less common than in the stratosphere

(e.g. see fig. 1, Hocking, Radio Sci., 20, 1403, (1985)).

2l are A kla Gk, can Fho Citiro Lerpe ' .



6.6.3.3 C? methods for determining ¢ /7S

One simple but effective method for deducing information about the scatterers is to record the
backscattered power. In many experiments powers are compared in a relative way; for example,
power variations as a function of time and height are usually studied in most experiments. Even this
simple process can give useful resuits, but it is even more effective if the radar can be calibrated in
an absolute sense. This requires some careful work by the user, but if this is done it is then possible
to convert the measured powers to effective reflection coefficients, backscatter cross-sections, and
perhaps estimates of the turbulence intensity.

The basis of this method is described in the following articles.

-
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Adv, Space Res. Vol 12, No. 10, pp.( 10207410213, 19972 0273-1177192 315.00
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ON THE RELATIONSHIP BETWEEN THE
STRENGTH OF ATMOSPHERIC RADAR
BACKSCATTER AND THE INTENSITY OF
ATMOSPHERIC TURBULENCE

W. K. Hocking

Department of Physics and Mathematical Physics, Universiry of Adelaide,
Adelaide, S.A. 5001, Australia :

ABSTRACT

A commonly accepted expression relating the strength of radar backscatter and the scrength of
atmospheric turbulence {3 re—investigated. It f{s found that the previcusly accepted relation
between the two quantities should have an sxcra depsndence on the Richardson number included,
and the implicarions for radar and i{in-situ studies of the atmosphere are discussed.

INTRODUCTION

An expression vhich Is used frequently to relate turbulent structure function "constants” and

the turbulent energy dissipation rate is the following:

2 2 2 )M M
) € B ¢

where ¢ is the turbulent energy dissipation race, CE2 is the structure constant for fluc-

tustions in any passive and conservative tracer {, w: is the Vaizala—Brunt frequency in

radians pec second, and M. {s the mean gradient of the quantity ¢ across the turbulent

patch. In the case of rnsnr backscatecer from the sesosphere, for example, In which electron

density fluctuations are the main cause of the radar backscacter, £ {s the potentisl refrac-

tive index, and l‘l.f la given spproximately by H_ «~ ¢( an/au)uﬂ. vhere N is the electron
density. In this“case, n

«e-= | 4 C

di

az *

My = N [

- 4]

ge &R

) (2)

Gz
\:2 #L‘

s

-1 ¥

Corresponding expressions exlst for scatter. from other parts of the atmosphare

In the troposphere the backscactered signal strength {s a function of pressure,
and humidity (e.g. /1/).

; for example
temperatuce

However, various expressions for the “constant® ¢ have appeared In thae literature. For
example, /1.2/ give

b2/3
T T Ko 3

where R, is the critical Richardson's number (usually caken as 0.25), o' {s the Invarse
of the turbuient Prandtl nunber, a? is a constant vhich /1,2/ took to ba 2.8, and b is a
constant which /2/ took to be 1.0. In fact it seems likely that b {is significantly different
from 1.0, as vill be seen shortly, but this doss not bear too strongly on this partigular
paper Formally. b i{s defined through the relation

¢ - b SN (4)

where Ly is Tatarskil's "outer scale™ 73/ and § is the square of the vercical shear in the
mean horizontal wind.

Alternatively. /4/ and /S/ glve
T= 1/ (ata By : (%)

(1m207
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where B (s a constant which should normaily be 1 and certainly never more than 3, and c,
Is a constant normally taken to be G.8. Formally, c; is defined through the relation

2
Ky =€y ¢ / wg (6)
vhere ¥o s the diffustion coefficient for momentum.

If we assume that (3) and {(5) are equivalent, then b = 0.175 and the ctwo approaches are
consiscent. In all cases, however, it has been assumed that vy {s indeed a constant. In this
artlele. it {s shown that this (s noc so, and v ix In fact a function of the Richardson
number. For v to be a true constant would require that the ratfo between the kinetf{c and
potential energy spectra is a universal constant, an assumption which is shown to be unreaso-
nable.

POTENTIAL AND KINETIC ENERGY SPECTRA

For simplicity, all the following derivations will be dotie for the case of electron density
fluctuations in the mesosphere, but analagous expresssions can be derived at any other level
in the atmosphere and for any other appropriate scalar. We begin by deriving expressions for
the spectral potential and kinecic energy densicies pPer unit wvave-number in terms of the
electron density fluctuacions and velocity fluctuacions.

For the potentizl enerpy (PEY, cohsider first a small parcel displaced from its equillbrium
position, and calculate its patencial energy. The PE Per unit mass at displacement Az is

{-oz . -
g 22 4 2
6 2
where £p' « -M_.¢ at displacement £, and where M is the background potential density gra-
dientc. Hoce chac H, is not the gradient of the ga:kground densicy, but gives the rate of

change of the difference of the density of the parcel and the background as a function of
height. Hence

PE per unit mass at displacement Az = — g/e M, (dz)2/2 . (8)

Now use the relation AN'jAz - dN* /3z = My. where AN* is the difference of the parcel’s ion
density and that of the environment, so that Az = 8N°/My , and substituting for Az above
glves .

Py 2
iég_l ) (9}

PE per unitc mass - -

We may now use the facr that ug = =(g/r) H, to write that the potential energy per unit
mASS is

2 2
[~ L3
PE per unit mass = 1 _EI <(an’) > (10)
2 HN

The toctal kinetic energy (KE) per unit mass is of course 1/2 u?, ul being the total
mean square velocity fluctuation.

We can measure the total velocity and electron density fluccuations as a functien of position
In space and Fourier cransform the resultant serfes to form Spectra. For example, according
to Kolmogoroff theory (e.g. /3/)}, the total kinecie energy for wave numbers with magnitudes
between |k| and [k+dk} 1=

Eglk) dk = ac ¢2/3 =573 g {11)

wvhere a = 0,061 (4n), and C Is a constant which has been experimencally determined to be very
close to 2.0 /6.,7/. ’

Likewise the spectral density of the electron density fluctuatlens in the same wave-number
range is s/

Eg(k) = (6/11) a CS k3 (12)

Ve discussed ( aM°)2 above as the tocal mean squace electron density fluctuation, but ve can
equally consider it as the density fluctuation in the wavenumber range between [k| and
lkedk(. Then, by (10), the potential energy per unit vave number in thig range {s
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2
1 wE g 7 =573
Es(k) - = 2~ aC, k (13}
4 P HNI 1t :

It has been sugpested /8/ that the kinetic and potentfial energy should be equally parcitioned
In a turbulent pateh, In which case we can equate {11) and (1)) to give

2 2 W
3 Cy wp
¢ = | —_— ] (14}
22 My
lHowever. let us now consider the equiparticion assumption itself in more detail. Assume that

the KE spectrum and the FE spectrum are not equipartitioned, but are related through
Ep/Eg = d° (15)
/9.10/ have used a similar expression, but used 2d/3 in place of d'. In that case, d was

equal to the ratic of the rates of flow of potential and kinetic energy down through the
scales of the turhulence spectrum. Then the "equipartition of KE and PE™ is modified so that

2
w
—%——aCﬁ/[aC:zlJlnd'
My 11
3 CN2 ubz 2
N - [_7] for ¢ - 2.0 .o (16)
22 4° HN

Values of d' are not verv well known. However, if atmospheric turbulence occurs in regions
where the temperature lapse rate {3 adiabatic. for example, there will be no temperature
fluctuations induced bv the turbulence. Thus E  tends to zevo. even though Ei is Finite, so
that d° approaches zero. Hence it Is clearly NBT valid to assume that the two [forms of
energy are always equipartitioned.

We therefore need to look in more detail at this constant d*, and this is done in the follow-
ing seccion.

RELATION OF THE QUANTITY d' TO THE RICHARDSON NUMBER

Consider a turbulent laver of thickness D. The available KE for generation of
turbulence is (appendix A)

1 du , ?

- 2 Ly
AKE - D (g (17
The available PE for generation of turbulence is (alsoc see sppendix A)

APE = 5} 0P wyl. (18)

( This 1s negative because when ubz is positive (a stable stracification), the poctential
enargy acts to stabllize the reglon, rather than supply emergy for turbulence. )

The total available energy for conversion to turbulent KE ts tharefors

AE - o () - (19)

The spectral density of the kinetic energy density spectrum will be proportional te the ctoral
avallable energy, since all the available energy is converted lnto energy of motion. We
expect that the potentlal energy spectrum ls proportional to the available pocential energy
APE for any given ¢. Then we can say that the potential energy spectral densicy relative to
the kinetic energy density will be equal to -

w2
d’ - 8 . (20)

& A

>
]
5z ]

>
m

Note that the PE spectrum is independent of the sign of "’82- since [luctuacigns tend to zero
near wy"=0, but become non-zero at w # 0 for both positive and negative wp“. (spectra are
by definition of course posltive definite). A positive displacement results in a positive
value for Ap’ when wg’ > 0, and a negative value for 4p' when wy® < 0, but of course the
square of ap' is always positive. Tha available KE is very critically dependent on the sign
of wp®, however. I wy® is negacive, the buoyancy can supply energy to the turbulence,
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tather than extract from the available kinecic energy. Dlviding (20) through by (dusdz)z,
and noting chat (du/dz)? {s always positive (In contrast to wf, which may be elther
positive or negative), we ses that

e . R, R L
A S
1

2
This is trus for both wy > 0 and wg < 0, provided Ry < 1. If Ry > L. it means no
turbulence Li» to be expected because APE > AKE, and the available kinetlic energy cannot
?vorcono the scabilizacion dus to the potential energy. A graph of d°' vs Ry is shown in fig

Flg. 1. The ratio of the potential and kinstic snergy spectral densitlaes, d’,
plottad as a function of the Richardson number, K;. Note that the
ratic tends to infinity as R, tends to I, and tends to 1 as R,
spproaches minus infinicy.

This expression represents the main poilnt of this article. We now see that d’ is a functien
of R,, and so therefore so is v. In fact (16) can now be rewritten as

3/2
( 3 CN2 uBZ

¢« - ] for C =~ 2.0 . (22)

22 _l_R..LL... M H

11 - &y N

Comparing chis to (1), we see that
3 |1 - Ry
-

LT BTN (R <) . (23

Similar expressions apply for other scalarx ppramecers. , For example, ([ oge measurcs the
temperature structure function “constant™ Cp°, then Hy" is replaced by H," -

(d#/dz)? = (§££ “E) , and we have

‘r
—_ 3/2
3t g2
e = 1 LA ™ | for ¢ = 2.0 (26}
722 L,
IL-rl  “B

J
‘) A
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TURBULENT ENERGY DISSIPATION RATE AS A FUNCTION OF LAYER DEPTH

We can in fact take this further. It iz an interesting exerciss to get a crude estimats of
the energy dissipacion rate in a lsyer of some specified thickness, and specifisd wind shear
and tenparature profile.

We have alresdy seen an expression for the available energy (AE) in such a layer (1e(19)).

Let us say that this energy will be lost in a time r equal to the time for one convective
cycle of the largest eddy, Then

e = AE/r | (25)

What is r7 We can write

r~ Dfug (26)

whare up is the velocity associated with the largest eddy, and I have assumed that the
largest eddy has scale - D,

Az n simple estimate of u,, we can say that {t i3 of the order of the total RMS velocicy
of all eddies, upy, since this Integral will be dominated by the largesc scales. Evalua-
ting ups by integracing over the spectrum in (1ll). we have

o

% u:.HS - { a C « 2/3k _S/Jdk
-1as ¢ (7 3

3 3
20 ¢ = lmm X - 0.6VRP for ¢ - 2.0 2n

L, (2.3 ©)*/2 Ly

0f course uy Ls less than ugpg, so let us write

€ o= ¥ ougd/ly (28)

vhare ¥ {5 a constant, greater than sbout 0.6, e shall assuas that {t lies in the range
bacveen 1 and 5, which is a wide range and is therefore likely to include the correct valus.

Thus from (19), (25) and (28), wve have

(L, WV

2
e 0@ -0t < o (298)

According to /11/, the actual layer thickness of typical strnr;ospherlc layers {3 5 to 10
times the buoyancy scale L,, so the most energatic eddies could be a few times larger than

Lp. In order to allow for this possibility, write Ly as a fraction of D, =xD, where y lies
somevhere between 0.2 and 1, ss that

2/1 1 D3 13 2 1

/. A (€20 BT R, -0 {296}

IE Ry aporosches zero, this expression does not "blow up®, but can be ~written

z
23 -7%' p4/3 (:f/\i)ll3 ( % } (30}

Note that ( x/¥) only appears as a weak power (1/3), and ()(/\Mlx3 varies bscwasn about
(. 275342 and (1/1)%/3 (e betwasn 0.346 and 1,
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For example, if Ry - 1/4, D - IOJn. snd wy = .01, then ¢ lles betwean 0.008 and 0.04 W ks"l

Thus thls seemingly rather approximate method for estimates of ¢ has a possible error of
around plus or minus a factor of 2, Thus It Is scill a reasonable procadure to use for
approximate estimates of turbulent energy dissipation rates {f there are no octher more direct
means available.

Finally, it ls possible to gain an estimate of the lifetime of such a layer of turbulence.
For simplicity, assume that there is no source of enargy maintaining the current temperature
and vind gradlents, so thatr once all the available energy is exhausted, there is no other
source of energy to maintain the turbulence. Thus the lifetims of the layer can crudely be
determined by dividing the avallable energy by the turbulent energy dissipation rate, Of
course this is not exact, because as the available energy depleres, so the wind and tempera-
ture gradlencs change and so the turbulent energy dissipation rate also reduces.

For the example discussed above, the total avallable energy Is about 12.5 J kg_l, and ¢ -0.01
W kg'l. Thus the lifetime of such a layer would be about 20 mins,

CONCLUSTIONS

An improved expression relating the turbulent energy dissipation rate to the potential elec-
tron density structure constant has been presented, and a new dependence on the Richardson
number has been highlighted. The relstion has been given in equation (22)., Slmilar rela-
tions exist for other structure constants (e.g. (24)). A relation between the potential and
kinetie energy spectra has also been given in terms of the Richardsos number. Finally, s
simple treatment has been presented to aliow approximate estimates of the turbulent energy
dissipation rate from measurements of the layer depth, the Richardson number and the Brunt—
Valsala frequency. Experimental tests of these expressions are still needed.

APPENDIX A

In this appendix we derive expressions for the total available kinetic and potential energy
in a turbulent layer. .

As seen in equation (8), assuming that displacement occurs fin a regiton In which w% Is con=

stant as a function of height, then the potential energy par unit mass stored by displacing a
parcel a vercical discance z is given by

PE(z) - wi 2972 (A1)

But {f ve nesd tha total energy stored in a layer. we need to carry this one step further,
Imagine taking thin sub-layers of thickness §z at a reference haight z~0 and successively
shifting each sub-laysr to a new altitude at height zp +{i-1)#z, | being the sub-layer
number. Taking the layers to have cross-sectional area AA and latting éz tend to dz, then
the work done to do this is

Ty
wtot - f wy % P AA dz (A2)
n

(Nors ve multiply by p 4A dz , the mass of ths layer, to convert che potential energy per
unit mass f{n (Al) to a total snergy).

" Then the cotal enexgy per unit mass stored In cthe layer ix given by ths integral in (A2)
divided by the total mass of the layer ( = p aA (zp - zp,) ). or

PE per unit mass of vhole layer - (1/6) wg (z-rJ - zbJ)/(zT—zb) (A}

For a [lxed layer depth (zp - 2, = constant), this has a local minimum vhen z, - -2y, as can
readily be found by setting Zy =~ Iy+D, vhere D is che layer depth, differentiating wlth
respect to z,, and saccing the derivative to zero. ~

Thus Lf the sub-layers are distributed between -D/2 and +D/2, the minimum amount of energy is
expended [n forming the layer. Conversely, if we wish to drive the layer to adiabatic, it
can be done in the least expensive way by making the new potential temperature of the whole
layer equal to the previous potential temperature of tha midpoint of tha layer. e can
consider this minimum amount of energy ss the “available potencial energy” of the layer. Thls
ls the energy required co produce this layer from an adiabatic state, so we can think of the
layer possessing "potential energy™ equui to the negative of this. Using ¢y = -b/2 and zp =~
D/2, «e see that the available potential energy per unit mass is

APE = -~ (1724) ug p?, (AG)
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A similsar spproach may be ussd to examine the “available kinetic energy” in tha turbulent
layer. Ve imagine a layer with a wind shesv du/dz and consider the ctotal kinetic energy in
the layer. Let the wind at the midpoint of the layer be ug. Let each sub-layer have
thickness dz and areas A. Then the total kinetic energy contained in the layer is glven by

D/2 2
1 d
KEtot--_r:/zzl‘Ju*(a'E)ZIﬂAdz (AS)
or
KEoe = # AD [ (1/2) ug? + (1/26) (du/dz)? o) (A6)

The total kinstic energy per unit mass can be found simply by dividing by pAD.
t

Turbulence will extract snergy from this shear, and transfer it to heat, but it alones cannot
change the total momentum of the layar. To extract all available kinetic ensargy from the
flow and at the sems time conssrve momentum, the layer must be driven to a final atate in
which the veloclity throughout the layer {s a coystant, equal to up. The kinetic energy per
unit mass in this case will clearly be (1/2} up”, so that from (Aé) the available kinetic
energy is just

AKE = (1/24) (dusdz)? DZ. (A1)

(AL) and (A7) represent two expressions used frequently in the body of the texc. The firsc
glves cha potential energy stored by the layer, and the sscond the available kinetic energy
within the layer for producing turbulence.
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Abstract—We investigale the delermination of the kinctic energy dissipation rate # in the middle and epper
iroposphere by measurements of the refractivity structure function constant (5. To hegin, we review the
literatutre on in-sitw measurements of £, 1o give a base for comparison with gur own data. We tlicn study
the current literature concerning conversions of €2 to ¢, but find several available models. We inlercompare
these different (hearies. By using carlier boundary layer, tropospheric and stratospheric high resolulion
studics, we then determine the most appropriate theory for our purposcs. -

We then turn (o experimental studies. Measurements ol C! deduced by thermosondes atre presenled in
order Lo show how the difTerent models discussed above lead to quite different estimales of ¢, Tn particular,
we demonstrate that, il the Richardson sumber is not included in these detcrminations, some very mech-

anically active turbulent layers can be almost misscd completely using temperature-sensitive technigues

like thermosondes. However, il proper allowance is made for this cifect, thermosondes can be a very gouod
means of determination of almospheric encrgy dissipation rates. Rudar ncasurements of €2 for deter-
minations of ¢ are then presented. using data feosn the Buckland Park VHE radar near Adelaide. Australia
{35°5. 138.5"E). The system was first carelully calibrated. Then radur data were incorporaled with radio-
sonde data in order to oplimize the measurement zccuracies, utilizing the procedurcs described by Vanzand!
of af. (1978, 1981) and Gage ef af. (1980). In addition. we have developed a dingnostic Lest using correlation
techniques between the radiosonde data and the radar data which can be used to determine when application
ol these procedures is appropriate. Finally, we present & comparison between resulls detenmined by the
radar and encrgy dissipation rale distributions determined over recent years by other technigues. @9 1997

Ciscvier Science Lid

INTRODUCTION

Turbulence is an important aspect of atmosplicric
motions. It is especially important in the process ol
difTusion of pollutants and contamimutts in the atmo-
sphere over both large and small scales. Tt is also
important for vertical diffusion. possibly having
impact al some latitudes in regard to diffusion of
anthropogenic pollutants up into the stratosphere.
Some such pollutants, such as chlorofluorocarbons,
can interact with the stratospheric ozone layer and
cause ozone destruction. Other important impacts of
turbulence can be in relation Lo its impact on aircraft
flight safety: occurrences of strong turbulence at upper
levels of the atmosphere can cause discomfort for civil
aircrafl passcogers, and in some cases can have mote

catastrophic cficets. ldentification and mecasurement
of turbulence is thus an important goal of modern

atmospheric studics.
Turbulence is the product of atmosplieric cvents

such as (amongst others) imospheric gravily waves
and wind shear induced Kelvin- Helmboitz instability.
To describe the morphology of turbulence. it is necess-
ary to caleulate cerfain paramelers associated with it
Two impoctant factors are the relractive index struc-
ture constant C} and the kinctic cnergy dissipation
rate . where Lhe former is a4 measure of the refractive
index fluctuations induced by the lurbulence and the
latter is a measurc of the severity of the turbulence.
More specifically. « is equal to the energy deposited as
heat into the atmosphere. per unit mass and per unit

lime. -

1
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There are i aumber of possible generation mech-
anmisms which can lewd to turbulence, Common
sources ol energy for turbuient veiocity Auctuations
are shear in the mean wind and breaking/overturning
ol short-period gravity waves. Other sources are jet
streams and convection during the passage ol a cold
tfront or thunderstorm.

There are several methods which can be used in
order 1o estimalte the intensity ol turbulence. FFor tur-
bulence in which the entities which scatter the incident
radar waves have scales much less than the radar
resolution valume, an esunvde ol the wrbulence can
be made by measuning the hall-power half-width of
the broadened Doppler velocity spectra (Atlas, 1964;
Frisch and Qlilford, 1974; Doviak and Zrnic, 1984;
Hocking, 1983, 1985, 1996; Hocking er af., 1989;
Cohn, 1995). In this regard, the article by Hocking
(1996) 15 especially important in that it demonstrates
the importance of determining and using the tur-
bulence buoyancy scale in these calcuiations, an effect
which wits not fully apprecisted in the past.

Another technique employs the spectral unalysis
ol 4 sequence of wind observations, resulling in a
generially —5/3 power law {or the spectra. Energy
dissipation rates can then be deduced. but this tech-
nigue requires very last lemporal sampling und very
good spatial resolution; it is beyond the capability of
VHF radass. It is, however, the type of technique
used with in-site measurements of wind fluctuations
employing high resolution anemometers (e.g. Lilly er
al., 1974; Kropili, 1971). For radar methods, applied
at the sorts of temporal and spatial scales used by
most radars, this technigue actually produces spectra
of gravity wave and 2D turbulence motions.

The remaining method, which is the one used pre-
dominantly herein, s based on measurements of the
refructive index structure constant. From this the
energy dissipation rate is derived, enabling deter-
mination ol the severity of the turbulence ( Vanzandt
ef al., 1978; Guge ¢t af., 1980; Vanzandt ef of., 1981).
The structure lunction constant can be deduced in a
variety of ways, including optical, in-siti and radar.

We will shortly examine in some detail the theory
relating to this latter technique. as it will form the
basis lor our own measurements, However, before
deing this itis expedient to examine the current level of
knowledpe about 1ypical turbulent energy dissipation
rates in the tropasphere using other procedures. This
will then give us a base against which we can compare
the measurements which we demonstrite luter in this
article. There v some oncertamty aboul ceriain
aspects of the conversion {rom C! 1o ¢, so we need
such o relerence 1o be certain that our results are
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sensible. For this reason, the following summary will
concentrate generally on i-sitn measurements.

TYPICAL ENERGY DISSIPATION RATES IN THE
TROPOSFHERFE. AND LOWER STRATOSPIIERE

In this section we present typical values ol energy
dissipation rates which were measured in the lower
atmosphere. We concentrale in this short review on
measurements which were made by in-site instru-
mentation, such as wind anemometers (acoustic, cup,
wind vane, elc.) and accelerometers. In pencral we
ignore radar measurements for the time being, since
the theory used 1o produce radar measurements is the
subject of our investigations and it would not be wise
10 include such previous radar data in this set il we
want it to be an independent relerence base. We also
stmilarly ignore measurements made using acoustic
radars and lidars. )

Figure | shows measurements of energy dissipation
rates by 4 variety of methods, but in the main in-sirn.
Boundary layer duty were generally recorded using
anemometers mounied on towers and tethered
balloons, whereas upper level data were generally
made with accelerometers and anemometers mounted
on aircraft. Pao and Goldburg (1969) describe some
of the types of instrumentation used on aircrait, and
Caughey et al. {1978}, Readings and Rayment (1969)
and Mousley et af. (1981) discuss some of the different
anemometers used for boundary layer studics.

Many of these higher altitude data were produced
in the 1960s and 1970s, when there were some major
campaigns dedicaled to measurements of this type,
Forexampie, Lilly et al. (1974) has reporied some such
high altitude studies, while Vinnichenko and Dulton
(196Y9) summarized the results of the so-called HICAT
series of experiments. However, more revent studies
have also been performed. In particular we note the
measurements of Lee ef af. (1988) and Bohne (1981).
These data covered a varicty of conditions, from quiet
to thunderstorm activity.

We also note that data exist for altitudes above
20km, principally because of balloon measurements
by Barat (1982, 1983) and Barat ef u/. (1984}, but since
we are primarily interested in the troposphere and
lower stratosphere, we have placed a ceiling of 20km
on our praph. Barat's data generully lie, however, in
the range between 107* and 10" m?®s " * Tor allitudes
of 20-30 km.

Various summaries ol these upper aimosphere in-
sutw studies have also appeared. One such imporiant
summary is that by Vinnichenko et «of. (1973) who
determined, based on a large dataset of measurements,
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Fig. 1. Presentation of a variety.of mainly in-situ measurements of tropospheric and lower stratospheric
measutements of kinetic energy dissipation rates (exceptions from in-situ data being Crane (1980} and
Kung (1966). Note that there are scales in both m?s-? (at the base) and °C/day (at the top of the figure}.

Some of these data come from campaigns comparing in-situ measurements and acoustic radars and lidars,
but even in those cases we have generally only presented the in-situ data. The following symbols are used:

Upper panel: (#) Vinnichenko and Dutton (1969) (HICATY; () Crane (1980); (®) Kung (1966); (),
Bohne (1981}, Table 2; ((F)) Lilly et al. (1974) (aver flatlands and water); {(M)) Lilly ef al. {1974) (over
mountains). The long black rectangle denoted *“L" refers to Lee et al. (1988), Fig. 2, with about $0%
of the dala being in the black region. The large shaded reclangles are summaries of the results of Chen
(1974). Nete that the data taken from Lilly et al. (1974) are plotted in two ways: the data with the
overbar refer to averages over all space and time, with laminar regions included in the average as zero
encrgy dissipation rate, whilst the poinis without the overbars refer 1o average values calculaled
exclusively from actual turbulent layers.

Lower panel (Boundary Layer): (RR) Readings and Rayment (1969); (Ka) Kaimal ef af. (1976). Fig. 4;
(C) Caughey et al. (1978) (Ku) Kunkel e al. (1980), Table 2; (M) Mousley et al. (1981).

The severity classificalions shown arc from Table 2, and from Lee et af. {1988), Table 4.
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Table 1. Approximate rates of occurrence of turbulence
intensilies as presented by Vinnichenko et af. (1973), Table 2.

Typical £ m?s~* Percent occurrence

1ox 104 89%
30x 10—+ 7.8%
80x 101 3.0%
700 % 104 0.09% (storms etc.)

Table 2. Approximate range of turbulence intensities as
categorized by Vinnichenko and Dutton (1969),

Category em’s™?

<30x1i0-*

>30x10"*and <120 10-*
>120x10"*and < 10"
>10-!

no turbulence

light turbulence
moderate turbulence
severe turbulence

that the distribution of strengths of turbulence fol-
lowed that shown in Table I. In classifying s values,
Vinnichenko and Dutton (1969) considered energy
dissipation rates as falling within four categories (as
generally reported on the basis of reactions of aircraft
encountering the turbulence) which they termed ‘no’,
‘light’, ‘moderate’ or *severe’ turbulence, according to
the values specified in Table 2. In the same year Trout
and Panofsky (1969), using the geometric mean values
of measured energy dissipation rates from different
sources, associated ‘no’, ‘light’, “moderate’ and ‘sev-
ere’ turbulence with ¢ values of 1.5x 1074, 30 x 1074,
85x10-"and 675 x 0 ~*m?s~2, respectively. All these
measurements of & were made using_clear-air tur-
bulence spectra. The nomenclature of ‘no’, “light’,
‘moderate’ and ‘severe’ is of course somewhat subjec-
tive, but these authors felt that the values cited were
appropriate levels. However, they noted that values,
within typically + 50% of the quantities quoted could
be equally representative of each category. In Fig. |1,
we show not only the classification scheme due to
Vinnichenko and Dutton (1969), but also two more
recent schemes denoted by ‘Macready’ and ‘Bohne',
Both schemes were taken from Lee er af. (1988), Table
4. The discrepancies between the schemes'are clear,
indicating the subjective nature of these classification
schemes, We generally follow the scheme of Vin-
nichenko and Dutton (1969). We draw on these classi-
fication schemes, logether with Fig. 1, in our
subsequent measurements of ¢ utilizing C2.

THE RELATION BETWEEN C? AND e—REVIEW OF
THEORIES

Theoretical studies of turbulence have concentrated
somewhatl on scales which are somewhere within the

W. K. Hocking and P. K. L. Mu

inertial subrange. In this family of scales, the tur-
bulence is assumed to be isotropic; that is, the stat-
istical propertics of turbulent motions are independent
of direction. For VHF radars, the spatial scale / = /2
which determines the backscattering from isotropic
turbulence (the so-called Bragg scale) will generally
fall within the inertial subrange up to lower meso-
spheric heights, particularly if the radar returns orig-
tnate from regions of moderate to violent mixing and
turbulence (Hocking, 1985). Within the troposphere,
where most of our radar studies concentrate, the iner-
tial range approximately covers the range from a centi-
metre or so for the inner scale out to several hundred
metres for the buoyancy scale (e.g. see Hocking, 1985,
Fig. 1; Strauch et al., 1986). This fact allows us to
utilize these well established inertial-range theories
about turbulence in our determinations. The salient
points of these theories will now be discussed.

Throughout this article, we consider only the case
of backscatter of radio signals caused by inhom-
ogeneities produced by turbulence, We recognize that
there are other physical processes that can generate
refractive index fluctuations which may in turn cause
radio wave backscatter, but such processes generally
involve production of horizontally aligned entities like
specular reflectors (e.g. Gage and Green, 1978;
Réttger and Liu, 1978; Tsuda et al., 1986; Hocking et
al., 1990, 1991). We can therefore avoid consideration
of these in our radar work by dealing only with off-
vertical radar beams in all of our studies, so henceforth
we do not discuss these reflectors in any more detail.

The refractive index structure constant C2 is a mea-
sure of the variability of the refractive index field. It
can be measured directly with a radar of the type
used in these studies, once the radar system has been
calibrated properly. The calibration procedure is
described shortly but, once the absolute value of the
transmitter power and received power are known, C?
is deduced through the relation

PRZZA”"
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where Py is the received power, z is the distance (o the
scatterers from the radar, 2 is the radar wavelength,
Py is the transmitied power, Ag,, is the radar’s effective
area, eg is a loss factor which describes power losses
in the cables, transmitter and receiver of the system,
o is a factor describing how the true gain of the radar
beam differs from the ideal directivity (a is generally
close to 1), and L is the actual transmitted pulse length
(50 that 0.5 L is the effective pulse length) e.g. Hocking
(1985), equation (35). Cohn (1994) investigated and
generally verified the 2" dependence. Some authors
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use the signal-to-noise ratio to determine the received
power, using values for the noise level based 6n known
strengths of extraterrestrial noise, but we prefer an
absolute calibration of the system using a standard
noise source because it is more accurate and less sus-
ceptible to variations in ionospheric absorption and
the effects of man-made noise.

C? is sometimes used as a crude measure of the
intensity of turbulence, because the more violent the
turbulent mixing, the more intense are the fluctuations
associated with the inhomogeneities in the refractive
index field. However, as pointed out by Ottersten
(1969), use of C? as an estimate of the intensity of
turbulence will only be valid when there exists a strong
correlation between the vertical gradient of the poten-
tial refractive index A and the mean vertical wind
shear dafdz, in which case C? is roughly proportional
to t* (see shortly). This is sometimes not true. It is
far betler (o use radar measurements of €2 1o deduce
estimates of ¢, since the latter is a more reliable esti-
mator of the strength of the turbulence. However, the
conversion from C} o & is complicated by the fact
that the relation depends on the mean potential refrac-
tive index gradient, M, which itsell depends on the
potential temperature gradient and the variation of
the humidity as a function of height.

The equation for the gradient of the radio index of
refraction is given by (e.g. Tatarskii, 1961; Vanzandt
et al., 1978; Gossard ¢f af., 1984):

P/éln0
e -'6—_.
M= —-T77.6x10 T( 3z )
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where z is height, 0 is the potential temperature, qis
the specific humidity, T is the absolute temperature
and P is the atmospheric pressure in millibars. The
term in square brackets was denated as x by Vanzandl
et al. (1978); indeed this particular form of the equa-
tion was first introduced by these authors. Note that
z tends to 1 as the humidity terms tend Lo zero. In
the lower troposphere M depends very much on the
humidity pradient and the potential temperature
gradient, both of which vary considerably, so it is not
usually accurate to interpret C2 as 2 direct measure of
turbulence intensity. Since £ is a more direct measure
of turbulence severity, it is this parameter which we
seek.

Before giving explicit expressions for g, however,
we [irst need to discuss the type of energy dissipation
rates which we can measure. The radar volume (i..
the volume defined by the radar beam-width and the
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pulse length) is generally not filled with turbulence, at
least for radars with pulse lengths of 500 m—1km.
Usually only a fraction ¥ of the radat volume is illed
with turbulence, so that the backscattered power is
only produced by scatter from within a portion of the
radar volume. Hence when we use measurements of
C? to estimate the intensily of turbulence, we are aclu-
ally determining an average over the radar volume.
Thus henceforth we write the measured energy dis-
sipation rates and structure function constants with
an overbar, to emphasize that they represent a spatial
average. This has not been necessary until now
because we have been discussing C2 and ¢ in general
terms.

An expression relating the mean energy dissipation
rate per unit mass & and the mean refractive index
structure constant C? is (Vanzandt ef of.. 1978: Gage
et al., 1980)

2 W

t= (ya% M“’)' 3
where wy is the Brunt Viisili frequency (w}=
g(0Ind{dz)). The parameler F represents the fraction
of the radar volume which is filled by turbulence, while
y is a constant to be discussed in much more detail
shortly. Vanzandt er al. (1978) used a value of
y=(0.7)"", but other variations are seen, some which
even suggcest that y is not a constand,

On substituting for M in (2), we obtain

T\ Ez wn
£ =y"2.01 x 10"(;) (__F‘”wf,) @
where y is given by the expression
4 155004 | dingfd:
x“['* T ( “idmopz)| O
Somctimes we wrile (4) as

T 3
£= C,(;,-) (CHYy (6)

where C, = ¥ x 2.01 x 10" (F"w})~*2. Values of C,
are tabulated later.

Assuming that turbulence is the cause of the radar
scatter, and assuming that pressure, temperature and
humidity measurements are available from radio-
sondes, equation (4) (or (6)) and (5) permit_deter-
mination of the kinetic energy dissipation rate from
measurements of the radar-derived refractive index
structure constant. The above relationships are not
new, having been uscd in several presentations over
recent years. For example, preliminary estimates of
typical intensities of turbulence were reporicd by
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Crane (1977, 1980), who compared radar observations
of C; with simultaneous measurements of tempera-
ture, humidity and pressure obtained from radiosonde
soundings. Subsequent models which compare radar-
derived measurements of C? with radiosonde data
have become more sophisticated, the most complete
being those by Vanzandt et af. (1978), Gage ef al.
(1980), Vanzandiet al. (1981), Fairall et af. (1991), and
Gossard er al. (1982, 1984, 1985). Other cxperimental
reports using adaptations of these formulae include
ones by Hocking er al. (1989), Cohn (1995) and Jain
et al. (1995).

However, despite the apparent similarities of these
works, there are in fact fundamental differences. Each
of these articles made different assumptions in their
derivations of £, the major variants being the ways in
which ‘F” and ‘y’ were treated. Diflerent articles used
different values for y, wilth some even laking it to be
dependent on the Richardson number R, (which is
the Brunt-Viisald frequency squared divided by the
square of the vertical shear in the horizontal vector
wind). Many authors (in fact most) did not even con-
sider the [raction F, in effect assuming it to be 1.0. Itis
important to intercompare these different hiypotheses;
we begin by examining the ‘constant’ y.

The ‘constant’y

Vanzandt er al. (1978) used the equation
e = B{dwf{dz)y* L?, where L is the ‘ouicr scale® of the
turbulence and (du)/(dz} is the shear in the mean wind,
in their derivations. They assumed that 5= 1.0 in
deriving equation (3). However, subsequent studies
have suggested that b is not 1.0 (e.g., see Hocking,
1992), and estimates of & oblained by equation (3)
may be over-estimates by a factor of up to 6 times if
the Vanzandt ef al. (1978) value of ¥ is used. But
the discrepancy becomes even more serious than this.
Several authors have provided proofs that y is a func-
tion of Richardson number. In essence, this depen-
dence arises because C3 is related to the potential
encrgy contained in the turbulence, whereas z is a
measure of the kinelic energy, so that the inter-
relationship between them depends on the ratio of
kinetic Lo potential energy in the turbulent region. To
give an extreme example, if the Brumt-Viisils fre-
quency is zero (so that the Richardson number is zero)
then there can be no potential energy contained in the
displaced eddies, but the kinelic energy can be quite
high, giving zero for the ratio of potential divided by
kinetic energy. Clearly the potential energy is not zero
for other choices of R, so it seems that this ratio must
be Richardson number dependent. Thus since the
relationship between C2 and ¢ depends on the ratios

of potential to kinelic energy, and since this ratio is
Richardson number dependent, it might not be sur-
prising to find that y could depend on the Richardson
number,

Examples of references which demonstrate this
Richardson number dependence include Ottersten
(1969), Cranc (1980), Gossard er o, (1982, 1987) and
Hocking (1992). For example, Ottersten (1969) gives

I {1—R, | (P,—R,
e ‘("R) - ;F;s;( RT“") o)

where a’ is a constlanl, R, is the gradient Richardson
number, R, is the flux Richardson number (Plate and
Arya, 1969}, and R, = P! R, P, being the turbulent
Prandtl number, K,./K;, where K, and K, are the
turbulent momentum and hecat diffusion cocflicients,
respectively. Gossard ¢f 7. (1982, 1984) present an
expression in which y effectively obeys
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where By = 3.2, Sengupta er af. (1987) produce an
even more complex version of equation (3) which
includes a correlation coefficient between temperature
and humidity perturbations (their equation (21)).
However, they then assume that this correlation
coeflicient is 1.0, which reproduces equation (3) with
y identical to the last equation.

Hocking (1992) assuined to first order a turbulent
Prandtl number of unity and obtained, via encrgy
balance arguments, the following expression for y:

N L)
T=32 1Ry

All these values diffier but; éven morce importanily,
some differ from the assumption that y is a constant.
Which y should we adopt? The apparent discrepancy
between an assumed constant for y and the Rich-
ardson number dependence also intrigued Gossard
and Frisch (1987), and they designed experiments to
test the hypothesis that P, might adjust as the Rich-
ardson number varied in such a way that (P, — R))/R,
remains constant. Figure 2, from Gossard and Frisch
(1987), shows the results of their studies and of others
before them. M is clear that the turbulent Prandtl
number does seemt Lo vary as i function of Richardson
number, but it is not really clear that the relationship
can be easily described by a simple function. Gossard
and Frisch (1987) claimed that the data approximately
obey the relation

Bﬂ R, qﬁz 60(,
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where B, ~2.7 and B,=3.2. This corresponds to a
value ol y of 0.81. The quanlity between the two ‘=’
symbols in equation (10) is also proportional to the
ratio of potential to kinetic energy in the turbulent
patch (see Hocking, 1992). .

Equation (10) is plotted in Fig. 2, but it is clear that
this equation is only an approximation. Indeed, for
values of R, less than about 0.1, it is just as good (if
not better) Lo stmply take P, = 1.0 (with a maximum
error of about 30%). To compound maltlers even
further, the measurements presented by Gossard and
Frisch (1987) were essentially only boundary layer
measorements, because they were made with an
instrumented tower. Sidi and Dalaudier (1990) mea-
sured the same quantity in the upper troposphere and
lower stratosphere, and found different values yet
again for y; specifically, they obtained y~0.21 and
y220.36 in the lower stratosphere and upper tropo-
sphere, respectively—and all ¢stimates have associ-
ated targe error bars. The theory presented by Gossard
and Frisch (1987) predicted y~0.25.

Of course none of these approximations is better
than actually being able to measure both R, and P,.
but this is generally not possible. Before deciding
about the best possible choice of y, we examine how
important it is to include the Richardson number

dependence of y il it is at all feasible-—especially lor
Richardson numbers in the range between 0 and (.25,

Thermosonde studies and the importance of the Rich-
ardson number

in order to examine the importance of this Rich-
ardson number dependence of p, we now turn to some
data collected using thermosondes carried on
balloons. The data were provided to us by James H.
Brown (personal communication), and arisc from a
series of high resolution measurements of the lem-
perature structure function constant, C;. Specifically.
the turbulence probe was comprised Lwo very sensitive
fine wires (which acted as cold wire temperature-
dependent resistive elements) separated by onc inetre;
the temperaturcs mcasured by the two wires were
differenced and squared to give the structure function
value at a separation of one metre. The structure func-
tion is given by C2 r** in the inertial range of turbu-
lence, so that at a separation of one metre the structure
function is equal 10 Cj. For compaltability with optical
C? data, the values of C,, were then converted to C2
by dividing by (80 x 10~ %x P{T?)? (see Brown et al.
(1989) for more details). Note that this conversion
produces in effect an optical €2, since it doecs not
deduce a contribution caused by to the humidity term.

1.5 usinger et al., 1971 bb, 1970 (atmosphere) [~ :
- Leere) Pruiti et al., 1973 EK d ! 1973:
- — itt et al, i Kondo et al., :
- w{ﬁ‘br;;:gygfm - (atmosphere) ' {atmosphere) :
§ 10 O RS
nd Plate, 1
E ) abo::!og)p. ! [ ]
=) TRLCae Gossard and Frisch,
Z gt O 1987 fig. 13
= 05 [ L en _(atmosphere) |
o (laboraiory)
=
]
St
=9
Q00 T T T . = =
2 Gossard and Frisch,
) 1987, equation 18. O
E viz.P,=3.6 R Kondo et al., 1978
— - best fit line
1 L IIJ_1]|| i 110l i 1 L1t ol
0.01 0.1 1.0 - 10,0

Richardson Number R,

f“ig. 2. Graphs of the inverse turbulent Prandtl number P! plotted as a lunction of gradient Richardson

number R, from a variety of references (from Gossard and Frisch, 1987). Also shown are proposed curves

by Kondo ¢t al. (1978), and Gossard and Fnsch {1987), cqualion {18). One poinl by Gossard and Frisch
(1987), with P! = 26 at R, = -0.3, is not presented.
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However. this is nol a drawback—in Tact it would
probably have been just as useful to leave the data as
C?, rather than converting to C3 at all. Nevertheless,
the conversion does permit us to make crude com-
parisons with the radar data later on. Simultaneous
high resolution measurements of winds and tempera-
tures were aiso available, so that the Brunt—Viisili
frequency and gradient-Richardson number could
also be evaluated. )

Figure 3 shows data from flight L4035 at Penn State
University on 30 April 1986, 23:06 local time. The
values of C? (optical) are shown to the left, while the
Richardson number profile is shown in the middle.
The panel to the right, of most interest (o us here,
shows two separate estimates of £, using equation (4)
but with £ set to 1.0 (and of course % = 1.0, since we
are only interested in optical C2). The approximation
F = 1is quite valid because of the very high resolution
of the studies,

We have used two values for y. First, the discrete
dots use a value of y = 0.4, which we have chosen as
the average of the four values quoted from different
references earlier (viz. average of 0.81, 21, 0.36 and
0.25). While not based on any strong physical reason,
this value does ensure that our estimates of & agree
‘with all the previous theories to within a factor of 3

"W. K. Hocking and P. K. L. Mu

or less; it is also closer to the ‘upper atmosphere’
values of Sidi and Dalaudier (1990), which are prob-
ably more appropriate once we leave the boundary
layer. It is also intcresting that this exactly matches
the value proposed for y by Hocking (1992) for the
special case P, = 1.0 and R, = 0.25.

The continuous linc in this figurc uses a value of y
equal to (3)/(22) (|1 - R)/|R)) (see equation (9)); we
have set y to zero if R, excecds 1.0. This has been done
because layers with R,>1 are in general not active
turbulence, but rather decaying turbulence: we wish
to emphasize the most active layers. Note that this
choice for y effectively assumes that P, = 1.0—bul, as
seen in Fig. 2, this is a reasonable approximation out
to R, = 0.2, being in error by no more than a factor
of two even at R, = 0.25,

The profiles are clearlydifferent, and we hightight
several important features. First, consider layer *A°.
Note that when we use y~0.4. (he layer seems to he
very weak. Bul when we use the second formulation
for 3. we sce a fayer of turbulence with a sirength
approaching 10-?m?s~"—a layer ol *moderate’ mech-
anical turbulence and quite dominant in the figure. 1t
seems very likely that the second situation is the truc
one—indced the assumption that ¥ equals a constant
quite clearly breaks down for R, < 0.2, as can be seen
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Fig. 3. Profiles of (optical} €2, Richardson numbcer, and two dilferent estimates of the turbulent cnergy
dissipation rate, using data from a halloon fight (courtesy of James H. Brown (private conymunication)).

2

The balloon catried u pair of thermosondes separated by one metre for estimation of ¢4 plus other high
resolution instrementation. The layers-denoted by "A°, *B” and 'C* are especinlly imporetant, and are
discussed in the text.
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by the departure of the data from the line denoted by
‘Gossard and Frisch, equation (18) in Fig, 2. Since
the Richardson number is very close to zeto in this
case. we can no longer expect an approximately con-
stant value of y. We also expect the layer to be quite
active because of the low Richardson number—but it
does not show strongly in the C2 profile because the
turbuience is embedded in a layer which is almost
adiabatic (either driven that way by the turbulence
or pre-existing that way before the turbulence was
created). As a consequence, a parcel of air in this layer
will show no (or at least little) deviation in temperature
from its surroundings when displaced vertically,
thereby producing a zero value for the temperature
perturbations and therefore for the temperature struc-
ture function. This is a weakness of using ther-
mosondes of this type to look for mechanically
turbulent layers—they cannot ‘see’ layers embedded
in an adiabatic temperature profile—and these are
oflen the strongest and most aclive layers. Similar
problems can arisc with radars—it is quite possible
for C7 1o be zero it a very active layer which has an
adiabatic temperature profile. However, as seen from
equation (2}, this requires both a zero potential tem-
perature gradient and a zero gradient in relative
humidity, which is a less likely event whenever there
is some humidity around. It is much more likely in the
stratosphere.

Before proceeding, we make one further point
about the thermosonde. The experiments for which
this instrument was designed were involved with sear-
ches for layers of so-called *optical turbulence’. These
are layers of turbulence which cause significant fuc-
tuations in optical refractive index and which sub-
stantially disturb the phase fronts of light waves
passing through them. They destroy viewing con-
ditions for astronomical studies, and interrupt the
passage of other types of light such as iaser radiation.
For such studies, the valuc of C? (oplical) is morc
important than &, so the thermosondes are clearly
well suited to this purpose. Our point here is not to
discredit these instruments, but merely to note that
they can also be used to measure the mechanical
strength of turbulence, provided that care is taken.
We have indicated the type of care required in such
calculations.

We now return (o our discussion about the layer of
turbulence denoted by *A’, and make two main points.
First, it is important to include the Richardson num-
ber dependence of y in determinations of ¢, especially
in cascs where the Richardson number is close Lo zero
{ <0.2). Second, it is quite possible that low values of
C} can correspond Lo very active regions of mech-

anical turbulence, a possibility which must always be
borne in mind.

Two other layers were highlighted in Fig. 3. Layer
‘B’ is a case where the Richardson number exactly
equals 0.25; it is seen that the two diferent formulae
used for y produce identical estimates of y. Finally,
layer ‘C’ is a case where a layer of large C2 appears.
By using y = 0.4, it would appear that this is a layer
of relatively strong turbulence {dots) but, when we use
equation (9), we see that the layer is very weak indeed;
the only reason that it shows so well is that the poten-
tial temperature gradient is very strong, so that even
a modest displacement of a parcel of air vertically
produces a large difference between the temperature
of the parcel and its immediate environment, thereby
making for large C} values.

The CI — & relation in radar work

Despite the Iessons learned in the last seclion, we
(and indeed most radar investigations of ¢} do not
have sufficient resolution, or indeed sufficient sup-
plementary equipment, to enable the Richardson
number to be determined to resolutions of a few
metres; generally such radars have resolutions of a
few hundred metres. In the results to be presented,
our radar had a vertical resolution of about 0.5km.
while our wind measurements had a vertical resolution
of 500-1000m. We therefore must adopt the pro-
cedure of taking y equal to a constant, which we pro-
pose to be y =04, as used in the.last section, a
compromise between the various values proposed by
various authors. We regard (3) and (4) as being accu-
rate to within a factor of 2-3 or so. Nevertheless, it is
still possible to determine the general variation of £
with time. The level of accuracy deduced in our cal-
culations is still suflicient to classily the turbulence
according to Table 2, given that the energy dissipation
rate is a quantity with a large natural variabhility.

We noted that, with the thermosondes, a zero
potential temperature gradient means that the ther-
mosonde sees no fluctuations in temperature. For
radars, the problems related Lo such ‘transparent’ lay-
ers are not quite as serious as those for thermosondes,
because even if the temperature gradient is adiabatic
it is possible that the humidity gradient may be non-
zero, thereby still allowing the radar to #luminate the
layer. However, it could well be that layers might
exist in which both the potential temperature and the
humidity have zero gradients. This might especially
be true in very well mixed layers, where the turbulence
itsell might drive both quantities to be uniformly
mixed within the layer. At upper heights, where ¢
itself approaches zero, the problem may well be worse.
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There is little that we can do at this stage except to
recognize that the problem exists. Future sim-
ultaneous high resolution and radar studies are needed
to determine the frequency of occurrence of such
layers.

The filling factor, ¥

We now turn to a more detailed discussion of the
filling factor F. Determination of F is generally not
possible directly, so it is here that'the theory of Van-
zandt ez al. (1978), 1981 becomes especially important.
These papers developed a relation between the frac-
tion F and kilometre-scale wind shears and tempera-
ture gradients, so that # can be estimated from radar
and radiosonde data.

Aircrafl measurements were used to show that

lies in the range 0.01 <F<0.1 (Gage er al., 1980),
but no aircraflt measurements were available in our
experiment. Using the statistical model proposcd by
Vanzandt et al. (1978), Gage ef af. (1980) treated the

roduct F' w3 as a single paramelter, and determined
P glep _

it by the relation
ol
!l."ﬂw!s — ?‘F'I.\Tg (’ I)

where o is (he variance of (he microshear, ie. the
variance of the wind shears at scales much less than
the radar vertical resolution. We analyze our dala in
‘layers’, where the layer thickness is typically chosen
to be equal in depth to the pulse-length of the radar
(about 0.5km). According to Vanzandt cf af. (1978)

and Gage et al. (1980), g, is equal to 0.010s~" in

the troposphere. The parameter t, is the normalized
critical shear which is defined as (s /e, ). where 5, is
the critical shear defined as the windshear value which
must co-cxist with the existing temperulure profilc in
order to produce a Richardson number of 0.25 within
the layer under consideration.

In our radar experiments, we took some pains to
measure F. The quantities F and F'” 2 werc evalu-
ated in the following way, following Vanzandt er «f.
(1978). First, radiosonde data were used to produce
plots of temperature and horizontal winds as a func-
tion of height. The wind data had only about 500 m-
I km resolution, whilst ithe temperature was displayed
with a resolution of about 50m. A detailed profile of°
the Brunt-Viisild frequency as a function of heighs
wits then obtiained from the temperature data. Both
the temperature profile-and the Brunt—Viisild fre-
quency prolile were then convolved with a Gaussian
function with a width ofabout 500 m or | km (depend-
ing on the radar pulse length which was being used by
the radar at the time of the experiment), in order to
make them compatible with the radar and wind data.
Examples of both smoothed and unsmoothed protiles
of urg arc shown in Fig. 4. The ‘critical shear® at which
turbulence is expected was then determined using
sF = 4w}, Finally, Fwas determined by evaluating the
integral described in equation (10) of Vanzandt ¢f af,
(1978), which cssentially determines the probability
of turbuience occurring in the radar volume for the
measured values ol the mean wind-shear £ and the
Bruni-Viiisild [requency. The procedure is based upon
the assumption that turbulence will exist wherever the

12 ¢ e
. 10 F o
g s
3 N
£ 6L
< 4 F
2 b May 05, 0900 CST
0 _ 1 I W1
-6 -5
10 10

w,’ ( rad’s”

Fig. 4. Sample profile of the square of the Brunt-Viisals frequency, in this case for a radiosonde flight at
09.00 on 5 May 1991. The dash—dot profile shows the data at 50 m resolution, and the solid line shows the
result of convolving the high resolution data with a Gaussian function of approximate width | km.
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Dissipation of kinetic energy in the troposphere

Richardson number is locally less than (.25. We also
note that, whilst the radar was capable of measuring
the eastward component of the winds by Doppler
methods, we could not measure the northward com-
ponent because the beam could not be steered in that
direction. Hence we mainly use the radiosonde winds
in all our analyses.

We evatuate both Fand F'? w}; the latter quantity
varies only slightly for different atmospheric con-
ditions, so that equation (4} is a fairly robust equa-
tion with respect to calculation of F' ©j. Finally, we
note that, since the ‘original’ model of Vanzandt ef af.
(1978) was proposed for the calculation of C2 in the
free atmosphere, there were two subsequent models
which are improvements to the original; they are Van-
zandt et @l. (1981)and Warnock and Vanzandt (1985),
the latter of which deals principally with improve-
ments in the application of numerical techniques, We
feel that comparisons with the original model are
adequate for the purposes of the current study.

RADAR DATA—EXPERIMENTAL PROCEDURES AND
RESULTS

We now turn to a discussion of a series of combined
radar and balloon measuremenis of & using the
Adelaide VHF atmospheric radar. We utilize equation
(4} and equation (5) to determine this quantity, with
¥ = 0.4 as discussed above. In addition, we evaluate
F using numerical calculations based on the original
statistical model of C? by Vanzandlt e af. (1978).

The following discussion focuses on the results from
observations made using the 54.1 MHz Doppler radar
at Buckland Park, South Australia (35°S, 138.5°E).
Equation (4) forms the basis of our derivations, which
we apply using radar measurements of C2 and radio-
sonde measurements of T, P and ¢ to determine £ We
also examine the degree of correlation between pro-
files of C2 and M. This is especially important in
determining the likely effects of variations in y near the
radar and near the radiosonde. We note that accurate
estimates of y are necessary for reasonable application
of equalion (4). In conditions of low humidity, x is
close to 1, so that equation (4) is particularly easy
to apply. Uniortunately, conditions of fow humidity
prevail only occasionally in the troposphere, though
%~ 1 occurs more generally in the stratosphere. In this
work we use balloon measurements to determine .
Provided that atmospheric conditions near the radar
are nol too different to those near the radiosonde,
radiosonde estimates of y lead to quile reasonable
estimales ol £ over the radar.

1789

Instrumentation

The radar, described in some detail by Vincent es
al. (1987), funclioned as a narrow beam Doppler radar
with a one way half-power half-width of 1.6". The
radar beam was generally pointed at §1° off-vertical
(usually to the West), in order to eliminate the cflects
of specular reflections (e.g. Gage and Green, 1978;
Raottger and Liu, 1978; Tsuda er al., 1986; Hocking ¢+
al., 1990, 1991). The typical pulse repetition frequency
was 4096 Hz, and coherent integration was petformed
over 1024 successive points. The peak power trans-
mitted was 40 kW. The radar was calibrated carefully
for absolute determination of signal strengths before
use by using a noise generator as a reference (e.g.,
see Cohn (1994) for a discussion on calibration pro-
cedures). The efficiency of the radar system was detet-
mined by comparing the strength ofefadio sky noise
received by the system to that received with a single,
accurately matched dipole, during periods when there
was no dominant VHF radio source at the radar fre-
quency in the sky (This ensured that the reccived VHF
skynoise was moderately isotropic in nature.). The
efficiency factor of the radar was determined to be
about 40%, a factor which was used to convert the
received signals to absolule values of C2. We cmiph-
asize that the skynoisc measurements were only used
to determine the cfliciency of the radar: €1 itsoll was
found by proper calibration using a noise source (c.g.,
sec Cohn, 1994).

Whilst Gage er al. (1980) discussed the possibility
of using climatological values for T and P in their
determinations ol &, we prefer to use radiosonde data
{(specifically temperature, humidity and horizontal
wind speed) coupled with the radar data te improve
our accuracy. Determination of y is especially impor-
tant. The radiosondes were flown by the Adclaide
Weather Burcau from Adeclaide airport, some 35km
South of the radar site (sce Figs 5 and 6 ). The analysis
presented here is o case study of three mornings and
three evenings ol data tuken during the approach and
passage of a cold [ront in the autumn month of May
1991; significant dates and {imes are tabulated in Table
3.

The radiosondes used were Vaisala RS80-15 instru-
ments, with a thermocap capacitive bead 1o measure
temperatures, a humicap thin film capacitor to mea-
sure humidity and a capacitive aneroid to measure
pressure. Temperatures were measured to a resolution
of +0.1°C, relative humidity to + 1%, and pressurce
to +0.1 hPa. The respective accuracics were +0.2"°C,
+2% and 0.5 hPa. Response times were typically 2—
45 near ground level, 5-8 s at 100 hPa (approximately
16 km altitude) and 15-25s at 10 hPa (approximately

<Ay
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Fig. 5. Weather map for 6 May 19.91 at 09.00 local time, with trajectorics of the motion of the major high

and low pressure cells involved in this study. The centre of the high pressurc cell on 3,4.5 and 6 May is

shown as ‘@, and the low pressure’s centre on 5 and 6 May are indicated by ‘@". Numbers by the ® and

@ indicate day numbers in May, where a superscript *9" refers to 09.00 and a superscript ‘21" refers 1o
21.00 local time.

N
Buckland Park VHF radar
Murray River
!
Adelaide
papor / TN~
/
/

Fig. 6. Map of the area in which (he experiments took place. The larger map shows southern South
Australia, and the insct shows the relative positions of the radar and Adelaide airport, where the balloon
launches occured, The radar and the airport were about 35km apart,

-
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Table 3. Values of ground-level pressure 7,,,, (hPa}, the mean vertical wind shears § {rescaled to be inunits of 10-*57"), the

average iraction of the radar volume which is turbulent F, model parameter F'7'z} and the model constant €, divided by 107

(see the line following equation {6)), tabulated as a function of time. We have used y = 0.4, as suggesied in section 3.3, Note

that the guantity F'"wd can be determined simply by multiplying F"*t2 by 0.25 x 10"* (sce equation L1). so we have not

tabulated both quantitics. Also given are the correlation coeflicient r, the associated 95% conlidence limits for r (denoted r,,
and r,) and the slope m of the best fit line for a scatter plot between logaM? and log,(power x height?),

Troposphere .
DatefTime P Fx10? F F'*%2 C /107 Hry, ry) "

3 May, 21.00CST 1030.7 2.86 0.0371 1.5658 0.208 0.946 (0.834, 0.985) 09838
4 May, 09.00CST 10209 2.79 0.0303 1.5734 0,206 0.469 (—0.080, 0.800) 04119
21.00CST 1024.7 1.95 0.0295 1.5191 Q218 0.847 (0.574, 0.950) 0.9248
5 May, 09.00 CST 10159 2.25 0.0228 1.5431 0212 0.458 (—0.122, 0.785) 0.4749
21.00CST 10149 120 0.0300 1.6140 0.199 0.904 (0.7 18, 0.970) {1.7992
6 May, 09.00 CST 1019.1 3.90 0.0620 1.5847 0.204 0.917(0.753.0.974) 0.9605

32 km altitude). These quantities were digitized onto
a personal computer al high lemporal resolution and
then smoothed (o give dala at 10s intervals, or
approximalely 50m resolution. Winds wcre also
determined from the radiosonde by tracking the bal-
loon by radar, but the resolution of these data was
typically about 1 km.

Experimental program

The VHF radar ran continuously between 3 and 6
May 1991, but we concentrate our analysis on periods
during which radiosonde flights were made. The
radiosondes were actually launched at around 08.20
and 20.20 Australian Central Standard Time (Uni-
versal Time + 9:30) on each day, and the flights lasted
for about 40 mins before telemctry stopped. The radar
data presented here were typically determined from a
4 h wide window centred on the launch times of the
balloons, where the windows generally covered the
periods 07.00-11.00 and 19.00-23.00 inclusive.

During the period beginning at 09.00 CST on 3
May (Australian Central Standard Time) and ending
at 21.00 CST on 4 May, a high-pressure sysiem was
the dominant feature over the region. For the latter
parl of the obscrvation period, the effects of an
approaching cold-front started to become important,
with the high moving first in an eastward direction
and then later towards the north-east. The ground
level pressure readings for the six periods of study are
given in Table 3, and Fig. 5 shows the general features
in more detail. It also shows the paths of the centres
of the high and low pressure systems which were
important in this study. i

Table 3 also shows a varicty of parameters which
summarize some important conditions for each exper-
imental run. Quanlities which are indicated by an
overbar are averages over the whole height range
which was recorded-typically from 2 to 8.5km. In

order to malch the radar data, the ‘mean shears® pre-
senled here were determined with 1 km height resol-
ution. From the table, we sce that the fractional
volume that was turbulent varied from 2.3% 10 6.2%,
which is within the range given by Gage et al. (1980).
In addition, the calculated values for F*"t} lic between
1.5 and 1.6 (approximately), which also agrees with
their estimated value of 1.5. The fact that this para-
meter is 5o nearly constant is what makes equation (4)
so uselul, allowing us to cstimate the turbulent encrgy
dissipation rate with a reasonablc degrec of certainty.
We have of course only considered a few examples,
but these did cover a wide variety of atinospheric
conditions. Note that we have not specifically tabu-
lated F'? w} in the interests of saving space; it is
proportional lo F'?tl, as indicated in the table
caption.

An important result for interpreting the energy dis-
sipation rate determinations is the relation between
the height profiles of received power (after correction
for the range, i.c. Power x z?) and the mean squarce
gradient of gencralized potential refractive index, M2,
Whilst we have noted that equation (4) can Lo some
extent be reduced to a dependence on climatological
values, ils application is improved i’ we use radio-
sonde data. Application of this technigue also relics
on assumed similaritics between x at the radar and
radiosonde sites. Thus application of this equation
becomes all the more reliable if the conditions at the
radar and the radiosonde are similar. Therefore we
created scatter plots in which the two variables to be
compared were (i) the log of the 4h mean range-
corrected power at each height step and (ii) the log of
the mean squarc gradient of potential refractive index
as deduced from the radiosonde at the matching
height step. We then calculated the correlation
cocflicient r and slope m between the two data sets,
The correlation between AM?* and the backscattered
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Fig. 7. Profiles of log,,(Power x z7) and log,,M* averaged over 4 h for the entire six periods: the total average
profile is shown on the right..The vertical lines are centred at log,(Power x z7) = 10 and log,eM* = —16.2,
respectively. As discussed in the text, we consider a good correlation between M and the radar power to
be indicative of moderately similar humidity profiles at the radar and the balloon --such similarity is
required in order to combine the radiosonde and radar data to make useful estimates of £.

power can be taken as a wmeasure of the similarity
between the regions, since a good correlation indicates
that the refractivity profiles at the two sites were very
similar. We consider this correlation to be a very
important indicator of whether or not we can make
meaningful estimales of & Figure 7 shows height pro-
files of log[Power x z!] and log[M?], while the cor-
relation coefficients r and slepes m for each of the
cases studied are given in Table 3. The correlation
coeflicients in four cases were very good, in excess of
0.84, and in addition the lower 95% confidence limits
were well above zero in these cases. However there
were two cases for which the correlations were very
poor, namely those for 4 and 5 May, both at 09.00
CST. We interpret a correfation which is substantially

greater than zero at the 95% confidence level to mean

that we can apply ¥ measurcd at the radiosonde to

our radar data and thence produce a reliable cstimate

of the energy dissipation ralces.
A notc of caution when interpreting results bascd

on thesc correlation valycs must be madc. Our com- -

parisons were made between a 4 h average at the radar
and a balloon profile which represents a continuum
of instantaneous measurements as a function of
height, but in which the data at different heights were
sampled at different times spread over a 40 min period.
Thus the type of correlation would very much depend
on the position of the ascending balloon relative to
the radar site, as well as the spatio-lemporal variation
of the relevant atmospheric parameters, If the cor-
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Fig. 8. Profiles of C2 averaged over one half hour for the entire fifth period (5 May 1991, 21.00): the total

average profile is shown on the right and the humidity gradient profile on the left. The vertical lines are

centred at Iog.nﬁﬁ = —14.25, and the horizontal scaling for the middle panel is the same as that used in
the right hand panel.

relation between the radar and the balloon is good, it
is probabie that fairly stable atmosphetic conditions
exist, so that we are probably quite safe in assuming
that x is similar at the two sites. However, even on
occasions when the weather conditions over the two
sites might seem to a casual observer to be similar,
there may be substantial differences in the profiles
recorded by the two instruments. In such cases, we
need to look more deeply into the data, and an exam-
ination of the temporal behaviour of C? at the radar
can be a good indicator of the overall stability of
the atmosphere. Those cases in which there was poor
correlation between the height profiles of scattered
power and M? correspond {o cases in which the atmos-
pheric conditions over the radar and near the balloon
were very variable.

Presentation of resulls

We now present a selection of data from the cam-
paign for illustration. Figure 8 shows profiles of the
gradient of the specific humidity and C? for 5’ May at
21.00, We have chosen to plot these two parameters
in this figure because there have been some studies
which indicate that the humidity profile is a major
contributor to peaks in the backscattered power (c.g.
Tsuda ef al., 1988), and we wish Lo examine this possi-
bility. In the left-hand graphs two profiles of (dg)/(dz)
are shown, which correspond to different types of
averaging and fillering that were applied to the raw
data: the profile showing the finer details represents

raw radiosonde data that were filtered and averaged to
give interpolated values every 10s, which gives about
50 m resolution; for the other profile, a Gaussian con-
volution was applied to the 50m resolution data o
give approximately I km resolution values. The mid-
dle graph shows half hour means of CZ, and the right-

hand graph shows C. averaged over the interval

shown.
This particular balloon flight was chosen because

" there was good correlation between M? measured with

the balloon and (Power x z*) measured with the radar;
thus we are fairly certain that conditions at the radar
and in the vicinity of the balloon were similar. 1t is
quitc clear from the figure that the region of strongest
radar scatter correlates very well wilh a region in
which the magnitude of the humidity gradient was
very large. This was not an uncommaon feature
throughout the campaign, supporting carlier obser-
vations by Tsuda et al. (1988), who also showed that
regions of enhanced C? generally correlated with
regions of large humidity gradient. This re-emphasizes
the importance of knowing the humidity gradient pro-
file fairly well in order to make reasonable estimates
of &.

Figures 9-11 show a more detailed set of graphs
describing the data from three scparate selected days.
They include profiles of potential temperature § (K),
%, specific humidity ¢ (g/kg), horizontal wind speed u
(m/s), wind direction and vector wind shear s {units
of 10~*s~') (magnitude only) as well as height and
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Fig. 9. For 4 May 1991, 09.00, plots of potential temperature, correction factor y, specific humidity, wind
speed, £, vertical wind shear, wind direction and the energy dissipation rates (the second pericd). In the
plots of wind direction, the length of the vector from the origin to any point represents its height, and the
direction of the same vector represents the direction of the wind at that height. In the height profiles of
energy dissipation rates, the filled circles show values without correction for %, and the open circles show
the values after correction. Blank areas in the contour plots represent missing data. The correlation between
T from the radar and M* from the radiosonde was poor on this occasion (see Table 3); thus, the estimates
of £ in this figure are less likely (o be reliable than in cases where the correlation was good, although the
values arc at least qualitatively representative of the energy dissipation rates at the time (see text).

contour plots for the mean energy dissipation rate per
unit mass (m?s™?). The height profiles of £ are not
only spatial averages but also 4 h temporal averages,
The filled circles represent ‘raw’ values, obtained by
taking x = 1 in equation (4), whilst the open circles
represent values obtained by utilizing the measured
values of %. The profiles of the humidity correction
factor y are also very important because this is the

most sensitive factor in equation (4). For this
parameter, three profiles are shown on the same plot;
the profile showing the finer details represents raw
radiosonde data that were filtered and averaged (o
give interpolated values every 10s, which gives
roughly 50 m resolution; for thé other two profiles, a
Gaussian filter was applied to the 50 m resolution data
to give approximately 1 km and 2 km resolution data,
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Fig. 10. As for Fig. 9, but for 5 May 1991, 09.00 (fourth period).

respectively. Note that the latter two profiles show
generally similar structure, indicating that the buoy-
ancy scale of the turbulence was something less than
or of the order of | km. This smoothing also ensured
that the x-data had similar resolution to all the other
types of parameters used in our determinations.

We emphasize here that it is necessary to exercise
some caution in presenting contour plots of £, because
they were derived assuming that the values of 3 and
F* wl throughout the time interval plotted remain
conslant and equal to the values deduced during the
radiosonde ascent. Of course this may not be entirely
true, but as long as y is moderately small (less than
say 3 or 4) then we can uscribe most of the variability
to true changes in the encrgy dissipation rate.

However, if  is large (of the order of 10, as actually
occurred at 21.00 on 3 May (not shown)), the varia-
bility in x is more likely also to be large. Thus in such
cases the variability in the calculated values of & may
be caused as much by the variability in x as to true
variability of the turbulence intensity (particularly
when we note that the calculated values of £ depend
on 3~ %). Therefore we must exercise some caution
when interpreting such plots.

Similar graphs were produced for all periods of the
campaign, but we have selected three for conciseness.
Nevertheless, these give a fair representation of the
types of situations encountered. Figurc 12 shows all
the proliles of the encrgy dissipation raies deduced
around the times of cach of the six balloon rcicascs.

S L
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Figure 13 shows the distribution of all measurements
made in all six periods, while Fig. 14 shows a type of
‘inverse-cumulative’ graph; i.e. the probability of £
exceeding the abscissa,

Discussion of individual periods
We now consider each of the periods of observation

in turn, highlighting important features, and conclude
with some pertinent general observations.
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Fig. 11. As for Fig. 9, but for 5 May 1991, 21.00 (fifth period); the radar-radiosonde correlation was very
good in this case.

2230

'3 May, 21,00 CST. The dominant feature on this
occasion was a high pressure system which existed
over both the radar and the airport. Turbulence
strengths were in general weak above 3km altitude,
indeed according to the categories in Table 2 there
was no turbulence at these higher heights. A layer of
moderate turbulence appears to have existed at 2-
3km allitude, probably because of convective
processes. This was a generally stable period, as might
be expected in the presence of a high pressure system.
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Fig. 12. Collection of all profiles of turbulent

energy dissipation rates deduced in this study. The data for

5 May 1991, 09.00 are probably the least rellable quantitatively, as discussed in the text.

Apart from Fig. 7, no other graphs from this period
are presented.

4 May, 09.00 CST. This interesting case exhibited
very poor correlation between the echo power and the
mean square gradient of the radio index of refraction
M?, even though at the time the region was dominated
by a high-pressure system. Figure 9 shows the per-
tinent graphs relevant to the period. Table 3 shows a
correlation coefficient of only 0.469, and the profiles
in Fig. 7 are dissimilar. However, it should be noled
that, whilst the high pressure system still dominated
the weather, the low pressure system which was to
arrive later was starting to move in from the West, and
possibly starting to exert soine influence. Although we

have not presented graphs of C? as a function of time,
these are available, and one noticeable feature at the
greater heights (above 5 km) was a fair degree of varia-
bility of C? at this time, with variations of up to 3
orders of magnitude (between 10-"" and 10" Ym-¥Y,
The large variations in C2 with time within this region
mean that the atmosphere was very disturbed, -with
accompanying larger variability in backscatter
returns. Hence we might expect that there were also
substantial spatial variations, giving rise Lo differences
in the conditions existing at the two sites (radar and
radiosonde).

Despite the poor correlation between M? and €7,
we do see that y is moderately small (~2-3) and the
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smoothed values never exceed 4 (Fig. 9). Thus, though
we should not normally determine energy dissipation
rates for this period, we feel that in this case it is
warranted. The generally smali values of x permit
greater reliability in our estimates of £, despite the
poor correlation, and further, the temporal variability
of % is less likely to be important since the values are
small. Hence we choose to plot £ in Fig. 9, despite the
poor correlation coefficient,

The resultant levels of turbulence which are
deduced, even despite the fact that they may have
some uncertainty associated with them, support the
notion that the atmosphere was very disturbed at the
time. There occurred regions of moderate turbulence,
some lasting for as long as 15 min. The whole atmo-
sphere seems to have been quite unstable and variable;
the region in which the most intense turbulence was
detecled was between 3.5 and 4km, with the tur-
bulence being significantly intermittent in nature.
Equation (4) shows that if £ is very variable spatially,
then we might expect C2 and M? measured at two
displaced sites to show poor correlation; indeed this
is seen.

Reference to the height profiles of the horizontal
wind speed and the respective wind shear shows a very
strong shear region below 2km altitude (below the
minimum height of delectability of the radar) and
another region of moderate shear around 4-5 km. This
latter region of shear is caused more by a change in
direction of the mean wind than by a change in wind
magnitude, and this rotational shear may well be the
reason for the strong turbulent layer around 4 km
altitude, The reason for the less continuous layer at

5-6km is not clear.

4 May, 21.00 CST. This is another case for which

no plots (apart from Fig. 7) are shown. The period
showed very good correlation between the humidity
gradicnt peaks and the C2 peaks — this was especially
true at 2.5, 4 and 7.5km altitude, The £ contours
showed mainly 'no’ or light turbuience, though no
contour graphs are presented for this period.

5 May, 09.00 CST. This is one of two periods that
showed very poor correlation between log[Power x z?|
and log[M?] in Fig. 7; the other, on 4 May, 0900, has
been discussed already. The primary reason for the
poor correlation is the existence of a strong layer of
radar scatter at about 7km altitude which does not
appear in the profiles of M? deduced with lhe balloon
data.

The relevant detailed graphs for this perlod are
shown in Fig. 10. The plot of y as a function of altitude
in Fig. 10 shows a profile in which the smoothed valucs
are remarkably constant with height, while ¢ and 0
arc also quite smoothly varying with height. Thus,

though we might not normally calculate the energy
dissipation rates in this case becuuse of the poor cor-
relation of M? and C2, we can leel fairly confident that
calculations of £ as a function of height (and even
time) allow us to see the existence of any layers of
turbulence. Profiles and contour plots of £ have there-
fore been plotted and, despite the fact that absolule
values of 7 might be uncertain, it is seen clearly that a
layer of turbulence existed in thc region between 5
and 7km. The layer exhibited some intermittent light
turbulence embedded in regions of weaker turbulence.
Most of the rest of the atmosphere was clear of any
turbulence. The absolute values of £ for these data are
probably the least reliable of all cases becausc of
uncertainty about the values of ¥ in the layer.

3 May, 21.00 CST. This was another example of
cxcelient correlation between the humidity gradient
profile and the C? profiles. Table 3 shows a correlation
coefficient of 0.904, while the proﬁles in Fig. 7 are very
similar. Another intcrcstinb aspect of this comparison
is the fact that the peak in C? was just above the region
of the maximum humidity gradient iayer. This is prob-
ably caused by a slight tilt in the layer, giving different
heights at the two sites; it emphasizes that one must
be especiatly careful when combining the two data
sets to determine £—a difference in heights of the peak
in humidity gradients and C2 can in some cases give
rise Lo ‘artificial’ layers of turbulence, though this docs
not scem to have occurred in this particular case. The
relevant data are plotted in Fig. 11.

Part of the atmosphere below 6 km cxhibited light
turbulence, and in the latter portion of the period this
turbulence was very intermittent, particularly above
3km. A strong wind jet is observed, peaking at about
4km altitude, with some corresponding turbulence at
these heights (sec Fig. |1). Thereis also a very large
contribution to the echo power from the specific
humidity at 4km altitude but, despite the fact that
this may lead to uncertaintics in the & profile. we still
feel that the obscrvation of kight turbulence al this
height was real. The layer of turbulenee just above
2km was possibly generated by convective processes.

6 May, 09.00 CST. The contour plot for this period
(not shown) showed a similar situation existing to that
for the previous period. The intermittent nature of
atmospheric turbulence was also well displayed, just
as in Fig. 11. Once again a strong intermittent layer
was clearly evident at around 4-5km. This layer of
turbulence occurred at a height where y was small,
so the intermittency in this case is likely to have
been true turbulence intermittency. The region was
also close to a layer of strong rotational shear at
5-6 km, which may have been associnted with the
turbulence.

s
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DISCUSSION

Figure 12 shows all encrgy dissipation rate profiles
measured during the campaign. The lower graph geu-
erally shows days when the low pressure cell domi-
nated the weather; the upper graph shows times when
the high pressure cell dominated or when the silc was
in transition from domination by the high to domi-
nation by the low pressure cell. As a rule, it seems
that, whenever turbulent layers appeared at 2-3km,
they were not generally associated with any particular
wind shear. They were possibly convective in origin,
or may have been associated with land and sea breezes.
Layers of turbulence at the higher altitudes seemed
more often to be associated with either wind shears or
wind jets. Perhaps surprisingly, there seems to be no
real evidence of less upper level turbulence on days
when the high pressure cell was dominant than on
days when the low pressure cell was prominent.

Figure 13 shows the distribution of kinetic energy
dissipation rates. over the full campaign. The dis-
tribution is quite consistent with the data shown in
Fig. 1, with a geometric mean around 2 x 10~*m’s ™",
Figure 14 shows a form of ‘cumulative probability’,
using the probability that the abscissa is exceeded
rather than the probability that the value is less than
the abscissa. For comparison, two similar distri-
butions from Lee ¢f al. (1988) (who used two types
of sensors in their measurments-——one based on wind
fluctuations and one based on pressure fluctuations)
are also shown, as well as a very approximate distri-
bution based on Table 1. We have presented the data
measured with the pressure-based instrument; data
from the wind-based instrument were comparable to
the pressure-based data. The dala represented by the
‘+' symbol in Fig. | were originally presented by
Vinnichenko ef al. (1973} as simply percentage prob-
abilities for particular ‘typical’ values, but we have
converted the data to the type of format in Fig. 14
by simply summing from the large number end and
assigning the sum to the geometric mean of the
iwo energy dissipation rate levels at which the sum
stops. For example, we have considered the boun-
dary between £=1.0x10"* and 30.0x 107 to be
JB0+1.0)x 107* = 55x107*m*s ™7, and have then
taken the percentage of lime for which £ exceeds
5.5% 10-*m?*s~? as 0.094 3.0+ 7.8 11%. This is of
course only a crude conversion, which is why we have
also fitted the dashed line as another indicator. Never-
(heless, because of the log-log nature of the plot, even
variations of the percentages of the order of a factor
of 2 will not substantially shilt the curve, so that it
still represents a reasonable summary of the measure-
ments of Vinnichenko er al. (1973).
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A comparison between the [our graphs in Fig. 14
shows at least broad similarity. There is a tendency
for the radar to ‘pick out’ stronger layers; for example,
according to the radar data the chance of exceeding
£ = 10"2m?s™ " is aboul 4%, whercas the in-situ dala
suggest that it is more like 1%, However, this is not
surprising because a radar has a poorer sensitivity to
regions of smal! turbulence than an in-sifi instrumen.
Indeed a radar will often not even recognize a truly
laminar region, due to overflow of the pulse from
neighbouring turbulent regions. In gencral, the agree-
ment is reasonable, considering the fact that all the
data were measurcd at different locations and different
times using different techniques.

It should be noted that turbulence is not ener-
getically important on large scales in the atmosphere,
as can be scen from Fig. 1. Even an encrgy dissipation
ratc of 10 2m% ! corresponds o a heating rate of
only 1 K per day. However, measurements of the type
presented here are still important in the atmosphere.
both from the point of view of diffusion as well as
from thc point of view of aircraft safety. In both
regards, refining radar measurements of £ is an impor-
tant objective, since radars offer the best potential
to achieve continuous coverage in height and time.
Because of the intermittent nature of turbulence, such
coverage is especiaily important. A single balloon or
in-situ probe is very likely 1o miss many cases of
strong, short-lived turbulence; yet such bursts of
activity are the very thing which can cause the most
severe aircraft damage. Thus, despite the overall lack
of importance of turbulence in the large scale enerpy
budget, we feel that studies of the type which we have
presented are stiil of considerable significance.

There is another procedure which can be used to
measure atmospheric turbulence strengths by radar,
and that is the so-called spectral width method. We
are fully aware of the importance of this technique,
but have chosen not Lo utilize it in this paper because
of insufficient space. We have instead chosen to con-
centrale our studies here completely on the C 2
method, in an attempt to try and clarify the various
different models used with this technique. Now that
we feel more comfortable that we have cstablished a
suitable model for this €2 method, a logical next siep
will be comparisons with the spectral width method.
This will serve as an important follow-up to the work
of Cohn (1995), but with an improved C7 method.
Such a loltow-up study should also use the improved
spectral-width method described by Hocking (1996).

Finally, we rcturn briefly to & discussion of an
important issue which has implications for radar stucl-
ies of turbulence, namcly that of ‘transparent’ layers,
viz. layers of (possibly cven strong) turbulence which
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appear invisible to the radar because the potential
temperature and humidity gradients within the tur-
bulent layer are both zero. Certainly our experimental
results show substantial variability in both parameters
{Figs 4, 9-11) and as a rule the two parameters are
not generally correlated. As a consequence, we might
expect that the probability of zero gradients in both
quantities is small, so that the number of such trans-
parent layers should be small. However, this con-
ciusion cannot be definitive, because it is likely that,
though the correlation might be small, it is still poss-
ible that both quantities could be driven to zero in
well mixed layers by the turbulence itsell. This would
have little impact on the overall correlation beiween
the two types of gradients, which could remain small,
but would be important for the occurrence of trans-
parent layers. We have no way of confirming or refut-
ing the existence of such weli mixed layers; it is a topic
which certainly deserves study in the future. However,
our feeling is that in the main the radar sees most
layers of turbulence, although it certainly need not be
true that the strongest values of C? should relate to
the mosi lurbulent layers. Studies of humidity and
poiential temperature gradients in well mixed layers
should be strongly encouraged in the future.

CONCLUSION

We have examined in some detail the theories avail-
able for the conversion of C? to kinetic energy dis-
sipation rates &. fn-situ high resolution thermosonde
data were used to examine the importance of an
expected Richardson number dependence of the ‘con-
stant’ of proportionality y. We have proposed that,
wherever possible, this Richardson number should be
ineasured and incorporaled, especially for R, close to
zero. For Richardson numbers further removed from
zero (greater han, say, 0.2) it scems valid to take y to
the truly constant; we have proposed a value of 0.4.

We have presented observations of potential refrac-
tive index gradient profiles, humidity profiles, and
radar backscatter profiles, for a variety of radiosonde
launches during which simultaneous radar obser-
vations were made. A statistical model has been used
to help infer the strengths of atmospheric turbulence.
We were careful to obtain good humidity profiles,
because we have found that the humidity gradient is
4 major contributor to the potential refractive index
gradicnt. This agrees with earlier obscrvations due to
Tsuda ef al. (1988).

In the treatment of the model parameter F" w}, it
is often assumed that this can be approximated by a
constant value, which is calculated from a statistical
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analysis of the wind shears. We were able to verify
that, at least [or our data, this was indeed almost
constant. Some caution may be required if the model
is appiied to other data.

The moderately large spatial separation of 35 km
between the location of the radar and the radiosonde
launch-site is a crucial factor in the interpretation of
the results, but nevertheless we have done all that we
can to consider this difference in our determinations
and discussians, In particular, we have taken pains o
examine the correlation between M? as measured by
the radiosonde and C? as measured by the radar, and
have used this as an indicator of whether & can be
reliably deduced from the data. This was an important
aspect of this work. We should also note that, even if
the radiosonde was launched at the radar, it would still
have blown away from the radar, so that by heights of
5 or 6km there would in any case have becn a sig-
nificant horizontal separation (typically between 5 and
20 km) between the radar and the radiosonde,

Despite the moderate distance separating the radar
and ‘the radiosonde launch site, there appear to be
numerous cases when there is very good correlation
between regions of enhanced €2 and the humidity
gradient, in agreement with obscrvations wmade by
Warnock ef al. (1988) and Tsuda ef al. (1988), among
others. Indeed we emphasize that layers which pro-
duce very strong backscaller need not be the most
turbulent layers, but instead are ofien height regions
where the magnitude of (dg/dz) is large. We must be
especially careful not to assume simply that strong
backscatter is always associated with strong turbu-
lence.

There are often cases of very good correlation
between logfPower x 22) (as measured by the rudar)
and loglA?) (as measured by the radiosonde), and
when this occurs we feel that we can make reliable
estimates of the turbulent dissipation rales. Where
poor correlation exists, this was interpreted as being
caused by different weather conditions above the
radiosonde launch site and the radar. It could also
imply that the atmosphere is very variable during the
measurement run, or that the trajectory of the balloon
borne radiosonde was directed away from the radar
sitc. Our estimates of & arc Iess reliable in such cases,
especially if x is very different from [,

In most cases, the atmospherc is cither free of (ur-
bulence or has light and/or moderate turbulence. Tur-
bulence in all categories is generally very intermittent
in nature, which is in general agreement with other
more detailed studies of turbulence (Tennckes, 1973).
Our distributions of turbulence levels are in broad
agreemeni with other data collected by in-siru tech-
niques, so that it seems that the combined use of



/48

1802 W. K. Hocking and P. K. L. Mu

radiosonde data and radars offers a useful way to
measure strengths of atmospheric turbulence.
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‘was the major cause of spectral broadenin,

6.6.3.2 Spectral width estimates for determining ¢

When a backscatter radar with a narrow beam is used to study the atmosphere, it is possible
to measure the mean square fluctuating velocity of the scatterers by utilizing the spectral width of
the received signal. This is a complex process, however, with the need to pay careful attention to a
variety of contaminant effects. We will therefore now outline the principles of this procedure,

Before we begin, however, we first need the spectral width of our recelved radar signal. A
variety of methods can be used to determime this spectral width. One can utilize either the width
of the autocorrelation function where it falls to one half of its value at zero lag, or the second lag
of the autocorrelation function, or the second moment of the spectrum (e.g. see the discussion
by WOODMAN, 1985). In all cases, one must be careful about the effects of noise, since noise can
cause systematic errors. For example, noise produces a narrow spike at zero lag of the autocorrelation
function, and this spike should be eliminated before proceeding with analysis. A rocegure commonly
used to determine the spectral width is least-squares fitting of a Gaussian-like, Tn some cases, it is
necessary to remove excessively large spikes from the spectra, a procedure which is especiall ¥ necessary
when there are "mirror-like” partial reflectors in the radar volume (e.g. Hocking, 1983b). The details

of these procedures will not be considered here; we are more concerned with the interpretation of the
spectral width.

r has a velocity superimposed upon the mean speed, then

each produces a line in the spectrum with a different frequency, as illustrated in the following diagram.

| Pover

d-tn!ftj

pr'e? ven i-y

Fig. @]

If the scatterers have, for example, a Maxwellian distribution, then the vertjcal component of
velocity (w) must have a Gaussiag distribution, which js proportional to exp{—w?/( 2whass)}. Since
for a vertical beam the Doppler shift from any scatterer is f = %.w, the spectrum will have a shape
of the form ezp{—f3/(2f}ps5)}, where frms = 3 .wrps. ‘

For some vears in the early period of VHF middle atmosphere studies, it was assumed that this

g. However, for most VHF radars. this is not in fact the

case. There are other causes of spectral broadening, which while understood by a few (e.g. Atlas.
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1964; Sloss and Atlas, 1968: Atlas et al.  1969; Hockmg, 1983a, b), were not generally appreciated in
the Middle Atmosphere community. Fortunately, this attitude has changed recently. These effects

will now be discussed.

t Smallest scoles =~ llz
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Buwoyoncy 1cales
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Contributors 10 the spectral broadening at any instant.
Fig. £

For a vertically pointing beam, probably the main cause of the non-zero spectral width is the
so-called "beam broadening”, which is illustrated in fig. @-

Even if all the scatterers are moving horizontally at the same velocity, each scatterer will produce
a different Doppler shift. The nett result is a spectrum of finite width. This spectral broadening has
been modeled by several workers (e.g. Hitschfield and Dennis, 1956; Atlas, 1964; Sloss and Atlas.
1968; Atlas et al., 1969; Hocking, 1983a, b} , and for relatively narrow beams ( € about 5° half-power
half-width), the spectral half-power half-width f-}a obeys the approximate relation (in units of Hz)

T = F(L0) | Va1 04  (03)

where 0% is the two-way half-power half-width of the polar diagram in radians, and V,,, is the fotal
horizontal wind vector. The same approximation is also fairly accurate even for off-vertical beams.
but it is important to note that the total wind speed shouid be used, and not just the component
parallel to the tilt direction of the beam. This formula is based on the assumption that the scattering
is statistically isotropic, an assumption which we will relax shortly. When one compares the spectral
half-widths due to the non-fluctuating components of the wind-field to the experimental spectral
half-widths measured with the vertical beam, one frequently finds that the two are very similar.
For example. figure E:] from Hocking (1983) shows an almost 1:1 relationship between the two

parameters when spectra produced from 11s data sets were used.

This point cannot be emphasized too strongly:- the spectral widths are often domi-
nated by so called beam broadening.



There are other effects which alter the spectral width. particularly if the beam is tilted from the
vertical. Horizontal fluctuating motions will alter the spectral width {e.g. see fig. , and so wil}
changes of the mean wind with height, as occurs for example in a wind shear (e.g. fig @])- The
former effect always broadens the spectrum, whilst the latter one can either reduce or increase the

spectral width depending on the sign of the wind shear. These points are discussed in more detaji
by Hocking (1983a). for example.
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Of course the target parameter which is desired is the RMS fluctuating velocity of the scatterers,
but this often contributes only a small fraction to the total spectral width. To determine the RMS
fluctuating velocity, one should first use the measured mean wind speeds as a function of height, and

the known polar diagram (radiation pattern) of the radar, to determine the spectral haif-power half-
width f‘,n; contributed by the non-fluctuating effects. Then the contribution from the fluctuating
component fy,. can be found through the relation

Sfruce = ooy = Sy (104)

1
ic:pt

This arises because the experimental spectrum is approximately a convolution between the spectrum
which would be produced if there were no fluctuating components, and the spectrum due to the

fluctuating components alone (at least for very narrow beams (< about 5° half-power half-width);
the more general case has been modeled by Hocking, 1983a).

To properly consider all the contributions from the mean wind including wind shear, a more
accurate computer model needs to be used (eg Hocking 1983a), but in many cases equation {104)
serves as a useful approximation to obtain fing

2

Of course equation (104) is only a first-order estimate of the spectral half-width due to the non-
fluctuating component, and it also assumes that the scatterers scatter isotropically. If the scatterers
are anisotropic, as may be the case and as has been discussed previously, then the true contribution
from non-fluctuating components will be less than that calculated with (104). That equation can

still be used, but 0% must be replaced by 8% = R.0; where
2 F
g2 77"
R= {1+, (105)
3
2

#, being the true half-pdwer half-width of the radar beam, and 0,% is the half-power half-width of the
F]

polar diagram of backscatter due to the scatterers (i.e. 6'_'%_ = v/In2.8,, 8, being the aspect sensitivity
factor (e.g. see Lesicar and Hocking, JATP, 1992)).

Having now determined the contribution due to non-fluctuating aspects of the wind field, and
removed it from the experimentally determined spectral half-width, it is now necessary to decide what
this residual contribution means, and how to interpret it. There are at least 3 possible contributions
to this remaining contribution to the spectral width, namely the effects of fluctuations in the velocity
due to turbulence, fluctuations due to buoyancy waves, and the decorrelation time associated with
the decay of turbulent eddies. It is not always easy to separate out these terms.

In the case of a vertical beam, the most important effects are the vertical fluctuating component
of the turbulent velocity, and both the vertical and horizontal components of the buoyancy-wave field.
The horizontal component of the buoyancy field is important because although the beam is vertical,
if the wave amplitudes are substantial the radial components of velocity fluctuations occurring near
the edge of the beam may still contribute to the spectral broadening. This is especially true when
wide beams are used, and is an argument for the use of narrow beams when studies of turbulence are
made.

When off-vertical beams are used, both the vertical and horizontal fluctuating components of the
turbulent velocity field are important. However, the horizontal components of the buoyancy-wave
field become even more important in contributing to the spectral broadening; variations of velocity
“ due to buoyancy waves occur both as a function of position within the radar beam and also as a



function of time during the period of data collection. This latter effect can be quite dominant, and
swamp the contribution due to the turbulence. For example, fig. @, taken from Hocking (1983b)
illustrates this point, and shows the dramatic increase in spectral width recorded when an off-vertical
beam is used as compared to a vertical beam. In this case the radar was an MF radar observing the
mesosphere. and the beam-width was wider than for many VHF radars (about 4.5 half-width): data
were collected for 12 mins in order to emphasize the effect. In normal VHF experiments the effect
may not be so dramatic, but nevertheless occurs.
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Fig. [_} The solid curve shows a spectrum recorded with the Buckland Park 1.98 MHz radar, using a
10 min data iength and a beam tilted 11.6° off-vertical. The dash-dot curve shows the approximate shape of
the spectrum recorded with a vertically pointing beam at the same time. '

Thus measurements of turbulent energy dissipation rates are best made using a vertical beam. The
contribution due to turbulence can be envisaged as follows, and is illustrated in fig. E] Backscatter
occurs predominantly from scatterers with scales of the order of the radar half-wavelength, but these
scatterers are carried around by the larger scales. The mean square fluctuating velocity measured
by the radar is then the integrated effect from scales of the order of the radar half-wavelength out to
scales comparable with the radar volume (e.g. Sato and Woodman, 1982; Hocking, 1983a).

=
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For radars with pulse lengths and beam-widths comparable to the buoyancy scale of turbulence,
scales even beyond the buoyancy scale may contribute to the mean square fluctuating velocity, al-
though fortunately with reduced contributions. Let us say that the measured mean-square fluctuating
velocity is due to a fraction F from scales within the inertial range of turbulence, and the remaining
contribution comes from scales within the buoyancy range. The exact value of F depends on the
radar configuration, sampling time, etc., and for the present we will not concern ourselves with its
evaluation. '

Then we may write (following Hocking 1983a, 1986) that the velocity variance observed with the
radar is

v = [Ou(k)dk (106)

where O11(k;) is the longitudinal one-dimensional spectrum function (e.g. see earlier) for the
direction radial from the radar. The integration is performed over all scales which can affect the radar
measurements, which for VHF radars means scales out 1o the radar puise length or the buoyancy
scale of turbulence, whichever is larger. For a radar pulse length of 600 m, say, this means that scales
well into the buoyancy range will be effective, since the thicknesses of these lavers is often well below
600 m (e.g. CRANE, 1980; BARAT, 1982) and the inertial range-buoyancy range transition scale
is usually several times less than the layer thickness (e.g. BARAT, 1982). If it is assumed that a
fraction F of the measured velocity variance resides in the inertial range and the rest in the buoyancy
range, we may write that the measured velocity variance v? obeys the relation



ST

--kB kl
]k elt(kt)dkl'i'ﬂ Ou(ks)dk, = F - o? (107)
—Kx B

where kg is the wave number of the buoyancy scale {transition scale between the inertial and

buovancy ranges) and ky is the Bragg backscatter wave number. For Kelmogorofl, inertial-range
turbulence. and defining the turbulent energy dissipation rate as £, we may take

Ou(k) = 1244C 2 | k PPP= 1244Ce2 P (kPP (108)

s and solve for € in terms of kg, ki, and v2. C is well known from careful atmospheric experiments
(e.g. CAUGHEY et al., 1978) to be close to 2.0.

This may then be used (e.g. Hocking, 1983a) to derive

e=¢.Lg/ (L;{’ - (-2-) ) (109)
where y -
E.=2r (m) (02) /LB (110)

If F is taken to be 0.5 and C? = 2.0, then we can write approximately that

€ =345 (F)S“/LB. N (111)

WEINSTOCK (1978b) has suggested that the Buoyancy scale relates to the Brunt-Vaisala fre-
quency and the energy dissipation rate through the relation

‘ and using this relation with our earlier equations gives

122471 —
€=[ c2 ]vzfg, (112)

fB being the Brunt-Vaisala frequency in Hz. Again taking F = 0.5 and C = 2.0, we may write

£~ 3.1v3fg (113)
! Notice that this also means that
' L 1 l?ﬁj2L
v B=1l.l—],
' /B

a useful reiation for making radar estimates of the Buoyancy scale.
Of course 2 can be found from the relation
? V= el (2n2) (114)

provided of course that fiﬂm can be shown to be entirely due to the turbulence.
1
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If F actually varies up to 1.0 or down to 1/4, then the estimates represented by these equations

will be incorrect by a factor of 2-3. However, shortly we will present a revised and improved theory
which gives a better feel for the values of F.

These formulae assume that the scattering scale A/2 lies in the inertial range. However, it should
be noted that if scatter occurs from the viscous range, as may at times happen in the mesosphere,
the formulae are still largely valid. It will be noted from (#07) that the mean square velocity is an
integrated effect due to all scales between A/2 and Lg and this integration is dominated by the large
scales. A change in the spectral form from ({6§) within the viscous range will not greatly affect the
integral; at worst, the A/2 term in (}09) may need to be replaced with the inertial range inner scale.

When the radar volume has dimensions less than the buoyancy scale of turbulence, the formula
becomes slightly modified. The parameter Lg is replaced by the larger of the pulse length and
the radar beam-width at the lheight of scatter (which we will denote as L,), and the constant of
proportionality changes slightly. In this case kg in equation ()07 is replaced by a Fourier scale
representative of the range of Fourier components in the pulse (or the beam-width, whichever is
larger}. For example, if the pulse is Gaussian in shape with a half-power half-width L., then its
Fourier transform has a half-width at half-power of about 0.44 x 2x/L,. This different situation
means that for L, € Lpg, the following relation applies (e.g. Labitt, 1979; Bohne, 1982 (appendix
C); Hocking, 1996 (see shortly)) -

ex13 (?5)3’211,,. (115)

The constant (1.3) has changed considerably compared to the earlier formulae. The main reason
is that the constant 1.3. assumes that there is no Buoyancy scale, and assumes that the k™3 law
applies over all scales; thus Fourier scales of small wavenumber, although only a small contribution
to the pulse, make a large contribution to the integral. An improved mathematical discussion will be
given shortly.

The relations above may be used to determine the turbulent energy dissipation rate if one knows
the contribution to the spectrum from turbulent fluctuations. However, we still must decide whether
all the remaining spectral width is indeed due to turbulent fluctuations. Even when vertical beams
are used to measure the spectrum, there may still be a small contribution due to buoyancy waves, {as
has already been discussed), but it is possible to make at least some attempt to separate the turbulent
and buoyancy wave effects. Use of procedures which involve least-squares fitting to a Gaussian shape
help. because buoyancy-wave fluctuations of specular reflectors, for example,.can produce fairly non-
Gaussian spectra. Thus spectra dominated by buoyancy-wave fluctuations are often rejected by
such procedures. Another possibility is that used by Hocking (1988),who utilized the fact that the
buoyancy-wave field tends to have only a small contribution (if at all) from oscillations with periods
of less than 5 min. This is not to say, however, that using a data length of less than 5 mins eliminates
the wave effects, since even a fraction of a wave cycle could cause significant contributions to the
spectral width. However, one can predict how the spectral width might change as a function of data
length in this case, and by comparing this prediction to the true variation in spectral width as a
{unction of data length, can make some estimate of the relative contributions of buoyancy waves and
turbulence. Such a process has some uncertainty associated with it, but is nevertheless of some value.
An example was given in Hocking (1988).

We have not yet addressed the contribution due to the decorrelation time associated with the
finite lifetime of the eddies. In fact provided that the radar wavelength is substantially less than the
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buoyancy scale. this is not a major contribution, as will now be shown.

If the energy dissipation rate is again denoted ¢, the typical eddy scale as ¢ and the velocity
associated with such an eddy is denoted as v, then the typical lifetime T of an eddy is

T ~ £ (116)
U -
where
v2
€~ —, (117)
T
Hence . )
T (ﬁ) 2 (118)
£ T/ ¢
so that
T~ tdemd ' (119)
— Thus the growth and decay of eddies produces an autocorrelation function with a half-width at

a value of 0.5 of about v , where 7 is given by the above expression. If the autocorrelation function
is taken to be Gaussian, then its Fourier transform is also Gaussian, with a half- power half-width of
0.22 / r, and we will denote this as f;, , where "dc” stands for "decorrelation”. Thus

fue = -21:-2- ~ 22¢- 3¢}, (120)

where ¢ can be taken to be of the order /2. -
e Spaeces 5 :[ﬁ_ yﬁ%“c,gﬁnﬁqdﬁ/"ﬁgfmﬁf’&

Contrast this to the contribution due to fluctuating motions, which contribute out to scales of 444”‘%
— the order of the Buoyancy scale, Lg. In this case, we have already seen that if we take F as about

0.5, then

v
€~ 3.5-BMS

L (121)

Then the half-power half-width of the spectrum due to the fluctuating motion of the scatterers is
given by

2
S Huctim) == .8 (:\-) E?%La} (122)

Hence the ratio of spectral half-widths due to the eddy motions and the decorrelation time of the
eddies is

1
fﬂucl{m] ~ 4 [LB] 3 (123)

fdc A/2

Physically this arises because the spectral width associated with the scatterer movement is related
to the buoyancy scale Lg, (since we have seen that this width is due to the integrated effect of all
-. scales up to Lg), whilst the decorrelation time depends only on the scale of the scatterers.
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For a typical case with A/2 equal to 3m, and Lg equal to say 200 m, the ratio is about 16. Since

the total spectral width due to these two components combined is equal to the square root of the

sum of the squares, the correction due to the decorrelation time in this case would be only a {raction

of a percent. Thus provided the Buoyancy scale is greater than the Bragg backscatter scale by a few

times, the decorrelation time of the eddies is only a minor correction to the spectral width and can
usually be ignored.

It was mentioned earlier that information about the level of turbulence also exists in the correlation
functions, and can be obtained from the Full Correlation Analysis technique using spaced antennas.
Indeed, one of the output parameters of the Full Correlation Analysis is a parameter which is usually
denoted as T% and represents the correlation function half-width which would be measured with a
radar which moved along the ground with the velocity of the mean wind in the scattering tegion.
Spectral beam-broadening has been removed from this parameter, although the effects of wind-shear
have not. Thus the parameter f; = 0'22/T'} can be used in place of fuc. in all the discussions above;
the main potential problem is that there may be increased contributions from buoyancy waves if the
polar diagram of the system is wide.

Provided the effects of gravity waves can be adequately separated, or even shown to be rela-
tively unimportant, the procedures described above allows radars to be used to extract estimates of
atmospheric turbulence. '

It is also possible to infer the turbulent diffusion coefficient for a turbulent layer through the
relation

K = caefw} {124)

e.g. WEINSTOCK, 1978a, b; LILLY et al. 1974). The constant cz is quoted to have a variety of

values in the literature, ranging from about 0.25 to 1.25. The most commonly accepted value seems

to be 0.8 (WEINSTOCK, 1978). Ideally it is also necessary to know the Brunt-Vaisala frequency

averaged over the turbulent layer, but unfortunately it is not always possible to find this. Some
authors use climatological values, but it is better to use radio-sonde determinations where possible.

6.6.3.2.1 A more general theory for spectral width determinations of ¢

The above theoretical development is modestly complete, but there is one complication which
needs to be now introduced. This is the effect of the pulse-length. We have already alluded to this
in a general sense; but we now need to consider it in more detail.

The inclusion of these effects, and their impacts on radar measurements, are described in the
following article.
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ABSTRACT

The basic procedures used to determine atmospheric turbulence intensities from measurements
made with atmospheric radars are outlined. The method which utilizes the spectral width of
the signal is especially discussed, and missing assumptions which have not been fully considered in
earlier derivations are considered in more detail. It is shown that previous relations linking spectral
widths and turbulent energy dissipation rates wiil need modifications and these modifications reduce
previous radar estimates of energy dissipation rates by up to a factor of 2 or 3.

INTRODUCTION

Radars, whilst not being able to provide the height resolution availabie with rocket and in situ
measurements, offer the potential to study longterm variability of atmospheric turbulence because
of their capability to record continuously and uninterrupted for long periods of time, often in an
unattended mode. The two main procedures which are used to determine atmospheric turbulence
strengths with radars are firstly, measurement of the absolute signal strength, and, secondly, mea-
surement of the spectral width of the time series recorded with the radar, Both methods have
been discussed in some detail in the past decade (e.g. /1,2,3,4,5/). In this document we wiil very
briefly outline the techniques and highlight some of the difficulties in making these measurements,
but one of the major tasks of this paper will be to point out deficient assumptions made in earlier
derivations of rclationships between energy dissipation rate and spectral width,

To begin, one chief advantage of atmospheric radars is their ability to measure on a continuous
basis, often unattended. Such radars also have 2 moderately good height resolution (typically a few
hundred metres), although certainly not comparable to the resolution which can be obtained with
in-situ measurements. Disadvantages include the passible existence of anisotropic turbulence and
contamination by processes such as gravity wave oscillations. The radars also tend to determine an
average turbulence intensity over a volume of atmosphere which may approach a cubic kilometre.
Nevertheless these limitations, whilst perhaps limiting somewhat the instantaneous precision avail-
able in measurements of turbulence with such radars, certainly permit radars to measure a long
term morphology of the variation of mean turbulence intensities.

TURBULENT ENERGY DISSIPATION RATES BASED ON ABSOLUTE SIG-
NAL STRENGTHS
The absolute signal strength method essentially involves determining the backscattered power re-
ceived with a radar and then using radar characteristics such as the beam width, wavelength,
transmitter power, antenna gain and antenna effective area to determine an effective turbuience
structure constant C3. The relation specifically is as follows:

92Prr3AI?
ATGTm Anmcrca(ﬂ.s.:r)ﬂl’n

(1)
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where Py is the received power, % is the transmitted power, r is the range, ey and eg are the
transmitter and receiver system cfficiencies, c is the speed of light in air, G7,,, and Apg,, are the
transmitler gain and receiving area respectively, r is the pulse length, and 6,3 is the half-power
hall-width of the two-way polar diagram of the combined transmitter-receiver system /3/. For
work in the middle atmosphere, the turbulence structure function C? can then be related to the
energy dissipation rate through the following relation:

ICkwi _3nwh (2)
22,—'—,11MN

(/5/), where N is the clectron density, My is the mean electron potential density gradient, wg
is the Vaisala- Brunt frequency, and R; is the gradient Richardson number. The refractive index
structure constant C7 is related to the electron density structure constant by

aN
Ch = (5 1c 3)

The expression for 5 T N can be determined from theory (e.g. /6,7/) Equivalenl expressions for scatter
from the troposphere and stratosphere have also been given in /5/.

However, although these refations seem moderately simple, there are complications involved in eval-
uating turbulence strengths by this method. In particular, the radar vglume is often incompletely
filled, and in order to make a meaningful estimate of the energy dissipation rate it is necessary
to determine the fraction of the radar volume which is filled by turbulence. /1/ and /8/ have
discussed this problem in same detail. /2/ have zlso shown how this fraction F’ can be determined
in a climatological sense, but it is only an approximate calculation and can still lead to large errors
in the energy dissipation rate. It should also be pointed out that the expression in equation (2) de-
pends on the Richardson number. This is a deviation from eatlier theories in which it was assumed
that potential energy and kinetic energy are equipartitioned within a turbulent region. However it
has been clearly shown that such equi-pa.rt.iﬁon is not a valid assumption, and the inclusion of this
Richardson number dependence is an important modification of recent theories. /5/ has discussed

this in greater detail.

TURBULENT ENERGY DISSIPATION RATES BASED ON SPECTRAL
WIDTHS :

The second major method for determining energy dissipation rates is to measure the spectral width
determined by the radar. This also has complications of its own, not the least of which is removal
of the spectrum due to the mean motion of the wind through the radar beam. This process has
been discussed extensively by /3,4,9,10,11,12/. The theory reiated to this process has been weil
. developed, and once contaminating effects like beam broadening and wind shear broadening have
been removed from the spectral width it is possible to make an estimate of the turbulent energy
dissipation rate. However this assumes that gravity waves are not a significant contributor to the
spectral width. In fact /13,14,15/ have discussed how temporal variations due to gravity waves
may contaminate the spectral width even though the data leagth recorded may only be a small
fraction of the period of the gravity waves. Nevertheiess because of the rather oscillatory nature of
the gravity waves the spectra produced due to their presence often have particularly obvious (and
non-Gaussian) shapes which involve very peaked sections of the spectra. Such spectra can often be
identified and removed, and indeed many routine procedures utilizing th:a method include criteria,
for rejection of non- Gaussian spectra.

Then once these effects such as gravity waves and beam broadening are deconvolved from the
measured spectra, the remaining spectral width can be used to determine the energy dissipation
rate. The essence of the idea is that the spectral width measured is the integrated effect of all
scales within a turbulent patch which are within the range between the Bragg scale (i.e. 1/2 of
the radar wave length) up to the largest scale of turbulence. Assuming a Kolmogoroff form for the
turbulence spectrum we have the expression:

/by
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where o is the root mean square velocity deduced from the spectral width of the signal. Details
concerning specifics about the type of spectrum involved and the relevant constants are discussed
in more detail in /4/. In particular, it is necessary to consider the relative distribution of energy
in the buoyancy and inertial ranges. Upon integration we obtain the following expression:

A
o« P(LF ~ (S]] _ (5)

and assuming that Lg >> A/2 we have the following refationship:

€= CIE . (6)

The value of ¢; differs somewhat for different assumptions about the constants involved in the Kol-
mogoroff spectrum, but /4/ has given a value of ¢; of 3.5. This value assumes that the fluctuations
producing the radar signal are produced in roughly equal proportion by scales in the buoyancy
range and the inertial range. We shall re- address this assumption shortly.

If, in addition, we use the reiation between the buoyancy scale Lp and the Vaisala-Brunt frequency
which was specified by /16/ as :

2% 172 -3/3

bo =562 5 M
we may then write
€ = cgo’wg ' (8)

where o is a constant. /4/ has given ¢p = 0.49.

Thus we have a very simple relationship between the energy dissipation rate, the mean square
radial vetocity measured with the radar and either the outer scale of turbulence or the Brunt-
Vaisala frequency. However, one of the major purposes of this paper is to re-examine this very
simple derivatior. One can note that the key point in this derivation is an assumption that the
integration proceeds only out to the buoyancy scale of turbulence. The possibility that the relative
values of the buoyancy scale and the pulse length of the radar might somehow affect the constants
has only been considered in a very crude sense, It will be a major objective of this paper to re-
address the relative contributions from the inertial and buoyancy parts of this spectrum in greater
detail.

In contrast to this expression, (which is commonly used in mesospheric and stratospheric radar
studies), equations relating radar spectral widths and turbulent energy dissipation rates which
have been presented in the meteorological literature have tended to ignore the possibility that the
larger scales important in determining the radar spectral widths might be defined by the turbulence
outer scales. Rather, they have assumed that either the iength of the radar pulse, or the radar
beam-width, (whichever is larger) is the most important parameter in determining the outer scale
required in the above integrations. The initial derivation of this type of formula was presented
by /12/, although a more thorough derivation was presented by Labitt/17/. A summary of the
derivation produced by Labitt has been presented by /18/. In this document we will briefly outline
the derivation produced by Labitt and then we will show how it is modified when one takes into
account the existence of an outer scale of the turbulence.

RELATION BETWEEN THE RADAR SPECTRAL WIDTH AND THE
STRENGTH OF TURBULENCE WHEN THE EFFECTS OF THE BUOYANCY
SCALE ARE IGNORED

As discussed, the most thorough derivation of the relation between the radar spectral width and
the strength of turbulence has been given by Labitt /17/. Labitt begins by noting that the mean
variance of the signal is given by the following expression:

E L NININ ]
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o? = E(u}) - [E()] (9)

where u, represents the radial velocity and E represents the expectation value. The expectation is
weighted by the radar volume, and it is assumed that the weighting takes the following form:

I R S L
A(r) = 2n )3 lba? ezp{—|—5z .Zbgl} (10)
Thence:

ot = / Ar) E(u?)dr — j j (A(r) A(r2) E(u(ryur (r2)dr1972 (11)
We now note that if we assume statistical stationarity and homogeneity then

Efu(rou(rp)] = Elu(r)u(ry + 0] = Berlry — r2) = Bulér) (12)

where By is the autocorrelation function. We now let (k) be the Fourier t‘ra‘nsform of Bylr), so
that Belr) =J duelk)ezp{ik - }dk. dee is called the longitudinal spectral function, and B is the
longitudinal autocorrelation function. Then we note that

E(u?) = Bu(0) = f‘ﬁudi (13)

Gubstitution of these Fourier expressions in ( 11) leads to the following expression

ot = j du(E)1 — / / A(r_|)¢"lt-'_l,4(5,)¢‘ kraldr drq) dk . (14)

Further manipuiation then leads (for a near-vertical radar beam) to the expression

gt = [¢“(E_)[l _ c—{kii’-l-k"c’.fk’.n’]]é& (15)

Note that the term in square brackets is simply 1 minus the Fourier transform of the radar volume.
If one then takes the classical Kolmogorofl spectrum, the spectrum of vertical velocitiesas a function
of wave number k is:
E(k) k2
k) = —={1- =% 1
dee(k) 4rk‘*[l k’]' (16)
where k is the magnitude of k and so is a scalar satisfying W=k 4k + kG, aisa numerical

constant with value 0.7655C, (where C' = 2.0 /19/), and furthermore E(k) = ag?/3k~3, Then
the following expression for the velocity variance measured by the radar is cbtained:

o? = %aaﬂ'r. (17)

where . o
T= j f singk-S/3[1- Wm0 ot dkdd. (18)

=0 Jk=0

Thence 3
20VZ

_ 2 9
€= fatph’ (19)

Finally, Labitt shows that the following expressions {or T are valid: Firstly'if e 2 b
2 -1.1 5 b?
T — 2 sl 'IISF ] - —— 2
r(;e Flgizig! = @ (20)
whilst if b > a:
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5 .
Ev
The function I’ is the gamma function, and F is the confluent hypergeometric function; it turns
out that the value for £ is actually very insensitive to a/b, with it being approximately 1 (to within
10%) over all a and b in the case a > §, and within 25% of 1 in the second case. It should also be
noted here that @ and b are 1 /e hall-widths. If we use the more conventional half-power fuil widths
of the puise and the heam width, then we have ¢ = r6,/(2/(2tn2) = r8;/2.35, and b = L/2.35,
where r is the range to the scatterers, 8y is the half-power-full-width of the beam, and L is the
half-power full puise length. In the case that & = 1.53, we can write

- 2
T= 2[‘(;)0"”F[~3—1;2; - ib"-,-] (21)

o3

€ =u.795 e (22)

™
where S, is the largest of the pulse length and the beam width, and ¢c is a correction factor very
close to |. (Labitt used @ = 1.36, but we fee] that the estirnate given by /19/ of C = 2.0 and hence
a = 1.53 is more appropriate). Thus this equation looks very much like equation { 6}, except that
Lthe scale on the denominator is now related to the pulse length or beam width rather than the
buoyancy scale, and the constant differs (0.79 compared to 3.5). The difference in the constants
ariscs because in equation { 6) some contribution to the vatriance is allowed due to scales larger
than Lg, whilst equation ( 22) assumes a more abrupt cut-off at its largest scale. -

Note especially the dependence of this relation on the largest of the beam width and the pulse
length. Note also there is no dependence on a buoyancy scale Lp simply because there was no
buoyancy scale permitted in the first place. In the following section we wish to re-address this
derivation due to Labitt but allow the spectrum to simultaneously have a dependence on the outer
scale.

COMBINING THE BUOYANCY PART OF THE SPECTRUM WITHIN THE
LABITT-FORMALISM.

Fig. | shows two examples of how the spectrum might be modified if an outer scale is jncluded
in the spectral expression. Unfortunately there are almost no observational data describing the
spectral form of E(k) at small k, s0 we have simply tried to represent two possible extremes in this
plot. We have maintained a Kolmogorofl spectrum at larger k. Because of this uncertainty about
the nature of £(k} at small k, we have decided to approach this problem by numerical integration,
assuming various forms for the spectrem. Thus we return to equations ( 18) and ( 19), but we
make an assumption that E(k)is no longer given by the Kolmogorolf spectrum. Rather, we assume
that it is given by the form shown below: -

k—s/a
(14 (k/kg)"]

where n may equal -3 or n may equal -4/3. These values are not chosen for any particular physical
reason except that they describe very nicely two rather extreme forms of the spectrum in the fow
wave number range. A value of n = -3 corresponds to the case of E proportional to /2 at very
small & and this essentially is equivalent to a cutoffin the spectrum at a wave number corresponding
to an outer scale Lg. A value of n = -4/3 corresponds to a spectrum which varies as £-'/3 at small
k. (Note that the spectrum of vertical velocities should not be confused with that of horizontal
fluctuations, which has a very different power law, but is often discussed more frequently in the
literature). Representative spectra are illustrated in Fig. 1. . .
We will be evaluating a modified form of equation ( 18) for the work presented here-in: specificaily,
we will determine '

E(k) = ac?/? (23)

¥ 00 ~5/3
T= / / in’d — eotsinte4beos ) g g
9=0 Ja=o " 1+ (k/kg)"]“ € Jdkdd (24)
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Note throughout all this work that ( 19) is still valid; it will be the value for T which will change
as we vary n.

log,,(E(k))

-3.0 -2.0 -1.0 0.07 1.0
log,,(k)

Fig. 1. Representative forms for the turbulent spectra E(£), including typical possible
variations al small k. Specifically these graphs show equation ( 23), for n = -3
and —4/3. "I'he n = —3 case corresponds to a power law of the type £%/2 at small
k. and is represented by the broken line; the n = —4/3 case corresponds to a power
law of the type £='/3 at small £, and is represented by the solid line. In both cases
the bucyancy scale is the same and equals 250m; the corresponding wavenumber
lies very close to the peak in the broken curve.

We shall make the assumption throughout this derivation that the Kolmogoroff part of the spectrum
which exists at large & and the spectral shape which exists at very small k£ are continuous as they
merge into each other. The -1/3 slope is especially important because it represents a situation
similar to that described by f20/ for vertical velocity fluctuations as a function of hotizontal
wavenumber as one passes from the turbulent regime at large k (small scales) to a Eravity wave
regime at smalil & (large scales). We expect that the variation as a function of horizontal wave
number would be more important than the variation as a function of vertical wavenumber, because
the beam width usually far exceeds the pulse length for vertically pointing radars. llowever, by
considering both the spectral forms described above, we will in a broad sense cover both possibilities.
(In fact it should be noted that il perchance the variation as a function of vertical wavenumber
were 10 be more important than the variation as a function of horizontal wavenumber, then /20/
suggests that the spectral energy density should vary as £} - close to kF*/°, and thus fairly similar
to the “n = -3" case.) Also note that this contribution from gravity wave motions should not be
confused with the eariier discussion, in which the effect of temporal fluctuations of the waves, and
data length of the sample, was discussed. The effect discussed now represents-a contribution due
to spatial variability.

We begin by considering the case “n=-37 A numerical integration of equation ( 24) shows that over
a wide range of scales. T can be represented closely by the following expression:

T = (0.45Lg)*/° (25)

Hence, using ( 19) we obtain the relation

b8
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£=33— = 0470%pg (26)
Ly

This compares very favourably to the estimates made in carlicr literature, in which the equation
£ = 0.490%w} has been given e.g. see equation ( 8). Fig. 2 shows a contour graph in which the
ratio of the true value of ¢ relative to the above formula is shown for various beam widths and
various outer scales Lg. The pulse length is chosen to be a fixed value of 150 m, although almost
identical results would be obtained for other pulse lengths provided that the beam-width always
exceeds the pulse-length (a condition chosen because it is almost always true in practice for VHF
and MF radars). The area in which the Labitt formula is accurate is also highlighted; note that
throughout most of the region described by this graph the dependence of ¢ on Ly is very important
and the Labitt formalism is generally not valid.

- Labxttaccurate to 30%

- ‘ 1 | | I l’
: 0. 200. 400. 600. 800. 1000.
Buoyancy Scale (m)

Fig. 2. Map showing the accuracy of equation ( 26) as a function of beam-width and
buoyancy scale, assuming that the spectrum E(k) varies as k4/3 at small k (n =
-3). Typically the true value of ¢ (as determined from an exact evaluation of (24)
which is then applied in (19)) is less than that according to according to ( 26)
in the bottom left-hand corner, and is generally slightly greater than ( 26) in the
top right-hand corner, but in this graph we are only interested in knowing the
deviation from 1.0, regardless of whether the ratio is less than or greater than 1.
- In the bottom right-hand corner Labitt’s formula is more accurate (sce equadions
(19) - (21)) , so in that region the true value of € is compared Lo those equations. In
the region indicated by a “#” symbol, neither formula is suitable, and { 24) should
be evaluated numericalily for a suitably accurate solution. In these calculations, a
pulse length of about 150m has been used, although the results will be insensitive
to this value provided it is less than the beam-width,

The Labitt formalism is only valid if the outer scale I g is several times larger than both the beam
width and the pulse length, and the L dependence applies for all cases in which the beam-width
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is more than one half of the buoyancy scale. Nolice thal although there is some variability in this
ratio, the the variabilily is very small, generally less than 5%. Given the inaccuracies involved in
making measurements of turbulence at distances a long way from the radar, a 5% crror is almost
insignificant.

It should be noted that this equation for E(k) is the three dimensional spectrum integrated over
all &. This is not the same as the spectrum measuted for a probe moving through the turbulence
in a straight line, and the two types of spectra are often confused. For example, E(k) given above
for the Kolmogoroff spectrum is a true integration of the three-dimensional spectrum, whilst the
types of spectra discossed by 20/, for example, represent the types of spectra measured by a probe
moving in a straight line through the velocity field. However, provided the turbulence is isotropic
and three-dimensional, and the specira are governed by power laws, then the two different types
of spectra have the same slope in log-log co-ordinates. Thus for our purposes, in which we are
interested in form and not specifics about constants, and in which any constants are defined by
letting the buoyancy wave spectrum run smoothly into the Kolmogoroff spectrum, we do not need

1o be too concerned about such detaiis.

18000 TV T ]* MF
12000 1.9 +/- 10% 90km

TTT— || MsT
¢=16+-10% 70km

Beam-width (m)
g 8
| |

| 13 +- 10% STI0
104 10%
0. .M<mm y&ST2

0. 200 400 600 800
Buoyancy scale (m)

Fig. 3. Appmir‘natc contout graph showing the correction factor c; in equation { 27},
as a funclion of buoyancy scale and beam-width. The region in which the Labitt
formalism is more sccutate than ( 27) is siso shown in the bottom right-hand
comer. The small darkened region above the “Labitt™ region is an area in which
neither ( 27} nor Labitt's formulas are appropriate. On the right of the graph is
a one-dimensional map indicating relevant parts of the contour graph for different
types of radars. These different categories are essentially based on beam-width,
and in all cases it has been assumed that the beam half-power hall-width lies ap-
proximately in the range 1.5° to 5°. A typical altitude for each type of radar is also
indicated. “MF~ refers to Medium Frequency radars, "MST" refers to Mesosphere-
Stratoaphere- Troposphere radars. ST10 means Stratosphere-Troposphere radars
at typically 10 km altitude, and ST2 refers to ST radars at 2km altitude. There
in no sense in going lower than 2 km since this is the necar-field region for most ST
VHF radars.

Let us now turn to the case of n = -4/3. In this case the spectrum goes as k~*/2 as k tends 10 0.
Then in fact numerical integration of Equation ( 24) over a wide range of possible outer scales and
possible pulse lengths and beam widths gives the following cxpression:
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where c; is a correction factor. Even in this case, where the buoyancy range runs smoothly into
the turbulence spectrum but the energy invoived in the buoyancy range is higher than that in the
turbulent spectrum, it can be seen that the dependence on L g is still significant and the expression
given by Labitt is generally not appropriate. .

Fig. 3 shows the value of the correction factor over a wide range of beam widths and outer scales.
Note that the region in which the Labitt formalism is approximately correct is indicated and is
clearly only a small portion of the region. For MST radars the Labitt equation is almost never valid
and the previous expression { 27) is correct. Furthermore, the correction factor is a fairly slowly
varying term which varies from as smali as 0.9 for very small beam widths and very long outer
scales up to a factor of as high as 2 for very broad beam widths (widths of several kilometres). The
correction factor is dependent on the characteristics of the particular radar being used, but it is
not a strong function of the radar parameters and a reasonable estimate can be made in almost all
circumstances.

HORIZONTAL FLUCTUATING MOTIONS

In addition to the eflects discussed above, there is an additional effect which can in certXin circum-
stances produce an enhancement of the radar spectral width; the horizontal fluctuating motions
as a function of horizontal scale can also be important in producing an artificial broadening of the
spectral width, We shall examine this in an somewhat approximate manner.

First we shall assume, lollowing /20/, that the spectrum of horizontal velocities follows a law of
the type E,a(k) = Bk~3/3, and the vertical velocities have a spectrum as a function of horizontal
wavenumber of the form E,a(k) = v5~'/%, We are interested in the contribution of each of these
types of molions to the variance of radial velocities “seen™ by a radar. In reality each of these
spectra must be converted to a type of spectrum similar to that represented by ¢ earlier, and
then integrated over the radar beam , with a sin?8 weighting included for the u? contribution , but
this is beyond the scope of this paper. Hence we will content ourselves with the assumption that
the result of these integrations will be power laws, with exponents differing by 4/3, just as the E(k)
expressions do. Then, assuming that each is equal in magnitude at k = kg (isotropic turbulence
at this scale), the relative contributions ta the radial velocity will be approximately

2
Yrad Lw 14132
w; ~ [L"B‘] / Ox 2 (28)

where Lw represents the beam hall-power full width, Lg is the buoyancy scale, and 82 is the
half-power half-width of the radar beam. I we let the altitude of Lhe scatterers be z, then for a

vertical beam, we obtain

u? z 43

et o -
For z < 10km, Lg ~ 500m, and @, < 5°, this ratio is less than .05, so that horizontal fluctuating
motions make little contribution to the radial velocity in tropospheric studies. The contribution
for scatter from 20 km altitude becomes around 10% - 15% for a 5° half-power half-width, but is
still not important for beam half-widths less than 3° or so. However, in the case of mesospheric
studies, Lthe effect is more important, largely because of the much broader beam-width due to the
greater range. Consider an altitude of scatter of 80 km. A beam hall-power hall-width of 2¢ gives
a contribution to the mean square radial velocity due to horizontal fluctuations of only 5% relative
to the vertical fluctuations, but a half-power half-width of 5° or 10° gives comparabic contributions
to the mean square radial velocity due to horizontal and vertical fluctuating motions! Such broad
beam widths are often used by MF radars, for example, and some MST radars mnay even have
beams cut to 10° in hall-width.



Jé5

(114 W. K. flociung

Of course the expression ( 29) is very likely an over-estimate, because it did not take account of
the fact that the spectral shapes assumed are only valid for £ < kg, whereas the integrations were
in effect done assuming that the power laws given were valid over all scales. Nevertheless there
is a clear possibility that for large beam-widths, and for scatter from mesospheric heights, there
‘may be an appreciable contribution to the mean square radial velocily measured by a radar due to
horizontal fluctuating motions. Since it is fikely that the above ratio is an over-estimate, we can
conclude that this effect is not likely to be a concern for scatter from any altitude provided that
the beam half-power half-width is less than 2°, and will not be a concern in most stratospheric-
tzopospheric experiments made with a vertical beam (even for half-power half-widths out to 5°).
However (remembering that ¢ is propertional to the cube of the reot mean square radial velocity),
the possibility of a bias in estimates of ¢ as high as 50% or even more exists for MF radars and
wide beam MST radars making studies in the mesosphere. The integrals discussed above clearly
need to be evaluated in much greater detail before the exact contribution can be determined, but
the importance of this effect must be borne in mind.

CONSEQUENCES OF THIS NEW THEORY

In the following discussion, it will be assumed that the form of spectrum which varies proportionally
to £~1/3 at small & is the one which best matches the real case (fig. 3), based in part on the theory
of j20/.

One immediate consequence of this theory is that many measurements of turbulent cnergy dissi-
pation rates made with radars in the past, particularly radars with very broad beains and very
long puise lengths, will have overestimated the strength of atmospheric turbulence. As an example,
Hocking 13,14/ has shown values of energy dissipation which vary between .08 and .16 W/kg.
llowever the new theory shows that these measurements should more properly be considered as
values varying between .03 and .05 W/kg. (There is a reduction of a factor of about 23 due to
the effect presented in fig 3., and then probably an extra 50% reduction due Lo contamination by
horizontal fluctuating motions due to the eflects discussed in the last section).) These values are
much closer to the types of measurements made by rockets, e.g. /21,22,23,24/. Thus the radar
measurements and the rocket measurements ate now very much of the same order of magnitude.
One should also recognize that radars will tend to have a built-in bias in that they will tend to
respond to stronger patches of turbulence and may not see weaker patches. A rocket, on the other
hand, will see all turbulence of all strengths, but only along its trajectory. A small intense patch of
turbulence may be seen by a radar but may be missed completely by a rocket, so one should never
expect a perfect one-lo-one relationship between rocket and radar measurements of turbulence. In
fact on average radar measurements should be a little higher than the rocket measurements, but
differences of factors of 2 or 3 at the most would be expected for long term averages (although
instantaneous differences could be larger at times). However, larger average discrepancies than this
have been recorded in the past,and although some of these differences may be geophysical, this new
theory helps Lo better reconcile past rocket and radar measurements of atmospheric turbulence.

CONCLUSIONS

In this paper we have examined current methods of measurement of atmospheric turbulence by
radars and highlighted some of the strengths and weaknesses of these techniques. Of particular
importance, we have re- addressed the issue of the relationship between the spectral width measured
by radars and the strength of almospheric turbulence. We have shown that reduction factors ¢;
are necessary which may be as high as 2 and 3, particularly for wide beam radars (narrow beam
radars are less affected - fig. 3. shows the correction factor for different beam widths); this will
therefore reduce previous estimates of turbulence energy dissipation rate by values of this order.
This may go a long way to explaining previously observed discrepancies between in situ and radar
measurements of atmospheric turbulence. [t wouid be of great interest to now carry out common
volume measurements of turbulence by both radar and rocket.
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Abstract. The EISCAT (European incolerent scatter) monostatic VHF radar
operating on 224 MIlz has been used to investigate characteristics of polar
mesosphere summer echoes (PMSE) at Bragg scales of around 0.6 m. In particular,
we look at four main parameters, two of which have not been studied in any
real detail for these echoes. These parameters are absolute backscatter sirengths,
fading times, amplitude distributions, and turbulent energy dissipation rates.
‘I'he calibrated signal strengths, combined with theoretical modeling, are used to
deinonstrate that specular reflection from even the sharpest background density
gradients which have been measured thus far by rocket probes cannot be the cause
of these echoes at VHF frequencies. We also demonstrate that specular reflections
from the cdges of the large electroh density “bite-outs” (which are often observed in
association with these cchoes) cannot be responsible for the measured backscatler
strengths. However, these same gradients can, in association with turbulence, cause
measurable backscatter, but only provided that scatter is from within the inertial
subrange of turbulent electron density fluctuation spectra. This requites large
Schmidt numbers. We also use statistical studies of the amplitude distributions to
show that our echoes were due to an ensemble of scatterers in the radar volume,
rather than single entities] A new calculation concerning the expected lifetimes of

our measurements are used to show that the scatterers often have lifetimes in excess

/the scattering entities in the presence of turbulence is also demonstrated, and then

of_those which arc predicted for classical neutral turbulencef We usc this latter
point to supply additional evidence that the Schmidt number substantially exceeds

1.0.
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5. Lifetimes of Scatterers

In the following section, we wish to pursue
the issue of the lifetimes of the scatterers and
sec how these relate to the fading times of the
signals which we measure. Earlier, we ascribed
the fading times measured to be indicators of
the strength of turbulence, but we now wish to
readdress this assumption. At [requencies of 50
MHz or so, scatterers with scales of the order
of 3 m are involved, and it is generally assumed
that these scatterers are sufficiently long-lived
that their lifetimes do not impact on the fading
times of the signal; that is, it is assumed that
the scatterers exist pretty much unchanged for
at least a few seconds (we will see verification of
this assumption shortly). However, it is instruc-
tive to examine the lifetime of typical scatterers
in different regimes of the turbulence spectrum.
We will consider scatterer lifetimes for the cases
in which the scatterer is in the inertial subrange
and the viscous subrange of turbulence.

To begin, we need to define our visualization
of a “scatterer” or “scattering eddy,” at least
in regard to the following calculations. In real-
ity, a region of turbulence comprises a tangle of
twisted and contorted shapes [e.g., see Hocking
and Hamze, 1997], bul it is common Lo represenl
them in a stalistical sensc as ellipsoids. When
we refer to a scallering eddy, we will mean an
ellipsoid of electron density perturbation with
dimensions (scale) comparable Lo one half of the
radar wavelength, which may rotate and move
about. We envisage that there are also many
other such “eddies” with diflerent scales, but
these do not produce substantial backscatter at
our radar wavelength (e.g., see Hocking [1987b],
for schematic diagramns of these eddies and cal-
culations concerning their efliciency of backscat-
ter). )
In each case we will imagine that a typical
scatterer has an eddy size with depth of the or-
der of one hall a radar wavelength, (i.e., it will
have a scale of ~0.67 m for a 224-M Hz radar), al-
though we emphasize that there are many other
eddies of different size scaltered around the re-
gion; we simply concentrate on the ones. which
give strongest backscatter. If the scatterer has
a scale which places it in the viscous subrange
(as, for example, we would expect in the case of
224-M1z scatterers if the Schinidt number is 1),
the eddy will be destroyed in the time it takes
for the velocity motion on one side of the eddy

to diffuse across to the other; that is, the mo-
tions on opposite sides will be in the opposite
directions, so that by the time the momentum
on one side transfers to the other, the eddy will
have self-destructed. Thus the eddy will have a
lifetime of typically

e % (M2 [v (17)

where v is the molecular kinematic viscosity.
Kelley and Ulwick [1988] used v =~ 3 m? s/,
based on an observed temperature of 135 K, and
this value is quite appropriate here as well. Thus
al our scales, the lifetime is typically 7, =~ 0.15
s. Even if we assume that v & 1.5 m? 51, we
still have 74 = 0.3 s. Thus scatterer lifetimes are
very short, and it may be that in many cases
(especially those of slower fading) the observed
fading time is 2 measure of the scatterer lifetime,
rather than either the strength of turbulence or
even spectral beam broadening. It is probably
true that the faster fading times (which we may
take to be associated with more violent turbu-
lent mixing) do give a fair estimate of turbulence
strengths, so Figure 5 is still reasonably valid.
However, in cases where 795 is large, Figure 5
may overestimate the turbulent energy dissipa-
tion rate. Indeed, in such cases it is quite possi-
ble that the long fading times result from persis-
tent layers which may even exist in a nonturbu-
lent (laminar) environment. Such a suggestion
has also been made by Réttger and Pan [1995).
Such points are not in the majority, but there arc
enough large values to make this a noteworthy
issue. As an additional point, it is of interest to
apply (17) to the case of 6-m radar wavelengths.
In this case, 77 =~ 3 5 for ¥ 2 3 m? s~ confirm-
ing our earlier expectations of a few seconds for
the lifetimes of eddies at these scales.

If, on the other hand, the scatterer’s scale
Pla.ces it in the inertial subrange, then the eddy
Is not destroyed by viscous diffusion, but rather
by the tearing motion of smaller-scale eddies. In
this case, we can write that the eddy size £ is re-
lated to the lifetime  through the relation ¢? =
Per? [Batchelor, 1950), where 8 ~ 1, so we may
write .

re= [(a/2)%7e] " (18)

The actual lifetime of the eddy will be the
lesser of (17) and (18). For our 224-MHz scat-
terers, and assuming for the present that the
plasma turbulence follows the neutral turbu-
lence (i.e., assuming S, = 1), we may take ¢ =



0.04 W kg=! and show that the latter lifetime
is about 2 5. Since this exceeds our earlier esti-
mates (0.15 or 0.3 s), it means that such scales
would have to be in the viscous subrange and so
have a lifetime of less than 0.3 s if S, ~ 1.

It is this fact which brings us to another ma-
Jjor poiut of this paper. We note in Iigure 3 that,
in fact, there are values of 55 up to 0.5 s and
certainly many values in excess of 0.3 or (.15 s.
This should not be possible for a plasma spec-
trum which emulates that for neutral air turbu-
lence; the eddies should destroy themselves more
quickly than this in the case of S, =~ 1. The
only way in which such eddies can persist for
so long is if the diflusion coefficient associated
with the electrons is less than thal for the neu-
trals by at least a laclor 3 or 4. The diffusion
of the clectrons is determined not by the dif-
fusion coeflicient of the neutrals, », but rather
by the ion diflusion coeflicient D, and in this
case 7¢ = (A/2)?/D. Thus the existence of such

slow [ading is evidence of an electron diffusion D

considerably less than v, or a Schmidt number
in excess of 1; in this case, at least 3 or 4. In
fact if D is small enough, then the eddies with
scales of the order of 0.67 m will be in the in-
ertial subrange, and so their lifetimes will then
be governed by (18). Regardless of this final
point, however, the fact remains that the cases

of slower fading certainly cannot be accounted
for if the plasma turbulence follows the spectral
form of the neutral turbulence, and the only way
in which such slow fading times are possible is
if D is much less than v, that is, if the electron

diffusion is much slower than the diffusion of the

neutrals.



79

REFERENCES

The following references are not by any means complete, but serve as a useful starting point for

further sources of information.

Anadarao B.G., Raghavarao, R., Desai, J.N.: J. Atmos. Terr. Phys, 40, 157-163, 1978.

Barat, J.: J. Appl. Meterology, 21, 1480-1488, 1982a.

Barat, J.: J. Appl. Meterology, 21, 1489-1496, 1982b.

Barat, J.: J. Atmos. Sci., 39, 2553-2564, 1982c.

Batchelor, G.K.: The Theory of Homogeneous Turbulence, Cambridge University Press, 1953.

Batchelor, G.K., Roy, J.: Meteorol. Soc., 76, 133-146, 1977.

Battaner, E. Molina, A.: J. Geophys. Res., 85, 6803-6810, 1980.

Blamont, J.E., de Jager, C.: Ann. Geophys., 17, 134-143, 1961.

Blamont, J.: Planet Space Sci., 10, 89-101, 1963.

Blamont, J.E., Barat, J.: in Aurora Airglow, edited by B.M. McCormac, 156-159, Reinhold Pub. Co.,
1964.

Blix, T.A., Thrane, E.V., Andreassen, O.: J. Geophys. Res., 95, in press 1990.

Blum, P., Schuchardt, K.G.H., von Zahn, U.: J. Atmos. Terr. Phys., 40,1131-1135, 1978.

Blum, P.W., Schuchardt, K.G.A.: J. Atmos. Terr. Phys., 40, 1137- 1142, 1978~

Booker, H.G., Cohen, R.: J. Geophys. Res., 61, 707-733, 1956.

Bradshaw, P.: “An Introduction to Turbulence its Measurement”, Pergamon Press, 1975.

Chakrabarty, D.K., Beig, G., Sidhu, J.S., Chakrabarty, H., Narayanan, R., Modi, N.K., Das, S.R.,
Chakrabarty, P.: J. Atmos. Terr. Phys., 49, 975-980, 1987.

Chakrabarty, D_K., Beig, G., Sidhu, J.5. Das, 5.R.: J. Atmos. Terr. Phys., 51, 19-27, 1989.

Chandra, S.: Planet. Space Sci., 28, 585-593, 1980.

Chanin, M.L., Hauchecorne, A.: J. Geophys. Res., 86, 9715-9721, 1981.

Colegrove, F.D., Hanson, W.B., Johnson, F.S.: J. Geophys. Res., 70, 4931-4941, 1965.

Colegrove, F.D., Johnson, F.S., Hanson, W.B.: J. Geophys. Res., 71, 2227-2236, 1966

Czechowsky, P., Ruester, R., Schmidt, G.: Geophys. Res. Letts., 6, 459-462, 1979.

Czechowsky, P., Inhester, B., Klostermeyer, J., Reid, .M., Ruester, R., Schmidt, G.: Handbook for
MAP, vol 28, 459-466, Scostep Secretariat, University of Olinois, U.S.A., 1989.

Daunilov, A.D.: Adv. Space Res., 4, 67-78, 1984,

Desaubies, Y., Smith, W.K.: J. Phys. Oceanography, 12, 1245-1259, 1982.

Dewan, E.M.: Science, 211, 1041-1042, 1981.

Dewan, E., Grossbard, N., Quesada, A.F., Good, R.E.: Geophys. Res. Letts, 11, 80-83, 1984 with
correction in Geophys. Res. Letts., 11, 624, 1984.

Dewan, E.M., Good, R.E.: J. Geophys. Res., 91, 2742-2748, 1986.

Dong, B., Yeh, K.C.: J. Geophys. Res., 93, 3729-3744, 1988.

Driscoll, R.J., Kennedy, L.A.: Phys. Fluids, 28, 72-80, 1985.

Ebel, A.: J Atmos. Terr. Phys., 42, 617-628, 1980.

Ebel, A.: J. Atmos. Terr. Phys., 46, 727-737, 1984.

Ebel, A., Manson, A.H., Meek, C.E.: J. Atmos. Terr. Phys., 49, 385-401, 1987.

Eckermann, S.D., Hocking, W.K.: J. Geophys. Res., 94, 6333-6339, 1989.

Eckermann, 5.D., Vincent, R.A.: Pure Appl. Geophys., 130, 509- 532, 1989.

Elford, W.G., Roper, R.G.: Space Res., VIII, 42-54, 1967.

Fellous, J.L., Frezal, M.E.: MAP Handbook, Vol. 2, 323-332, Scostep Secretariat, University of Illinois,



U.S.A., 1981, /78

Fritts, D.C., Rastogi, P.K.: Radio Sci., 20, 1247-1277, 1985.

Fritts, D.C., Dunkerton, T.J.: J. Atmos. Sci., 42, 549-556, 1985.

Fritts, D.C., Chou, H-G.: J. Atmos. Sci., 44, 3610-3624, 1987.

Fritts, D.C., Vincent, R.A.: J. Atmos. Sci., 44, 605-619, 1987.

Fritts, D.C., Tsuda, T. Sato, T., Fukao, S., Kato, 5.: J. Atmos. Sci., 45, 1741-1759, 1988.

Fritts, D.C., Blanchard R.C., Coy, L.: J. Atmos. Sci., 46, 423- 434, 1989.

Fritts, D.C., Yuan, Li.: J. Atmos. Sci., 46, 2562-2568, 1989.

Fukao, S., Sato, T., Kato, S., Harper, R.M., Woodman, R.F., Gordon, W.E.: J. Geophys. Res., 84,
4379-4386, 1979.

Fukao, S., M.D. Yamanaka, N. Ao, W.K. Hocking, T. Sato, M. Yamamoto, T. Nakamura, T. Tsuda and
S. Kato, “Seasonal variability of vertical eddy diffusivity in the middle atmosphere, 1. Three-year
observations by the middle and upper atmosphere radar”, J. Geophys. Res., 99, 18973 - 18987, 1994.

Gage, K.S.: J. Atmos. Sci., 36, 1950-1954, 1979.

Gage K.S., Nastrom, G.D.: Radio Sci., 20, 1339-1347, 1985.

Gage K.S., Nastrom, G.D.: J. Atmos. Sci., 43, 729-740, 1986.

Garcia, R.R., Solomon, S.: J. Geophys. Res., 90, 3850-3868, 1985.

Garrett, C., Munk, W.: Geophys. Fluid Dynamics, 2, 225-264, 1972. -

Garrett, C., Munk, W.: J. Geophys. Res., 80, 201-297, 1975.

Gibbins, 0.T., Schwartz, P.R., Thacker, D.L., Bevilacqua, R.M.: Geophys. Res. Lett., 9, 131-134, 1982.

Gordiets, B.F., Kulikov, Yu N., Markov, M.N., Marov, Ma. Ya.: J. Geophys. Res., 87, 4504-4514, 1982.

Gossard, E. D., Hooke, W.H.: Waves in ‘the Atmosphere, Elsevier Scientific Publ. Co., Amsterdam,
1975.

Greenhow J.S., Neufeld, E.L.: J. Geophys. Res., 64, 2129-2153, 1959.

Greenhow, J.S.: J. Geophys. Res., 64, 2208-2209, 1959.

Hauchecorne, A., Chanin, M-L., Wilson, R.: Geophys. Res. Letts., 14, 933-936, 1987.

Hesstvedt, E.: Geofys. Publik., 27, 1-35, 1968.

Hill, R.J., Clifford, S.F.: J. Opt. Soc. Am., 68, 892-899, 1978.

Hines, C.0.: Canadian J. Phys., 38, 1441-1481, 1960.

Hines, C.0.: The Upper Atmosphere in Motion, Am. Geophys. Union, Washington DC 433, 1974.

Hines, C.0.: J. Atmos. Sci., 45, 1269-1278, 1988.

Hirota, I.: J. Atmos. terr. Phys., 46, 767-773, 1984,

Hirota, I.;: Middle Atmosphere Handbook, vol 16, 144-148, Scostep Secretariat, University of Illinois,
U.S.A., 1985. :

Hocking, W.K.: J. Atmos. Terr. Phys., 45, 89-102, 1983a.

Hocking, W.K.: J. Atmos. Terr. Phys., 45, 103-114, 1983b.

Hocking, W.K.: Radio Sci.; 20, 1403-1422, 1985.

Hocking, W.K.: J. Geophys. Res., 93, 2475-2491, 1988. .

Hocking, W.K., May, P., Roettger. J.: Pure Appl. Geophys., 130, 571-604, 1989.

Hocking, W.K.: Handbook for MAP, vol. 27, 439-442, Scostep Secretariat, University of Mlinois, U.5.A.,
1989,

Hodges, R.R.: J. Geophys. Res., 72, 3455-3458, 1967.

Holton,J.R.: J. Atmos. Sci., 3%, 791-799, 1982.

Holton, J.R.: J. Atmos. Sci., 40, 2497-2507, 1983.

Houghton, J.T.: The Physics of Atmospheres, Cambridge University, 1977.



116

Hunten, D.M.: J. Geophys. Res., 79, 2533-2534, 1974.

Johnson, F.S., Wilkins, E.M.: J. Geophys. Res., 70, 1281-1284, 1965.

Johnson, F.S., Gottlieb, B.: Planet. Space Sci., 18, 1707-1718, 1970.

Johnson, F.S.: J. Atmos. Sci., 32, 1658-1662, 1975.

Jones, L.M., Peterson, J.W.: Meteorological monographs, 8, 176- 189, 1968.

Jones, W.L., Houghton, D.D.: J. Atmos. Sci., 28, 604-608, 1971.

Justus, C.G.: J. Geophys. Res., 71, 3767-3773, 1966.

Justus, C.G.: J. Geophys. Res., 72, 1035-1039, 1967a.

Justus, C.G.: J. Geophys. Res., 72, 1933-1940, 1967b.

Justus, C.G.: J. Geophys. Res., 73, 455-458, 1968.

Justus, C.G.: J. Atmos. Sci., 26, 1137-1141, 1969.

Kaimal, J.C., Wyngaard, J. C., Izumi, Y., Cote, O.R.: Q. J. Roy. Meteorol. Soc., 98, 563-589, 1972.

Kelley, M.C., Farley, D.T., Roettger, J.: Geophys. Res. Letts., 14, 1031-1034, 1987.

Kelley, M.C., Ulwick, J.C.: J. Geophys. Res., 93, 7001-7008, 1988.

Kellog, W.W.: Space Science Revs., 3, 275-316, 1964.

Keneshea, T.J., Zimmerman, S.P.: J. Atmos. Sci., 27, 831-849, 1970.

Keneshea, T.J., Zimmerman, S.P., Philbrick, C.R.: Planet. Space Sci., 27, 385-101 1979.

Klostermeyer, J.: Middle Atmosphere Program handbook, 28, 299- 308, Scostep Secretariat, University
of Illinois, U.5.A., 1989.

Kochanski, A.J.: J. Geophys. Res., 69, 3651-3662, 1964.

Kolmogoroff, A.N.: Doklady Akad. Nauk USSR, 32, 16, 1941. German Translation in “Sammelbzur
Statistischen Theorie der Turbulens”, Akademi-Verlag, Berlin, 1958.

Korolev, §.5., Kolenik, A.G.: Geomag. Aeron., 19, 47-50, 1979.

Kraichnan, R.H.: Phys. of Fluids, 10, 1417-1423, 1967.

Layzer, D., Bedinger, J.F.: Planet. Space Sci., 17, 1891-1911, 1969.

Lhermitte, R.: J. Geophys. Res., 88, 725-742, 1983.

Lilly, D.K., Waco, D.E., Aldefang,S.I.: J. Appl. Meterol., 13, 488-493, 1974.

Lilly, D.K.: J. Atmos. Sci., 40, 749-761, 1983.

Lilly, D.X.: J. Atmos. Sci., 46, 2026-2030, 1989.

Lindzen, R.S.: J. Geophys. Res., 86, 9707-9714, 1981.

Lloyd, K.G., Low, C.H., McAvaney, B.J., Rees, D., Roper, R.G.: Planet. Space Sdi., 20, 761-769, 1971.

Luebken, F.-J., von Zahn, U., Thrane, E.V., Blix, T., Kokin, G.A., Pachomov, S5.V.: J. Atmos. Terr.
Phys., 49, 763-775, 1987.

Manson, A.H., Meek, C.E.: J. Atmos. Terr. Phys., 42, 103-113, 1980.

Manson, A.H., Meek, C.E., Gregory, J.B.: J. Atmos. Terr. Phys., 43, 35-44, 1981.

Massie, S.T.: J. Geophys. Res., 85, 2155-2164, 1980.

Matsuno, T.: J. Meteorol. Soc. Japan, 60, 215-226, 1981. L.

McAvaney, B.J.: Small Scale Wind Structure in the Upper Atmosphere, Ph.D Thesis, University of
Adelaide, 1970.

Meek, C.E., Reid, I.M., Manson, A.H.: Radio Sci., 20, 1383-1402, 1985.

Mueller, H.G.: Planet. Space. Sci., 16, 61-90, 1968.

Muller, P., Holloway, G., Henyey,F., Pomphrey, N.: Rev. Geophys., 24, 493-536, 1986.

Nastrom, G.D., Fritts, D.C., Gage, K.S.: J. Atmos. Sci., 44, 3087-3096, 1987.

Noel, T.M.: J. Geophys. Res., 68, 2862-2863, 1963.



/77

Philbrick, C.R.: Middle Atmosphere Handbook, vol 2, 333-340, Scostep Secretariat, University of Illinois,
U.S.A., 1981.

Rastogi, P.K.: J. Atmos. Terr. Phys., 43, 511-524, 1981.

Rees, D., Roper, R.G., Lloyd, K., Low, C.H.: Phil. Trans. Roy.,Soc., Lond, A 271, 631-666, 1972.

Reid, ILM.: J. Atmos. Terr. Phys., 48, 1057-1072, 1986.

Reid, .M., Vincent, R.A.: J. Atmos. Terr. Phys., 49, 443-460, 1987.

Reid, I.M., Ruester, R.., Schmidt, G.: Nature, 327, 43-45, 1987.

Rhines, P.B.: J. Fluid Mechanics, 69, 417-443, 1975. '

Roettger, J., Rastogi, P.K., Woodman, R.F.: Geophys. Res. Letts., 6, 617-620, 1979.

Roper, R.G.: J. Geophys. Res., 71, 4427-4428, 1966.

Roper, R.G.: Turbulence in the Lower Thermosphere, in “The Upper Atmosphere Magnetosphere:
Studies in Geophysics”, 129, 117-129, National Research Council, U.S.A., 1977.

Rosenberg, N.W., Golmb, D., Zimmerman, S.P., Vickery, W.K., J.S. Theon, Space Res. XIII, 435-439,
1973.

Royrvik, O., Smith, L.G.: J. Geophys. Res., 89, 9014-9022, 1984,

Sato, T., Woodman, R.F.: J. Atmos. Sci., 39, 2546-2552, 1982. v

Sato, T., Tsuda, T., Kato, S., Morimoto, S., Fukao, S., Kimura, I.: Radio Sci.;20, 1452-1460, 1985.

Scheffler, A.O., Liu, C.H.: Radio Sci., 20, 1309-1322, 1985.

Shibata, T., Fukuda, T., Maeda, M.: Geophys. Res. Letts., 13, 1121-1124, 1986,

Shimazaki, T.: J. Atmos. Terr. Phys., 33, 1383-1401, 1971. '

Sidi, C., Teitelbaum, H.: J. Atmos. Terr. Phys., 40, 529-540, 1978.

Sidi, C., Lefrere, J., Dalaudier F., Barat, J.: J. Geophys. Res., 774-790, 1988.

Smith, S.A., Van Zandt, T.E.: Radio Sci., 20, 1331-1338, 1985.

Smith, S.A., Fritts, D.C., Van Zandt, T.E.: J. Atmos. Sci., 44, 1404-1410, 1987.

Strobel, D.F., Summers, M.E. Bevilacqua, R.M. DeLand, M.T., Allen, M.: J. Geophys. Res., 92,
6691-6698, 1987. B

Strobel, D.: Pure Appl. Geophys., 130, 533-546, 1989. _

Tatarski, V.: Wave Propogation in a Turbulent Medium translated from Russian by Silverman, McGraw-
Hill, N.Y., 1961.

Tchen, C.M.: Phys. Rev., 93, 4-14, 1954.

Teitelbaum, H.: Space. Res. VI, 438-447, 1966.

Teitelbaum, H., Sidi, C.: J. Atmos. Terr. Phys., 38, 413-421, 1976.

Feitelbaum, H., Blamont, J.E.: Planet. Space Sci., 25, 723-734, 1977.

Chrane, E.V., Andreassen, O., Blix, T., Grandal, B., Brekke, A., Philbrick, C.R., Schmidlin, F.J.,
Widdel, H.V., Von Zahn, U., Luebken, F.-J.: J. Atmos. Terr. Phys., 47, 243-956, 1985.

[suda, T., Inoue, T., Fritts, D.C., Van Zandt, T.E., Kato, S., Sato, T., Fukao, S.: J. Atmos. Sci., 46,
2440-2447, 1989. |

fan Zandt, T.E.: Geophys. Res. Letts., 9, 575-578, 1982.

7an Zandt, T.E.: Handbook for MAP,vol 16, 149-156, Scostep Secretariat, University of llinois, U.S.A.,
1985.

'an Zandt, T.E.: Radio Sci., 20, 1323-1330, 1985.

‘an Zandt, T.E., Fritts, D.C.: J. Geophys. Res., 9723-9732, 1987.

'an Zandt, T.E., Fritts, D.C.: Pure Appl. Geophys., 130, 400-420, 1989.

"incent, R.A., Ball, S.: J. Atmos. Terr. Phys., 39, 965-970, 1977,

"incent, R.A., Stubbs, T.J.: Planet. Space Sci., 25, 441-455, 1977.



7§

Vincent, R.A., Ball, S.M.: J. Geophys. Res., 86, 9159-9169, 1981.

Vincent, R.A., Reid, I.M.: J. Atmos. Sci., 40, 1321-1333, 19383.

Vincent, R.A.: J. Atmos. Terr. Phys., 46, 119-128, 1984.

Vincent, R.A.: Adv. Space Res., 7, 163-169, 1987.

Vincent, R.A., Fritts, D.C.: J. Atmos. Sci., 44, 748-760, 1987.

Von Zahn, U., Herwig, T.: Proc. NATO Advanced Study Institute, Spatmd Norway, April 12-22, eds.
B. grandal J.A. Holtet, Reidel Publ. Co., 1977.

Weinstock, J.: J. Atmos. Sdi., 35, 634-649, 1978a.

Weinstock, J.: J. Atmos. Sci., 35, 1022-1027, 1978b.

Weinstock, J.: J. Atmos. Sdi., 38, 880-883, 1981.

Weinstock, J.: Geophys. Res. Letts., 9, 863-865, 1982.

Weinstock, J.: J. Atmos. Terr. Phys., 46, 1069-1082, 1984.

Widdel, H.-U.: J. Atmos. Terr. Phys., 49, 723-741, 1987.

Wofsy, §.C., McElroy, M.B.: J. Geophys. Res., 78, 2619-2624, 1973.

Woodman, R.F., Guillen, A.: J. Atmos. Sci., 31, 493-505, 1974.

Woodman, R.F., Kugel, R.P., Roettger, J.: Radio Sci., 15, 233- 242, 1980.

Woodman, R.F.: Radio Sci., 15, 423-430, 1980.

- Woodman, R.F., Rastogi, P.K.: Geophys. Res. Letts., 11, 243-246, 1984.

Yeh, K.C., Dong, B.: J. Atmos. Terr. Phys., 51, 54-50, 1989.

Zimmermam, S.P., Champion, K.S.W.: J. Geophys. Res., 68, 3049- 3056, 1963.

Zimmerman, S.P.: J. Geophys. Res., 71, 2439-2444, 1966.

Zimmerman, S.P.: Space Res. VI, 425-437, 1966.

Zimmerman, S.P.: J. Geophys. Res., 73, 463-454, 1968.

Zimmerman, S.P., Trowbridge, C.A., Kofsky, L.L.: Space Res., XI, 907-914, 1971.

Zimmerman, S.P., Rosenberg, N.N.: Space Res., XIII, 623-628, 1972.

Zimmerman, S.P., Trowbridge, C.A.: Space Res., XIII, 203-208, 1973.

Zimmerman, S.P.: J. Geophys. Res., 78, 3927-3938, 1973.

Zimmerman, S.P., Pereira, G.P., Murphy, E.A., Theon, J.: Space Res., XIII, 209-215, 1973.

Zimmerman, S.P., Murphy, E.A.: in Proc. NATO Advanced Study Institute, Spatind, Norway, April
12-22, eds. B. Grandal, J.A Hostet, Reidel Publ. Co., 1977.

Zimmerman, S.P., Keneshea, T.J.: MAP Handbook, Vol.2, 311-322, Scostep Secretariat, University of
Ilinois, U.S.A., 1981.

Zimmerman, S.P., Keneshea, T.J.: J. Atmos. Terr. Phys., 48, 491- 507, 1986.



