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How Much of the Hippocampus Can Be
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ABSTRACT: In the spirit of Marr, we discuss an information-theoretic
approach that derives, from the role of the hippocampus in memory, con-
straints on its anatomical and physiological structure. The observed struc-
ture is consistent with such constraints, and, further, we relate the quan-
titative arguments developed in earlier analytical studies to experimental
measures extracted from neuronal recordings in the behaving rat.
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INTRODUCTION

This is not a computational model, really. Across scientific disciplines,
computational usually qualifies approaches based on the use of the com-
puter, as opposed to theoretical analysis or physical experiment. In the study
of the brain, the term vaguely suggests, in addition, that an approach is
aimed at the computations performed by a given ensemble of neurons or a
given structure. What is reported in this article is related to the latter but
not much to the former meaning of the word, since it is almost entirely
based on formal analytical derivations, not on computer simulations.
Moreover, the term model usually implies a definite system, as specified by
a collection of formulas or by a set of computer instructions or even by an
organic or living preparation, chosen to study in simplified form phe-
nomena pertaining to the "original." Our approach is not based on the
study of a definite model, but rather on the use of different formal mod-
els, each calibrated according to the specific questions asked, and on the
model-independent analysis of neuronal activity.

The hippocampus is both a structure emerging from mammalian evo-
lution and a system dedicated to its own particular operations on the in-
formation it processes. While some aspects of its organization may be the
semi-accidental result of its evolutionary history, for others, in particular
for the quantitative values of biologically tunable parameters, it is legiti-
mate to argue that they must be geared to optimize information processing.
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This approach is aimed, then, at understanding which
aspects of the organization of the hippocampus—
anatomical or physiological—stem from this higher level
requirement of optimizing the function it performs. At
the most abstract level, this function is equivalent to ma-
nipulating information in certain ways; accordingly, in-
formation theory is the basis of our approach.

Knowledge about hippocampal anatomy and physi-
ology are to be regarded, obviously, as an input to this
approach. It is perhaps less obvious, but equally true,
that ideas about the role which the hippocampus plays
in managing information within the brain are also an
input, and not an outcome, of this approach. In short,
the goal of the approach is neither to discover structure
nor to expound function, but solely to hypothesize or
establish explicit relations, whenever possible, between
structure and function. The success of the approach
must be evaluated on the basis of the number of pre-
dictive (ideally quantitative) relationships it allows to be
established, and the fraction of these that are validated
by direct experiment. It should not be evaluated on its
inability to explain those aspects of the structure which
it does not link to function, nor on the inaccuracy, omis-
sions, or fallacy of the structural and functional de-
scriptions it builds upon.

THE HIPPOCAMPUS AS
A MEMORY DEVICE

Marr's system level of the hippocampus (1971) was,
in broad terms, the same description of its functional
role in memory currently shared by several investigators
and taken as an input for the present analysis. His per-
ception of the role of formal models as providing ex-
plicit links between structure and function, leading to
verifiable predictions (ranked with his curious star sys-
tem), set the paradigm for others, including us, to fol-
low. What was lacking in his time was 1) detailed knowl-
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edge about both structure and function, but also 2) the mathe-
matics adequate to analyze formal models refined enough for his
purposes. Therefore 1) the discussion of how the theory would
be implemented within the hippocampus remained rather vague,
although it inspired subsequent work in which the correspon-
dence was made more precise (McNaughton and Morris, 1987;
Rolls, 1989), and 2) the quantitative results of his analysis were
not applicable to the real system. Nevertheless, Marr's attempt to
explain the hippocampus remains the most important reference
point for later analyses.

Following Marr, the theory considered here for the function
of the hippocampus is that it serves as an intermediate-term mem-
ory store, in which neural representations of certain events are
stored on-line as the events are experienced, and from which they
can be retrieved, off-line, by a so-called cue. This is a widespread
conceptualization of the role played by the hippocampus, origi-
nally based on evidence from human patients (Scoville and
Milner, 1957) and later discussed also in the context of experi-
mental findings with other primates and rodents (see the debates
following Rawlins, 1985; Eichenbaum et aL 1994). The findings
largely agree that memory retention by the hippocampus is lim-
ited in time (Squire, 1992); what is more controversial is whether
hippocampal forgetting follows the transfer—mediated by cued
retrieval—of the same episodic information to neocortical per-
manent storage sites, possibly after reorganization into a seman-
tic system (cf. Gaffan, 1993). In any case, typical forgetting or
transfer times would for humans be of the order of years, whereas
Marr (1971), who based a similar "transfer" notion on the idea
that it would occur during sleep, when neocortex is shut off from
sensory inputs, assumed these times to be of the order of days.

The main alternative theory, that the hippocampus operates
as a spatial computer (e.g., O'Keefe, 1990), will not be consid-
ered here, not as a tacit denial that space has intimate connec-
tions with hippocampal function, but rather because we argue
that the fact that the information being processed is wholly or
partially spatial in nature does not necessarily constrain hip-
pocampal structure (cf. Treves et al., 1992). Even within the
"memory" camp, a substantial discussion has been devoted to the
characterization of 1) the type of information which reaches the
hippocampus and 2) the transformations it goes through within
the hippocampus (e.g., Nadel, 1991, and the "forum" that fol-
lows). These are both important aspects, neither of which is at-
tended to in this article. We focus only on simpler and more ab-
stract quantitative aspects, such as the amount of information in
a representation. For example, whether the spatial information in
a representation is in terms of an egocentric or allocentric frame,
or refers to the animal's location in the rat or to external space in
the monkey, are possibilities which will not be discriminated here,
as long as they correspond to xx bits of space information. If it
were shown, to continue the example, that knowledge about
where the rat is in the arena comes to the hippocampus in polar
coordinates and is within the hippocampus transformed to
Cartesian coordinates, this would again be irrelevant to the pres-
ent discussion, except for the possible loss in resolution and in-
formation resulting from the transformation.

If we are not going to argue about what the hippocampus feeds

itself with, nor about how it digests it, what is it that will matter
to us? From our information-theoretical viewpoint, the hip-
pocampus, in order to earn* out the memory function it is spe-
cialized for, must be able to

1. Generate, on-line, appropriate neuronal representations of
the events it has to store in memory;

2. Store these representations on-line, and thus in a single
shot;

3. Hold multiple representations simultaneously in storage
within the same system;

4. Retrieve each representation from partial cues;
5. Send back the retrieved information in a readable and ro-

bust format.

These simple requirements in fact significantly constrain the
structure of the biological device that must fulfill them, especially
if they are taken quantitatively, that is, if they have to be met
with optimal or near-optimal solutions. This is what is discussed
next, with a subsection devoted to each of the requirements,
which, so as to follow the logic of the argument, are considered
in the scrambled order 4, 2. 3, 5, 1: a content-addressable mem-
ory implemented as a cascade of Hebbian associative networks,
with a free autoassociator at its core, a post-processor at the end,
and a pre-processor at the front.

A Content-Addressable Memory . . .

Requirement 4, the ability to retrieve information from par-
tial cues, that is from arbitrary subsets of the information to be
retrieved, is equivalent to requiring that the device in question be
a content-addressable memory. The qualitative, explicit nature of
the cue could be further defined as being a sensory component
of a multimodal episodic memory, or part of the context, or in
many other ways. At a quantitative and abstract level, the utility
of such a device arises from the difference between the amount
of information that has to be supplied with the cue, and the
amount of information that can be retrieved from the device. If
this difference is zero or the former is more than the latter, the
device does not operate as a memory but merely as a converter
(although the activity of individual units within the device may
still show memory effects, such as place cells maintaining their
specificity in the dark). Therefore, quantifying the information
gain provided by the system is crucial for establishing whether its
role in memory is substantial or purely coincidental. The infor-
mation content required for the cue to be effective in eliciting re-
trieval depends on the type of memory and on its load, in the
same sense that an e-mail address has a different size, on average,
from a regular mail address. If the memory is taken to hold p
item (relevant ranges for p are discussed below), the minimum
information necessary in the cue is

/cue = log2/>. • (1)

The information content of each memory item is also dependent
on the type of memory, but in general for a system based on the
parallel operation of ̂ processors, if a memory item is represented
by the values taken at a point in time by N variables associated
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with each element, it may be expected to be of order

(2)

where ieiem is the average information provided by individual el-
ements taken separately.1 Eq. 2, far from being a simple change
of notation from Ittem to ieUm-> would express, if verified, a deep
property of the type of representation used by hippocampal cells:
its additivity in terms of information, or in other words that dif-
ferent cells convey different information. In contrast, if redundant
representations were used, IiZfm would be much less than the sum
of individual i^w ' s ; whereas if the representations were synergis-
tic, it would be more than the sum.

The most important condition, for our device to be effective
as a memory, is then that Inem be much larger than Icue, and this
will be the case if Eq. 2 is approximately valid, that is if//rww grows
linearly or almost linearly with N, and of course if TV is large.
Translated into plain hippocampal terms, the hippocampus can
function as a memory if its many cells operate independently or
near independently (a few global or quasi-global constraints are
acceptable, whereas many detailed mutual constraints on their ac-
tivity would be functionally destructive).2

A very important experimental result, then, is that the hip-
pocampus indeed appears to display such functional diversity, in
that the evidence available is consistent with Eq. 2. The collec-
tion of such evidence is not simple, because 1) it is only possible
to extract the portion of the information contained in a pattern
of cellular activations which is about a limited accessible set of
correlates, such as position in space for hippocampal cells in the
rat; 2) the bias in information estimates due to limited sampling
(Treves and Panzeri, 1995) requires the collection of large
amounts of recorded activity; and 3) recording from multiple cells
simultaneously is a major task, which can now be handled but
only up to about 100 cells (Wilson and McNaughton, 1993), still
few compared with the hundreds of thousands present in the sys-
tem. The first aspect, in particular, implies that regardless of
whether the information provided by different cells is actually in-
dependent, the total measured information will never exceed a
ceiling set by the log of the limited number of variables (here,
spatial bins) considered.

Figure 1 shows that individual cells contribute independent
information, at least until information values begin to saturate as
they approach the ceiling of the maximum information possibly
associated with spatial position, as defined in the experiment. In
other words, different cells are redundant only inasmuch as they
cannot answer more (about a definite question: here, spatial po-
sition) than a full answer (cf. Rolls et al., 1996). To a theoreti-
cal, infinitely complex question it is possible, and consistent with

Essentially, the average difference between the total entropy of
the variable associated with the element, and its entropy condi-
tional to a given memory item.
2To focus on the common cohesive behavior of entire popula-
tions of cells, as often done in neurophysiology and in brain imag-
ing (talking, e.g., about global neuromodulators, or epileptogen-
esis, or activated areas), is to negate the functionally useful aspects
of parallel processing systems that arise from the diversity and in-
coherence of individual cell functions.

~

o
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Cells in the population

FIGURE 1. Average information extracted from subsets of hip-
pocampal cells from a sample of 42, about the position of die rat in
a three-arm maze, vs. the size of the subset. The data points (+) are
fitted with a simple model (solid line) that explains the deviation
from a linear increase solely in terms of ceiling effects: a separate
ceiling /£2£ = Iog23 for providing information about which arm the
rat is occupying, and one Ptfjg2 = Iog25 for providing information
about which of the five segments in which each arm has been dis-
cretized is currently occupied by the rat. The model is expressed by
the equation

IM = ISSU - # U + J3E?[l - 0,V,], (3)

with the <f>ys fit parameters. The total ceiling /miZX. = Iog2l5 (15 be-
ing the number of spatial bins) is at the top of the ordinate axis. The
linear increase extrapolated from the full information ieiem provided
by the responses of single cells (not a fit parameter) is also indicated
(dashed line). For details about this type of analysis see Rolls et al.
(1996).

current evidence, that a population of N cells would provide an
answer with an information content scaling with N, hence much
larger than the minimum information required to be supplied
with the cue (ICUe)-

A separate issue to be examined is whether the theoretical min-
imum for Icur> log2/>, is enough for a specific implementation of
a content-addressable memory to effectively retrieve a memory
item. This has been shown to be the case for the associative net-
works discussed below.

. . . Implemented as a Cascade of Hebbian
Associative Networks . . .

Requirement 2, the ability to store neuronal representations
in one shot, is satisfied by associative neuronal networks operat-
ing with Hebbian types of synaptic plasticity, as shown by a va-
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riety of formal models, including those considered by Willshaw
et al. (1969), Kohonen (1977), and Hopfield (1982). Among all
content-addressable memories, many others could be conceived,
of course, that could store representations in one shot. We focus,
however, on systems made up of neurons, characterized by a
weighed summation of inputs from other units (as opposed to a
completely arbitrary operation) and connected by synapses whose
efficacy can be modulated by activity, but only locally in space
and time. This restricts the class of systems with the required abil-
ity pretty much to variations of associative networks (Treves and
Rolls, 1991). The essential reason for this is not the sophistica-
tion of associative networks, but precisely their simplicity. More
complex networks (for example, backpropagation networks, in
which, however, synaptic plasticity is not a local effect) tend to
prefer iterative learning because their complexity yields to insta-
bilities when faced with rapid, one-shot learning (McClelland et
al., 1995). A basic associative memory function may nevertheless
coexist, as a sort of minimum common denominator, with other
functionalities within the same networks.

The crucial ingredient that endows networks of real neurons,
operating with distributed representations, with an associative
memory ability is a Hebbian type of synaptic plasticity, such as
the type known as LTP (long-term potentiation), which is in-
duced, e.g., through the action of TV-methyl-D-aspartate (NMDA)
receptors. Associative LTP is present at several synaptic systems
in the hippocampus, including the most intensely studied per-
forant path to granule cells and Schaffer collateral to CA1 sys-
tems (but possibly not the mossy fiber to CA3 system). All such
systems (not the mossy fibers) operating in cascade, along the di-
rection of preferred activation flow, can contribute to an associa-
tive memory function.3 The involvement of LTP in associative
memory has never been conclusively demonstrated, nor it is likely
that it will be in the near future (Barnes, 1995); nevertheless, its
very existence provides what would otherwise be a missing link
in our logic, and a serious one at that.

Turning to a quantitative analysis, the number p of represen-
tations that can be stored with any reasonably efficient type of
Hebbian plasticity is broadly determined by the relation

- 0 . 2 (4)

where C is the average number of associative inputs per cell, and
a is the average sparseness (Treves, 1990) of the representations.
This relation is valid for a large class of networks that store dis-
tributed representations (firing patterns) with Hebbian "learning
rules" that model associative types of synaptic plasticity. It has been
established originally for the sparsely coded version of the Hopfield
autoassociator with binary units (Tsodyks and Feigel'man, 1988;

Elasticity in the mossy fiber system would be useless for asso-
ciative memory purposes because of the small number of synapses
per receiving cell (Treves and Rolls, 1992) but may be useful in
satisfying requirement 1 (see below), although interestingly
Kande! and coworkers (Huang et al., 1995) failed to find a learn-
ing deficit in rats following the selective blockade of such plas-
ticity.

Buhmann et al., 1989) and later found to hold also for a variety
of specific models with graded response units that differ in the
type of connectivity (the architecture), the statistics of the firing
patterns, or the exact learning rule used (Treves and Rolls, 1991).
It holds also for more realistic models that incorporate a descrip-
tion of the dynamics of real neurons (see below) and is thus ex-
pected to apply to real networks in the brain, even allowing for
some semantic structure in the encoding of what the simplest mod-
els treat as independent episodic representations.4

The sparseness of the firing patterns, or intuitively speaking the
proportion of units active in a representation, is the most im-
portant quantity that balances storage capacity with representa-
tional capacity. Sparse coding {a small) allows more memory items
to be stored, but the information content of each item (hence the
representational capacity of the network) decreases. Experiment-
ally, relatively sparse coding is found to prevail in those areas such
as the hippocampus (in rats, Barnes et al., 1990; and monkeys,
Rolls et al., 1989) which are closely associated with a simple role
in associative memory; whereas in areas whose role in memory is
thought to be different, and in any case minor with respect T̂O
sensory encoding, such as the monkey temporal cortex, firing pat-
terns are found not to be sparse at all (Rolls and Tovee, 1995).

If the quantities C and a vary across the cascade of networks,
the relevant ones are of course those that produce the minimum
p (that is, the memory bottleneck). Since C, whatever the type of
connectivity, is of the order of TV or less, p also cannot exceed N
by much, and its logarithm, that is Icue, is a small number with
respect to Iitem even if the mutual information per cell, ieierm is a
small fraction of a bit, as found to be the case with the sparse fir-
ing of hippocampal cells (see Fig. 1).

If p is limited and the memory device has to function over a
lifetime, a need obviously arises for a mechanism that erases old
memories and hence allows for the storage of new ones. Among
the simplest of these forgetting mechanism (forgetting intended at
the hippocampal level, not necessarily at the behavioral level) are
constraints on the range of variability of synaptic efficacies—
which are certainly present at least in the sense that synaptic con-
ductances cannot become negative—and the gradual, passive de-
cay of synaptic enhancement.5 Denoting with 7item the mean

4Recent evidence (Skaggs and McNaughton, 1996) points at one
basic "semantic" aspect that seems to be preserved in hip-
pocampal memories: the temporal order in which different rep-
resentations were activated. Besides, rat spatial maps can be re-
garded as a further semantic structure linking the memories of
nearby positions in the environment.
5ln the Marr (1971) model with binary synaptic elements, the limit
pc on p was set by the requirement that enough synapses remain
unsaturated, that is at the lower of the two efficacy values. Thus,
saturation determines storage capacity, and decay, which would
be implemented as a "flip" back to the lower value, is the one
mechanism for forgetting (McNaughton and Barnes, 1990). In the
more efficient models that effectively use the formal equivalent of
LTD (long-term depression) along that of LTP, storage capacity is
determined by the balance between signal and noise, and satura-
tion is an accessory ingredient which, if present, has an overwrit-
ing effect similar to (continuous) decay, thus constituting an in-
dependent potential mechanism for forgetting (Barnes et al., 1994).
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permanence time of a representation in the hippocampal system,
and with dp/dt the acquisition rate, we have/ — ~itejndpldt. If the
hippocampus operates at close to its memory capacity, as an ef-
ficient system should, then

dp/dt - 0.2
Titema

(5)

which implies that if the acquisition rate varies strongly across
time, some of the other three parameters should be tunable to
maintain optimal performance. This could be verified experi-
mentally by manipulating the acquisition rate and monitoring
both sparseness and hippocampal forgetting through multiple sin-
gle-unit recording and behavioral procedures, as suggested before
(Treves and Rolls, 1994; Treves et al., 1996). Similarly, inde-
pendent changes in C, for example a reduction with aging, might
be partially compensated by tuning a or 7-ltem (Barnes et al., 1994).
If, further, Tltem is related to the exponential time constant mea-
surable in LTP decay, as their similar reduction with aging sug-
gests (Barnes and McNaughton, 1985), this might allow us to
follow changes in the time parameter with purely neurophysio-
logical means. These aspects might also be probed, in the future,
by direct measures of the average plasticity in vivo, as explained
in detail elsewhere (Treves et al., 1996).

. . . with a Free Autoassociator at its Core . . .

We now examine requirement 3, considering how to optimize
storage capacity by choosing the most suitable network architec-
ture, once the elements available are given (pyramidal cells,
NMDA receptors, etc.), and the sparseness is set as yielding the
best balance with the information content of each memory. A free
autoassociator, that is an autoassociative memory concentrated in
a compact network heavily interconnected with recurrent collat-
erals (Treves and Rolls, 1991), would be the most efficient link
in the posited associative chain, on at least two accounts: the ease
with which it can store new representations and the full use it
would make of memory space. The first factor arises from each
output cell having access, in such an architecture, to both afferent
inputs and, through at most a few synaptic steps, collateral inputs
from all the other cells in the net. This will be discussed further
below. The second factor arises from IlTirm being proportional to
N, as discussed above, with this A'' being in a single-layer network
both the total number of cells and the number of output cells.
Since/ is proportional to C, and the total information the net stores
at a moment in time is )\xszplltemi this information is proportional
to C/V, which for a free autoassociator is also the number of
synapses in the network. In fact, a reasonable estimate, established
analyzing a wide class of formal models, is that 0.1-0.2 bits could
be stored per synapse. Directed associative memory networks
(Marr, 1971), instead, are either monolayer, and then unable to
produce complete retrieval (Gardner-Medwin, 1976), or multi-
layer, and then the output cells are just a subset of the cells in the
network, as more cells are present that contribute to memory re-
trieval but do not access stations downstream. Although these nets
can still function as autoassociators (Treves and Rolls, 1991), they
use the available synaptic space less efficiendy. We believe that this

simple information-theoretic advantage has provided most of the '
evolutionary pressure for the emergence of the extensive CA3 re-
current collateral system. The value of C, about 12,000 in the rat
(Amaral et al., 1990), could be interpreted as having been maxi-
mized, in order to increase storage capacity, under the constraint
of maintaining cells electrically compact, to ensure that Hebbian
plasticity at the dendrites reflects events occurring at the soma.
Dendrites operating as effectively independent units (Softlcy, 1994)
would not implement an associative memory.

A recurrent autoassociator can be seen as iterating in time the
same operation performed just once in an equivalent but purely
feedforward system. This implies feedback, which has several ef-
fects, and could also be taken to imply a very long time to oper-
ate, involving, as it were, repetitive cycles through the recurrent
circuit. The second expectation is borne out of considering overly
simplified nondynamical models, but it is contradicted by the
analysis of formal models that include the relevant dynamical bio-
physics of pyramidal neurons (Treves, 1993). This analysis, cor-
roborated by computer simulations, shows that recurrent collat-
erals can contribute their effect over short times, of the order of
the time constant for conductance inactivation at their synapses.
Feedback, on the other hand, results in the following: 1) it com-
plicates considerably the analytical methods required to under-
stand the properties of formal models (Amit, 1989); 2) if strong,
it allows for self-sustained activation, which can subserve short-
term memory; 3) it amplifies interference among different mem-
ory representations, but very little if the coding is sparse (Treves
and Rolls, 1991), as it appears to be in the hippocampus; 4) it
can make it difficult for subtractive inhibition to control the ac-
tivity of the pyramidal cells, while at the same time allowing them
to operate efficiently as a memory—solving this conflict requires
shunting inhibition (Battaglia and Treves, 1996). Effect 1 is wor-
risome for the modelers but not for the hippocampus; effect 2
may or may not be used by the hippocampus; effect 3 is effec-
tively avoided by sparse coding, which is already there for other
reasons (see above); effect 4 merely puts additional constraints on
the organization of the inhibitory component of the circuitry, and
disruption of these constraints accounts for the ease with which
hippocampal activity can get out of hand, e.g., in epilepsy (Traub
and Miles, 1991). The existence of CA3 with its prominent re-
current collateral network suggests that these side effects are over-
ridden by the two advantages that a compact associative net pro-
vides, in terms of learning and in terms of effective usage of
synapses.

. . . a Post-Processor at the End . . .

The information retrieved within the device, in particular by
the autoassociator, has to be sent back to "external users," i.e.,
neocortical areas, with minimal waste—requirement 5. This can
be accomplished by a multilayered system of Hebbian-modifiable
backprojecting synapses (see Treves and Rolls, 1994). In addi-
tion, the CA1 network can be considered to be both the first step
in the relay from CA3 back to neocortex and the last stage of the
hippocampal associative memory system, in other words a dedi-
cated memory post-processor. One crucial advantage of having
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CA1 after the CA3 stage, is that the very compressed representa-
tion provided by CA3 pyramidal cells (in numbers, the bottle-
neck of the hippocampal system) can be reexpanded onto the
larger number of CA1 pyramidal cells. The reexpansion appears
to occur across species (Seress, 1988) and results in the same in-
formation being coded in a much more robust manner. As an ar-
tificial but intuitive example, if TV CA3 cells code for 2TV bits of
information by firing at 1 of 4 equiprobable rates, 2N CAl cells
can code the same information one bit each, by firing at 1 of just
2 equiprobable levels, with a corresponding increase in the per-
missible noise leveh Obviously the recoding is effective only if at
least it preserves the overall information content of the represen-
tation. Further, CAl can also contribute to associative retrieval
itself by increasing this information content over and beyond that
of the representation retrieved from CA3. A quantitative assess-
ment of such information content using an analytical model
(Treves, 1995) shows that both preservation and increase can oc-
cur if the CA3-to-CAl connections, the SchafFer collaterals, are
endowed with associative Hebbian modifiability. In particular,
there is an optimal range of the plasticity parameter (measuring
essentially the average modification per item as a fraction of the
total variance) which is the one that matches the plasticity of CA3
recurrent connections.

The analysis then suggest that the two synaptic systems (within
CA3 and from CA3 to CAl) may be optimally organized if they
share the same type of synaptic plasticity, in particular the same
molecular and biophysical mechanism based on NX IDA recep-
tors. This analysis is now being extended, through an appropri-
ately adapted formalism, to include the direct perforant path pro-
jections to CAl (Panzeri, Fulvi Mari, and Treves, in preparation).
It is hoped that this will clarify the contribution of direct en-
torhinal inputs to the information content in the hippocampal
output and provide indications as to the reason for the relative
abundance of perforant path and Schaffer collateral synapses onto
CAl cells.

If no substantial increase is contributed by direct perforant in-
puts, the information per cell, htemlNcAh provided by a popula-
tion of CAl cells should then be lower than in CA3 in the in-
verse ratio of the number of cells, NCAJ/NCAI- This is what is
found in preliminary analyses of data recorded simultaneously in
CA3 and CAl, and kindly provided by Matt Wilson. The ratio
is about 1.4 in the rat, and the analysis must select homogeneous
samples, with similar single-cell firing statistics in the two areas
(implying similar values for ie/em). In other words, the represen-
tation provided by CAl cells appears, from preliminary evidence,
to be slightly more redundant, and hence more robustly coded,
than in CA3.

Note that, in addition, firing patterns appear to be sparser in
CA3 than in CAl, and mean rates lower (Barnes et al., 1990).
The more pronounced sparseness may be related to CA3 being
the recurrent autoassociator, hence more subject to interference.
The lower mean rates are in principle a separate issue (exactly the
same sparseness would be measured if all firing rates were scaled
down by a common factor), but slow firing may be related to
sparse firing, at least at a general hippocampal level, in the fol-
lowing indirect sense. The distribution, across, e.g., spatial posi-

tions, of quasi-stationary currents entering the soma has a more
or less fixed shape for any cell receiving many small distributed
inputs (quasi-Gaussian, in fact); these currents result in a distri-
bution of firing rates through basically a threshold process, and
one of the simplest ways to modulate the sparseness of the dis-
tribution of rates is to alter thresholds: High thresholds yield
sparser distributions than low ones (see, e.g., Treves and Rolls,
1992). Therefore the setting of relatively high thresholds, with
the side effect of low mean firing rates, may be a mechanism
aimed, in the hippocampus, toward sparser codings.

. . . and a Pre-Processor at the Front.

Finally, the first requirement in our list is that adequate mech-
anisms exist to generate appropriate representations for memory
storage. Appropriate, in the abstract sense considered here, means
rich in information about the event that is being represented—
as rich as is compatible with the compression inherent in using a
compact associative network, and with the sparseness required to
store a large number of representations. Treves and Rolls (1992)
have produced a quantitative argument that indicates the advan-
tage of delegating this task to a specialized system, the dentate
gyrus, with its sparse mossy fiber projections onto CA3 cells. A
different argument suggests instead that the direct perforant path
to CA3 is the system apt to relay to CA3 cells the cue that initi-
ates the retrieval of a representation. For the mossy fiber inputs
to provide the required driving effect on the firing of CA3 cells,
overcoming the interference resulting from the activation of re-
current collaterals, the mossy fibers need not be quite as strong
and specific as dentonators (cf. McNaughton and Morris, 1987):
The observed physiological and anatomical properties would be
adequate.

A direct experimental check of the theoretical argument en-
tails the quantification of the information contents of CA3 rep-
resentations learned before and after the inactivation or ablation
of the granule cells. In intact rats, the observed values of infor-
mation per cell as a function of sparseness are consistent with ex-
pectations based on formal models, as shown in Figure 2.

Following the near-complete destruction of granule cells, the
corresponding values should go below the lower curve of Figure
2. This would be a quantitatively sensitive way to probe an effect
that may be unclear at the behavioral level. Analysis of data
recorded from lesioned rats is in progress and will be reported
elsewhere.

The dentate gyrus, if this hypothesis is found to be correct,
might thus be regarded as a late addition to the hippocampal sys-
tem (granule cells have a late ontogenetic development) that serves
to greatly increase the information-theoretic efficiency of its as-
sociative networks.

(The curves in Figure 2 are derived from simple formal mod-
els, in which the relevant distribution of firing rates is taken to
be the asymptotic limit for long times, whereas the data points,
being derived from actual experiments, must correspond to the
measurement of firing rates as spike counts over a finite time in-
terval. Experimental evidence, however, indicates that for a freely
running rat the distribution of mean rates at each spatial position
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Sparseness: a

FIGURE 2. The information extracted from single hippocampal
cells from a sample of 42, about the position of the rat in a three-
arm maze, vs. the sparseness of their firing. Given the number of
spatial bins, the sparseness can only range from 1/15 = 0.067 to 1.
The upper curve is the expected average trend of ieiemW = a\n(l/a)
(Treves and Rolls, 1992), while the lower curve is the expected up-
per limit of the data points if mossy fiber inputs were absent in the
storage of new representations (see Treves and Rolls, 1992).

(and with it the sparseness of the distribution) does not vary much
with the size of the time bin over which they accumulate; whereas
the variance of such rates around their means shrinks, as of course
it should, with longer bins, tending to a finite non-zero value
which represents the intrinsic variability in the rates.
Correspondingly, the information extracted from spike counts of
increasing bin length rises until it saturates at bin sizes of order
of 1 s or less, and this can be taken to be the value that should

£ 0.6

100 200 300
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FIGURE 3. Average information extracted from single hip-
pocampal cells from a sample of 42, about the position of the rat in
a three-arm maze, vs. the size of the time bins used for counting
spikes: 50, 100, 250, or 500 ms. For comparison, the information
values, obtained by multiplying the instantaneous rates by the cor-
responding time bin, are also displayed by the dashed curve, which
being nearly straight implies almost constant instantaneous infor-
mation rates.

match the asymptotic values of formal models. The instantaneous
information rates (Skaggs et al., 1993), instead, depend only on
the distribution of mean rates and are relatively constant with the
size of the time bin. These facts are illustrated in Figure 3, which
exemplifies single-cell information kinetics in the hippocampus.

DISCUSSION

What Is New in This Approach?

The approach itself is not new, because it has been evolving
for 25 years, but new powerful analytical methods have emerged
for understanding in more detail both formal models of associa-
tive memories and data recorded from hippocampal cells. The lat-
ter are now obtained with massively parallel simultaneous record-
ings, which opens up the possibility of analyzing the information
conveyed by populations instead of just single cells. As a result of
these developments, the correspondence between the require-
ments of the theory and the actual structure of the hippocampus
is improving, as documented in this article.

What Good Is the Math?

The arguments recapitulated above are quantitative, and as
such they have to rely on the conjunct mathematical analysis of
both adequate formal models and recordings of neuronal activity
in vivo. A quantitative analysis is crucial to understanding the re-
lationship between structure and function in the hippocampus,
because an entirely different structure may subserve the same qual-
itative function, at the expense of information-theoretic efficiency.
For example, a structure without the dentate or even without CA3
can still function as an intermediate-term memory that stores and
retrieves representations from partial cues. Thus, it would not be
surprising if behavioral studies were to find limited impairments
following complete CA3 ablation. The avian structure that is sup-
posed to be an analogue of the hippocampal formation and is im-
plicated in spatial memory (Krebs et al., 1989) does not show, as
far as the anatomy is known, anything like the same internal struc-
ture, yet it may well take a similar functional role, with different
efficiency.

A point of central importance, reflected in the suggestions for
experiments of the last section, is that behaviour alone, as ob-
servable from outside the "black box," is certainly what ultimately
matters, but is not a probe sensitive enough to really bear on the
relations between structure and function within the hippocam-
pus. Only the behavior of the hippocampus^ as observed by record-
ing the activity of its units, can inform a detailed understanding
of the hippocampal formation. This cellular behavior has, how-
ever, to be observed in vivo, and of course the concurrent whole
animal behavior is a most useful auxiliary variable to keep track
of. On a similar note, stressing the crucial role played by the math-
ematical analysis of formal models does not mean denying the
utility of computer simulations, often important especially in the
preliminary investigation of questions not yet reduced to a for-
mulation accessible to analytical methods.
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What Is Different From Other Approaches?

Several other researchers share the same or a similar system-
level view of the role of the hippocampus in memory but differ
in the particular aspects they address or emphasize in their analy-
sis. This should be evident also from reading other contributions
to this issue. Rolls (this issue), for example, has instantiated this
view in a real computational approach, by implementing a com-
puter simulation of the operation of the hippocampus and en-
torhinal cortex, along essentially the same lines followed in our
arguments. Murre (this issue), with his TraceLink computer
model, does not attempt to account for the details of hippocam-
pal circuitry, but rather for the phenomenology of amnesia in hu-
mans; but the basic ideas are, again, consistent with ours. In par-
ticular, Murre assumes that the fundamental constraint
preventing on-line learning of episodic information directly in
neocortex, thus generating the need for a dedicated hippocampal
system, is the limited long-range cortico-cortical connectivity. In
contrast, McClelland (this issue) has suggested that the funda-
mental constraint is that neocortical memory systems could only
accommodate slow learning—and hence would require an auxil-
iary hippocampal fast system—if they operated like certain con-
nectionist models.

The work of Hasselmo and colleagues (1995; and also reported
in this issue), on the other hand, although consonant in per-
spective, focuses specifically on cholinergic modulation of the hip-
pocampus, and proposes a mechanism which may be alternative
to that proposed by Treves and Rolls (1992). Based on the ob-
servation that acetylcholine suppresses transmission by intrinsic
connections and increases cellular excitability and synaptic mod-
ifiability, it is proposed that the switching "on" and "off " of the
cholinergic input may be sufficient to differentiate between a stor-
age and a retrieval phase, in particular by suppressing, when "on,"
transmission by CA3 recurrent collaterals, with its interference on
the storage of new memories. One should note that the Treves
and Rolls proposal does require a mechanism that switches off or
attenuates mossy fiber inputs to CA3 during the retrieval phase;
this may result from a decrease in the firing of dentate granule
cells, but may also be helped by cholinergic action. However the
Hasselmo proposal may be alternative in that, if cholinergic ef-
fects suffice in strongly suppressing recurrent collateral transmis-
sion during storage, no need would arise for separate input sys-
tems to CA3.

What Is There To Do?

There are many experiments that would greatly improve our
understanding of the hippocampus from the viewpoint discussed
here. The most important directions to take are as follows:

• Parallel recording from monkeys. While the considerations
above have been mainly sculpted by data recorded in the rat,
the rat or even rodent hippocampus is clearly not necessarily
representative of the mammalian—and even less of the pri-
mate—one. Important new aspects have emerged from single-
unit recordings in monkeys (O'Mara et al., 1994; Ono et al.,
1993) and now actively walking monkeys (Rolls et al., 1995),

whose implications will be even more crucial once the activity
of populations will be analyzed.

• Gradient of retrograde amnesia. This has largely been a moot
issue (Gaffan, 1993) because its exploration at the behavioral
level confounds hippocampal forgetting with that resulting
from other factors. An analysis of forgetting at the cellular level,
with chronic implants, but also at the population level, with-
out, will clarify 1) its existence and 2) its potential modulation
by acquisition rate, aging, etc. (Barnes et al., 1994; Treves et
al., 1996).

• Differences between processing stages. The comparison be-
tween data recorded from different populations (Barnes et al.,
1990) has already been very insightful, but more detailed analy-
sis of parallel recordings is needed to quantify the informational
properties of each component of the whole system.

• Selective blockades of plasticity. Along with selective lesions,
the disabling of plasticity at individual synaptic systems, with
the fast developing genetic means (e.g., Huang et al., 1995),
but even better with nonpermanent pharmacological means
(Barnes, 1995), may allow us to verify or disprove trie detailed
predictions arising from this approach (see Treves and Rolls,
1992, 1994).
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Reversible Inactivation of the Hippocampal
Mossy Fiber Synapses in Mice Impairs Spatial

Learning, but neither Consolidation nor Memory
Retrieval, in the Morris Navigation Task
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Laboratoire d'Ethologie et Psychologie Animale, UMR 5550 CNRS,
Universite Paul Sabatier, Toulouse, France

The role played by hippocampal mossy fibers in the learning and memory proc-
esses implemented in the Morris swimming navigation task has been studied in
C57BL/6 mice by selective and reversible inactivation of mossy fiber synaptic
fields by diethyldithiocarbamate. The functional integrity of the mossy fibers proved
essential for the storage of the spatial representation on the modifiable synapses
of the recurrent collaterals of the CA3 pyramidal cells, whereas it is not necessary
for the consolidation and recall of spatial memories. The results suggest that mossy
fibers are preferentially involved in new learning. They are consistent with the
hypothesis that the hippocampal CA3 region might act as an autoassociation
m e m o r y . © 2000 Academic Press

INTRODUCTION

One of the most crucial problems that animals have to solve when they live in the wild
is that of spatial orientation. They have to acquire and memorize information from spatial
cues and beacons to be able to orient themselves toward an invisible goal or to make a
shortcut retreat toward a shelter.

Lesion studies have emphasized the prominent role played by the hippocampus in the
processing of spatial information (Sutherland & Rudy, 1988; O'Keefe, 1991; Morris,
Garrud, Rawlins, & O'Keefe, 1992). Unfortunately, permanent lesions do not allow conclu-
sions to be drawn as to the specificity of the role played by the hippocampus because all
the various stages of the learning and memory processes are affected. Reversible lesions,
on the other hand, allow a refined interpretation of the brain mechanisms involved in
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behavior, as underlined by Bures and Buresova (1990). For instance, they make possible
the dissociation of the effects of the structural lesion on the performance vs. the learning
process. With reversible lesions, the subject in its normal state can be tested again after
the effect of the temporary deafferentation has disappeared. It can thus be used as its own
control so that acquisition, consolidation, or memory recall can be evaluated independently
in the absence of the target structure. Thus, Gallo and Candida (1995) showed that the
reversible inactivation of the dorsal hippocampus by tetrodotoxin selectively impairs
acquisition but not retrieval of the conditional blocking of taste aversion in rats. Electro-
physiology studies realized in the early seventies by O'Keefe and Dostrovsky (1971),
then more recently by O'Keefe and Burgess (1996), Burgess and O'Keefe (1996), and
Cressant, Muller, and Poucet (1997), have shown that, in the CA1 and CA3 regions of
the rodent hippocampus, there are place cells which respond to the spatial location of the
subject. Cells which respond to the orientation of the head have also been discovered in
the postsubiculum (Taube, Muller, & Rank, 1990) and in various other brain structures
(Blair & Sharp, 1996). They probably make up the basic elements of a neural net that
provides the animal with a spatial representation of its vital domain (Dudchenko &
Taube, 1997).

Behavioral neurogenetics has shown that the variation of structures in the brain is
controlled by genetic factors (see Lassalle, 1996, for a review) and led us to question
their internal functioning, namely, to try to understand how the genetic variation of
the hippocampal circuitry can control cognitive abilities. Different results have shown,
sometimes with conflicting evidence, that the intraspecific variations in the size of the
different hippocampal mossy fiber synaptic fields present genetic correlations with the
variation of novelty responses (Crusio, Schwegler, & Van Abeelen, 1989; Roullet &
Lassalle, 1990), open-field activity (Hausheer-Zarmakupi et al., 1996), intermale aggres-
sion (Guillot et al., 1994), and with various forms of associative (Lipp, Schwegler, Crusio,
Wolfer, Leisinger-Trigona, Heimrich, & Driscoll, 1989) and spatial learning (Schwegler,
Crusio, Lipp, Brust, & Mueller, 1991; Schwegler & Crusio, 1995). Our aim was to analyze
the role played by mossy fibers in hippocampal functioning and, if possible, to find clues
that would allow to understand through what kind of mechanism the variation in size of
the mossy fiber synaptic fields could influence behavioral differences between strains
of mice.

Treves and Rolls (1992, 1994) and Rolls (1994) proposed a functional hypothesis of
the role played by mossy fibers. Their model assigns the hippocampal circuitry of the
CA3 region (see Fig. 1) the role of an autoassociation network that would allow the
storage of neural representations of episodic memories or spatial representations, the recall
of which can be triggered by a fragmental input (see also McNaughton & Smolensky,
1991). This model predicts that mossy fiber synapses are essential to drive information
storage, which corresponds to the process of learning. On the other hand, they are not
necessary for memory retrieval, which is initiated by the synapses of the alvear pathway.
The aim of the present work is to test this model. In order to dissociate the role played
by the mossy fibers in the learning and memory processes of a spatial location in the
Morris navigation task, we used selective and reversible inactivation of hippocampal
mossy fiber synapses. This was obtained by diethyldithiocarbamate (DDC) infusions, a
powerful technique the interest in which in behavioral studies remains nevertheless unex-
plored. DDC chelates the zinc contained in the giant mossy fiber synapses (Haug, 1967;
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FIG. 1. Schema of the intrahippocampal connections (adapted from Rolls, 1994). The inputs from the
entorhinal cortex reach the hippocampus through the perforant path (a). Some of these afferences synapse
directly on the distal part of the apical dendrites of the CA3 cells (b) and constitute the alvear path, whereas
the other perforant axons relay on the granular cells of the dentate gyms (c). The axons of the granular cells
contact "en passant" the proximal part of the apical dendrites and the basal dendrites of the CA3 cells, close
to the cellular body, through the giant mossy fiber synapses (d). Three collaterals issue from the CA3 axon.
One projects to the lateral septum and mammilary bodies through the fornix (e). The Schaffer collateral innervates
the apical dendrites of the CA1 pyramidal neurons (f). The associative recurrent collateral contacts the median
part of the apical dendrites of neighboring CA3 neurons by modifiable synapses (g).

Perez-Clausell & Danscher, 1985) which are inactivated for a 30- to 45-min duration,
resulting in reversible working memory disruption (Frederickson, Frederickson, &
Danscher, 1990). This time interval is long enough to allow a three-trial learning session
in the Morris navigation task to be performed. Under the same conditions, control mice
received an infusion of Ca-ethylenediamine tetraacetic acid (Ca-EDTA), which is also a
zinc chelator that cannot penetrate the synaptic membrane and does not chelate the zinc
within axonal boutons (Fredens & Danscher, 1973). This constitutes the right control for
such an experiment. Infusions were made in the dorsal hippocampus which appeared the
most appropriate location for that. Indeed, an accumulating body of evidence suggests
that the hippocampus is a functionally and genetically heterogeneous structure along its
rostrocaudal axis. For instance, Wimer and Wimer (1985) claimed that the hippocampus
is a highly differentiated structure dependent upon four different genetic systems. More
recently, Moser et al. (1993) have shown, in female rats, that the ventral and dorsal parts
of the hippocampus may process qualitatively different kinds of information, the dorsal
part being more important for spatial learning than its ventral counterpart. They showed
that a 20% lesion volume of the dorsal hippocampus was sufficient to produce a long-
lasting deficit in spatial learning in the Morris navigation task, whereas to be effective, a
ventral lesion had to be large enough to have lesioned some cells of the dorsal hippocampus.
Consequently, it appeared more relevant to study the effects of focal lesions of the mossy
fiber pathway in the dorsal hippocampus.

Two experiments were carried out. The first was designed to dissociate the effects of
the inactivation of the mossy fibers by DDC in the acquisition and memory processes of
the spatial task and to assert the reversibility of the effects of DDC. The second was
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planned to analyze the effects of DDC on the processes of memory consolidation and
recall and to replicate the results of the first experiment.

GENERAL METHODS

Subjects

Ninety- to 120-day-old male mice from the C57BL/6 inbred strain were used. All mice
came from the IFFA-CREDO breeding center and were 6-7 weeks old at their arrival at
the laboratory. They were housed by groups of five to six in 30 X 20 X 14 polycarbonate
cages placed in a rearing room at constant temperature (23 ± 1 °C) with a reversed 12-12
LD schedule, the onset of the dark phase being at 8:30 AM. Food and water were given
ad libitum. Sawdust bedding was changed only once a week, at the end of each series of
experiments. Experiments were always run in the afternoon between 1:30 and 6:00 PM.

Behavioral Analysis

The circular swimming pool (70 cm in diameter and 30 cm in height) was made of
ivory-colored PVC, filled with water (25 ± 0.5 °C) made opaque with the Opacifier 631
to 12 cm below the edge of the wall. A circular goal platform (5 cm in diameter) laid
0.5 cm under the surface of the water and 7 cm from the wall. The device was placed in
a regular room. Dropped into the water from a different quadrant on each trial, mice had
to learn to navigate to the invisible platform using the spatial cues available in the room.
After a three trial pretraining session to find out the procedural components of the task,
the mice were given three consecutive trials a day for 4 days, according to the procedure
described by Chapillon and Roullet (1996). After the third trial of the last session, the
mice were submitted to a probe test for spatial bias. The platform was removed and the
mouse, starting from the opposite quadrant, was allowed a 1-min search for the platform.
The path was recorded on videotape and a spatial bias index was computed as the difference
between the number of times an 8-cm-diameter annulus surrounding the former location
of the platform was crossed and the mean number of crossings of three annuli, symmetri-
cally laid out in the quadrants where the platform had never been, divided by the total
number of annulus crossings.

Surgery, Drug Administration, and Histology

Selective and reversible inactivation of mossy fibers was obtained through direct infusion
of DDC in the dorsal hippocampus. Under the same conditions, control mice received an
infusion of Ca-EDTA. Mice were operated under deep chloral hydrate anesthesia (500
mg/kg). A holder made of methacrylate resin with two guide tubes spaced 4 mm apart
and protruding 2 mm out of the base was fastened to the skull. The guide tubes were
positioned according to stereotaxic coordinates from the atlas of Slotnick and Leonard
(1975) (AP: 1.6 mm posterior to bregma; Lat: 2 mm; Vert: 1.6 below dura) so that the
tip of the guide tubes was close to the dorsal part of the hippocampus, near the CA1 field.
The mice were given a 5- to 7-day recovery period after surgery.

Just before the injections, two beveled injection tubes were introduced into the guides
and their lengths adjusted so that the tip of the injection tube reached the CA3 pyramidal
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layer. DDC and EDTA were administered as aqueous solutions (200 mM). Injections were
monitored by a Bioblock infusion pump which infused 0.25 jud in 2 min simultaneously
in both hippocampi. The injection tubes were maintained in place for 2 min after the end
of the injection, so that the solution could not escape through the guide tube. Adjusted
lengths of steel entomology pins smeared with paraffin oil were placed in the tubes to
seal them between injections. After the injection, mice were replaced in their home cages
for a 15-min period before testing.

Three days after the end of the experiments, mice were given a new injection of DDC;
then, after a lapse of 20 min, they were perfused intracardially under lethal anesthesia
with (a) 0.9% NaCl, (b) 0.1% sodium sulfide in phosphate buffer, (c) 3% glutaraldehyde
fixative, and (d) 0.1% sodium sulfide. Their brains were then processed for Timm staining
of the mossy fibers (Danscher & Zimmer, 1978) and counterstained with thionin for
cellular bodies. The position of the cannulae was verified on 25-jum coronal sections. In
all cases, damage to the dorsal cortex, close to the CA1 field, indicated that the guide
tubes had been set at the right locations. Figure 2 presents the location of the tips of 10
guide tubes in each hemisphere that cover the entire area where injections were made.
Bleaching of Timm stain of the mossy fibers (Frederickson et al., 1990) covered a large
but not complete part of the mossy fiber synaptic field in the CA3 region. This suggests
that the observed behavioral effects of reversible lesions of mossy fibers by the DDC
result from moderate size focal lesions. Bleaching was not apparent in three mice. This
could be due to an infusion problem liable to occur when many injections have already
been made. Anyway, these animals did not appear to perform as outliers in their proper
experimental group and consequently, it was more conservative not to discard them from
the analysis.

Statistics

Box plots were used to look for outliers. A repeated measures ANOVA design was
performed to analyze the effects of the treatment, of the session, and of their interaction
on swimming latencies with the Multiple General Linear Model (Wilkinson, 1987). The
influence of the treatments on the spatial bias index was analyzed by the nonparametric
Mann-Whitney U test.

FIG. 2. Digitalized image of a coronal brain section showing (i) Timm bleaching of mossy fibers after
DDC infusion on the right side compared to normal Timm staining on the left side and (ii) histological verification
of cannulae placement in the dorsal hippocampus. Black dots indicate the location of 10 pairs of cannulae that
cover the entire region where injections were made.
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EXPERIMENT 1

Mice were first given a pretraining session with a visible platform (without drug
injection) and then two series of four daily sessions with the submerged platform with a
72-h rest in between. The session started 15 min after the end of the injection. After the
last trial of the last session, on day 4 of the first and second week, mice were submitted
to the spatial probe test.

Thirty male mice were randomly assigned to three different groups: two groups of 12
mice each were equipped with guide tubes. These mice served alternatively as experimental
and injected control groups according to a cross procedure. During the first week, group
1 mice were infused with EDTA. They were able to learn the task normally and were
used as a control group to test the effects on learning of the DDC injected into mice of
group 2. During the second week, group 2 mice received in turn the infusion of EDTA
and served as controls of group 1 mice, which were then infused with DDC. The study
of the performance of group 1 mice during the second week allowed analysis of the effects
of DDC on long-term memory retrieval, whereas the study of the performance of group
2 mice checked for the reversibility of the inactivation of mossy fibers by the DDC and
for the absence of residual effects according to the following predictions: (i) if mossy
fiber synapses are not necessary to memory recall, group 1 mice should show normal
performances under DDC during the second week of training; (ii) if DDC effects during
week 1 are fully reversible, group 2 animals should show normal learning during week
2. One group of 6 nonimplanted and noninfused mice served as controls for the side
effects of surgery and injections during the first week.

The escape performance of a session was the sum of the latencies of the three trials
for a mouse within that session. Escape latencies were submitted to a log10 scale change
in order to normalize the shape of the distributions and to homogenize the variances of
the different experimental groups.

Results

Figure 3A shows that during the first week of training, mice displayed a significant
linear improvement of their escape performance across sessions [F(3,84) = 3.55, p =
.018] without significant treatment X session interaction [F(6,84) = 0.783, NS].

The ANOVA showed that there was no overall significant treatment effect either
[F(2,28) = 1.817, NS]. Although it fluctuated greatly from the first to the second session,
the performance of EDTA mice did not differ from that of controls [F(l,16) = 0.005,
NS], which indicates that neither the implantation of the cannulae nor the infusion of
EDTA significantly modified their learning performance. Mice infused with DDC during
the first week of the experiment improved their performance more slowly than EDTA
mice, but reached the same level of performance on the fourth day of training. Over the
four sessions, the effect was nonsignificant [F(l,23) = 3.324, p = .081] but marginal.
The probe test (Fig. 3B) demonstrated that the spatial performance of mice infused
with EDTA during the first week of training did not differ from that of control mice
[Mann-Whitney U = 29.5, x1 = 0.124, d /= 1, NS] and that they searched the platform
at the right place. On the other hand, mice infused with DDC during the first week do
not learn the location of the platform and searched for it everywhere in the water maze
(DDC vs. EDTA: U = 130.5, x1 = 11.715, df = 1, p = .001).



REVERSIBLE INACTIVATION OF MOSSY FIBERS 249

2,4 T

2 -

1,6

• \

- 1
—i 1i 1

i
1 1

B

0,4 T

0 Control

« DDC

-O—EDTA

0,3 1 - ^ - £ - .

S 0,2 f H
c

5
S.

CO

2 3

Session

Control DOC EDTA

1
o

Lo
g1

2

1,6-

1,4

• I

*H 1 1 »

0,3-

- • - -DDC
(EDTA first week)

-Q-EDTA
(DDC ftret week)

-0,1

2 3

Session

ODC EDTA
(EDTA first week) (DOC first week)

FIG. 3. (A) First week training. Log10 escape latencies (mean ± SEM) to find the platform in the Morris
navigation task across sessions. Each latency is the sum of the three trial latencies within a session. (B) Spatial
index values (mean ± SEM) during the probe test in the Morris navigation task at the end of the first week
for control, EDTA, and DDC mice. (C) Second week training. Log10 escape latencies (mean ± SEM) to find
the platform in the Morris navigation task after treatments have been crossed. (D) Spatial index values
(mean ± SEM) during the probe test in the Morris navigation task at the end of the second week of training.

During the second week of the experiment (Fig. 3C), when treatments were rotated,
mice continued to improve their escape latencies [F(3,66) = 3.008, p = .036] but, although
latencies in EDTA mice fluctuated more than those of mice infused with DDC, both
groups improved their performance at the same speed [F (1,22) = 0.315, NS]. Over the
2 weeks, mice infused with EDTA appeared, unexpectedly, more variable than their
DDC counterparts.

The spatial probe test (Fig. 3D) showed that, whereas they were unable to learn the
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spatial component of the task when they were infused with DDC during the first week
of training, these mice can learn normally under EDTA during the second week. On the
other hand, those which learned the spatial task under EDTA during the first week
nevertheless displayed normal performances under DDC during the second week.

Discussion

The comparison of escape latencies and spatial index scores of EDTA and nonoperated,
noninjected control mice proves that surgery and injection have no side effects and that
EDTA has no effect on mossy fiber synapses. Consequently, EDTA mice are the right
control for DDC mice. These results establish also that the effect of DDC is fully reversible,
without any aftereffects, since DDC mice which were unable to learn the location of
the platform during the first week of training learned normally during the next week
under EDTA.

The analysis of escape latencies shows that the inactivation of the mossy fibers by
DDC might slow the improvement of latencies, at least during the previous stages, but
was unable to prevent it. Nevertheless the improvement of escape performance across
sessions does not imply that mice learned to locate the platform. They might also have
learned only that somewhere under the water, at a certain distance from the wall, there
is a platform they can climb for a rest, so that they searched actively and efficiently for
it, without being able to navigate there directly.

Actually, analysis of the spatial index shows that the DDC, by selectively blocking the
synapses of the mossy fibers on the CA3 neurons, prevents learning the spatial component
of the task, i.e., learning the location of the platform, whereas it does not impede learning
the sensorimotor and procedural components of the task (hunting actively everywhere for
a platform), which results in the improvement of escape latencies over sessions. These
results support the involvement of the hippocampal structure, specially the CA3 region,
in the specific learning of the spatial component of the task. This corresponds to a
first dissociation.

Inactivation of mossy fibers by the DDC also reveals a second dissociation. According
to the model presented by Treves and Rolls (1992, 1994), these results show that, whereas
the activity of the mossy fibers is essential to the learning process, it is not necessarily
involved in memory recall, since blocking mossy fiber activity during the second week
of training does not prevent the recall of spatial information stored previously during the
first week. Nevertheless, this last point holds only if it is considered that the information
is still stored in the modifiable synapses about 72 h after the learning session. An alternative
hypothesis to account for these results could be that instead of preventing the acquisition
of spatial information, mossy fiber transient inactivation could interfere with the early
processes of memory consolidation and thus impair memory storage. Posttrial DDC
injections, which leave mossy fibers functional during acquisition but block their activity
during the first 45 min of memory consolidation, would help answer this question.

EXPERIMENT 2

This second experiment aimed at dissociating the effects of mossy fiber synapse inactiva-
tion by DDC on the learning, memory consolidation, and recall processes.
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Thirty-two mice, equipped with injection tubes, were allotted to four groups receiving
DDC or EDTA infusions either 15 min before the first trial of a session, in order to be
active during the learning phase, or immediately after the last trial, to affect the initial
phase of the memory consolidation process.

At the end of the learning session on the fourth day, after a 15-min pause, the mice
were given a spatial probe test. The two postsession injection groups received a last DDC
or EDTA infusion immediately after the last learning trial so that the effect of mossy
fibers inactivation on memory recall could be checked 15 min later during the probe test.
During this second experiment, the water temperature was lowered from 25 to 23°C in
order to improve the motivation of animals to escape.

Results

Figure 4A showed that presession injected mice presented a significant global improve-
ment of their latencies to find the platform from the first to the fourth sessions whatever
treatment they received [F(3,33) = 9.477, p < .001]. Comparison of the performances
between groups which received either DDC or EDTA before the training sessions supported
the results of the first experiment; DDC mice showed longer latencies than EDTA mice
before finding the platform, although the difference was again nonsignificant [F(l,ll) =
3.697, p = .081] but marginal. As previously, they reached similar performance on the
fourth session [F(l, l l) = 0.578, NS]. Results of the spatial probe test (Fig. 4B) showed
that mice which received a DDC infusion before the learning sessions did not learn the
spatial location of the platform, whereas in the same conditions, EDTA mice could learn
[U = 41.5, x2 = 8.6, df= 1, p = .003].

On the other hand, when the infusions were given immediately after each learning
session, DDC and EDTA did not affect consolidation in a different manner. The latencies
of mice which received the DDC (Fig. 4C) did not differ globally from those which
received EDTA [F(l,14) = 0.619, NS] and both improved significantly their performance
across sessions [F(3,42) = 8.887, p < .001]. The difference observed on the first trial
between the posttrial DDC and EDTA mice cannot be attributed to the effect of the
molecules, since they had not received any infusion at that time. The results of the spatial
probe test (Fig. 4D) showed that the spatial index of DDC mice did not differ from that
of EDTA controls [U = 34.5, £ = 0.069, df = 1, NS].

Discussion

These results show that the inactivation of mossy fibers during the early stages of
memory consolidation disrupted neither the storage of information acquired during the
session immediately prior to the injection nor the recall of this information. They also
confirm the findings of the first experiment; whereas mossy fiber inactivation during
learning impaired the initial performance but did not prevent mice from improving their
escape latencies during the next sessions, it nevertheless made spatial learning impossible.

GENERAL DISCUSSION

The results of these two experiments first confirm already known phenomena: (i) they
corroborate the involvement of the hippocampus and particularly of the CA3 region in
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the learning of a spatial location in the Morris navigation task, (ii) they validate the
dissociation between procedural and sensorimotor learning on one side and spatial learning
on the other side, as far as hippocampal functions are concerned. Above all, they bring
new findings of potential importance to understanding the role played by mossy fibers in
the learning and memory processes of a spatial task.

Since the first report on cognitive deficits due to bilateral hippocampal lesions by
Brenda Milner in the fifties (Scoville & Milner, 1957), neuropsychologists have clearly
demonstrated that whereas hippocampal subjects suffer anterograde amnesia and spatio-
temporal desorientation, they are still capable of forms of procedural learning which
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concern the acquisition rules or the implementation of sensorimotor abilities. On these
lines, it is more and more widely acknowledged by specialists who study animal behavior
that the escape latency in the spatial version of the Morris task is a rather complex
behavioral performance involving various processes (attention, motivation, rule under-
standing, and specific and strain-specific strategies) so that it cannot represent a reliable
assessment of the processes that control spatial orientation. Only the spatial probe test
will give an appropriate measurement of the spatial learning ability of the subject [see
Upchurch and Wehner (1989) for an earlier discussion of this point and Lipp and Wolfer
(1998) for a more recent one]. Whishaw (1989) brought forward experimental arguments
concerning the need for dissociating between performance and learning deficits in spatial
navigation tasks in rats submitted to cholinergic blockade. Numerous experiments show
that brain-lesioned rats (hippocampus, neocortex, subiculum, caudate putamen) can signifi-
cantly improve their escape latencies toward an invisible platform in the Morris swimming
pool, although they do not reach the same level of performance as controls. On the other
hand, they display a significant deficit in the probe test (see for example Morris, 1990;
Moser et al., 1993; Whishaw et al., 1987). Similarly, Frederickson et al. (1990) noticed
that whereas the rat's ability to return directly to the specific platform position on the
second trial of the delayed matching to sample task in the Morris swimming pool was
severely impaired by hipppcampal infusions of DDC, recall of the general procedure for
solving the task, however, was relatively unaffected by the drug. Namely, no trained rat
ever reverted to the naive strategy of swimming around the tank in search of escape, for
the duration of the trial. Nevertheless, it has been shown that overtraining hippocampal
rats allows them to improve even more their escape latencies and finally their spatial
performance in the probe test (Morris, 1990). In this experiment however, mice were
given moderate training so that their performances ranged from a mean value of about
67 s on the first session to 15 s in the last session, which enabled few mice to have direct
paths toward the platform. In this respect, our results match those of Mizumori, Perez,
Alvaro, Barnes, and McNaughton (1990), who showed that in rats, reversible inactivation
of the medial septum by tetracaine impairs spatial learning on the radial maze, whereas
it produces only a significant retardation of learning followed by a clear improvement
over trials in the spatial reference memory task with the same experimental paradigm.

Although the effects of DDC observed in the present study are interpreted as a conse-
quence of the binding of the zinc in hippocampal mossy fiber synapses, other possible
effects of DDC have been investigated. DDC can also act as a dopamine-/3-hydroxylase
inhibitor which has been shown to reduce whole brain norepinephrine in vivo (Haycock
et al., 1978; Frieder & Allweis, 1982). The effects of systemic injections of DDC have
been investigated in one-trial avoidance tasks in rats. It has been shown that DDC injected
prior to training does not impair learning and short-term memory performance (Hamburg &
Cohen, 1973; Stein et al., 1975; Solanto & Hamburg, 1979; Frieder & Allweis, 1982).
The effects of DDC observed in our experiments or those of Frederickson et al. (1990),
however, cannot be explained by their effects through the noradrenergic system for various
reasons. First, as underlined by Haycock et al. (1978), the lack of effect of other dopamine-
/?-hydroxylase inhibitors makes it difficult to attribute the amnestic effects of DDC solely
to catecholaminergic effects. Second, the absence of effect of systemic or intracisternal
injections of DDC on short-term memory, whereas they impair memory consolidation or
recall processes, indicates clearly that the target is not the hippocampus. These effects
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are in the opposite direction of those resulting from hippocampal insults. Third, the timing
of the pharmacological interventions and their effects in these experiments are very
different from those observed in our experiments. The delay (hours to days) between the
injections and their effects as well as their duration are clearly incompatible with those
of intrahippocampal infusions. Fourth, the cognitive processes involved in these experi-
ments and in our learning task are also different and there is no evidence that the hippocam-
pus is necessary to acquire a one-trial associative conditioning when there is no delay
between the occurrence of the behavior to be suppressed (step down or step through) or
the place to be passively avoided and the administration of the punishment. All these
arguments and others developed by Danscher et al. (1973), namely, the fact that other
zinc chelating agents, dithizone (Fleischhauer & Ohnesorge, 1958) and oxine (Danscher &
Fredens, 1972), have the same effect on the Timm stain and have somewhat similar
behavioral effects supports our claim that the effects of intrahippocampal infusions of
DDC on spatial learning are mediated through the binding of zinc, which interferes with
transmission in the mossy fiber synapses of the CA3-CA4 region.

On the whole, our results demonstrate that reversible inactivation of the mossy fibers
by DDC disrupts the spatial learning process, whereas it has no effect on memory consolida-
tion or memory recall in either working or reference memory. This new dissociation
supports the selective involvement of the mossy fiber synapses in the learning process of
a spatial location, whereas they are not necessary to memory recall, in accordance with
the model developed by Rolls (1994) and Treves and Rolls (1992, 1994), in which the
CA3 region of the hippocampus is supposed to act as an autoassociation memory matrix.
The consequences of the inactivation of mossy fibers can be paralleled with those of
reversible inactivation of the medial septal area (MSA), which sends cholinergic inputs
either directly to the hippocampus via the fimbria fornix or indirectly through layer II of
the entorhinal cortex. Our results are again consistent with those of Mizumori et al. (1990),
since inactivation of MSA before learning increased error numbers during the test, whereas
inactivation of the MSA after the initial learning phase had no effect on the test and thus
can be said not to affect consolidation. On the other hand, they differ from those of Rashidy-
Pour, Motghed-Larijani, and Bures (1996), which show that reversible inactivation of
the MSA by tetrodotoxin impairs consolidation of a passive avoidance learning task in
rats when administered 5 to 90 min after a single acquisition trial. Such inconsistencies
stress either possible differences in the effects of the chemicals used in these studies or
the diversity of the neural mechanisms underlying the two learning tasks, rather than a
weakness of the reversible inactivation methodology, which proved extremely selective
and efficient.

Genetic studies by Heimrich et al. (1985), Crusio et al. (1986), and Lassalle et al. (1999)
indicate that size variations of the various hippocampal mossy fiber layers (suprapyramidal,
intra-infrapyramidal, and CA4) are based on different genetic architectures. As already
underlined, they also show genetic correlations with various behavioral processes, the
physiological and cognitive bases of which are poorly understood. In most cases, behavioral
variation correlates with the size of the intra-infrapyramidal mossy fiber projection rather
than with the entire mossy fiber area. Therefore, it is important to know more about
details of the role played by hippocampal mossy fibers in hippocampal functionning to
decipher these correlations. As our results show that mossy fibers are involved in the
storage of episodic memories, the focus should then be put on physiological mechanisms
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that could explain that mice with a large intra-infrapyramidal projection are better perform-
ers. For instance, it would be relevant to know if mossy fibers that synapse on the basal
dendrites of pyramidal cells are more efficient in teaching these cells or inducing mossy
fiber potentiation, as has been shown in the CA1 field by Capocchi et al. (1992), Karbara
and Leung (1993), and Arai et al. (1994). Also, as CA3, like CA1, pyramids are complex
spike cells that have been considered basic elements of the spatial neural representations,
research should be undertaken to discover whether they are involved only for the tuning
of these place cells or whether they might as well be involved in nonspatial learning
processes. Further studies, investigating the effects of reversible lesions in tasks involving
spatial and nonspatial components, are currently under way in our laboratory that should
help clarify this point.
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Computational constraints that may have favoured the emergence of neocortical
lamination
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Both of the major qualitative changes in the cerebral cor-
tex, at the transition from early reptilian ancestors to pri-
mordial mammals, involve the insertion of a layer of granule
cells. In the medial cortex, the detachment of the dentate
gyrus defines the organization of the modern mammalian hip-
pocampus, a new organization which may be understood as
affording a quantitative computational advantage.

Concurrently, the dorsal cortex granulates, that is the prin-
cipal layer of pyramidal cells is split by the insertion of a new
layer of excitatory, but intrinsic, granule cells. An hypoth-
esis is formulated that explains the emergence of isocortical
lamination in the evolution of mammals as necessary to sup-
port fine topography in their sensory maps. Fine topography
implies a generic distinction between "where" information,
explicitly mapped on the cortical sheet, and "what" infor-
mation, represented in a distributed fashion as a distinct fir-
ing pattern across neurons. These patterns can be stored
on recurrent collaterals in the cortex, and such memory can
help substantially in the analysis of current sensory input.
The analysis of suitable network models, and their simula-
tion, demonstrates that a nonlaminated patch of cortex must
compromise between transmitting "where" information or re-
trieving "what" information; whereas the differentiation of a
granular layer affords, again, a quantitative advantage. The
further connectivity differentiation between infragranular and
supragranular pyramidal layers is shown to match the mix of
"what" and "where" information optimal for their respective
target structures.

1. Introduction

The evolution of mammalian cortex. Mammals
originate from the therapsids, one order among the first
amniotes, or early reptiles, as they are commonly referred
to. They are estimated to have radiated away from other
early reptilian lineages, including the anapsids (the pro-
genitors of modern turtles) and diapsids (out of which
other modern reptilians, as well as birds, derive) some
three hundred million years ago [1]. Perhaps mammals
emerged as a fully differentiated class out of the third-
to-last of the great extinctions, in the Triassic period.
The changes in the organization of the nervous system,
that mark the transition from proto-reptilian ancestors
to early mammals, can be reconstructed only indirectly.
Along with supporting arguments from the examination
of endocasts (the inside of fossil skulls; [2]) and of pre-
sumed behavioural patterns [3], the main line of evi-
dence is the comparative anatomy of present day species
[4]. Among a variety of quantitative changes in the rel-
ative development of different structures, changes that
have been extended, accelerated and diversified during
the entire course of mammalian evolution [5], two ma-
jor qualitative changes stand out in the forebrain, two
new features that, once established, characterize the cor-
tex of mammals as distinct from that of reptilians and

birds. Both these changes involve the introduction of a
new "input" layer of granule cells. In the first case, it
is the medial pallium (the medial part of the upper sur-
face of each cerebral emisphere, as it bulges out of the
forebrain) that reorganizes into the modern-day mam-
malian hippocampus. The crucial step is the detachment
of the most medial portion, that loses both its continuity
with the rest of the cortex at the hippocampal sulcus,
and its projections to dorso-lateral cortex [6]. The rest
of the medial cortex becomes Arnmon's horn, and retains
the distinctly cortical pyramided cells, while the detached
cortex becomes the dentate gyrus, with its population of
granule cells, that project now, as a sort of pre-processing
stage, to the pyramidal cells of field CA3 [7]. In the sec-
ond case, it is the dorsal pallium (the central part of the
upper surface) that reorganizes internally, to become the
cerebral neocortex. Aside from special cases, most mam-
malian neocortices display the characteristic isocortical
pattern of lamination, or organization into distinct lay-
ers of cells (traditionally classsified as 6, in some cases
with sublayers). The crucial step, here, appears to be
the emergence, particularly evident in primary sensory
cortices, of a layer of non-pyramidal cells (called spiny
stellate cells, or granules) inserted in between the pyra-
midal cells of the infragranular and supragranular layers.
This is layer IV, where the main ascending inputs to cor-
tex terminate [8].

An information-theoretical advantage. What is
the evolutionary advantage, for mammals, brought about
by these changes?

In the case of the hippocampus, attempts to account
for its remarkable internal organization have been based,
since the seminal paper by David Marr [9], on the compu-
tational analysis of the role of the hippocampus in mem-
ory. The hippocampus is important for spatial memory
also in birds. A reasonable hypothesis is that the "in-
vention" of the dentate gyrus enhances its capability, in
mammals, to serve as a memory store. Working with
Edmund Rolls and building on the approach outlined by
David Marr, I have proposed 10 years ago [10] that the
new input to CA3 pyramidal cells from the mossy fibers
(the axons of the dentate granule cells) serves to cre-
ate memory representations in CA3 richer in informa-
tion content than they could have been otherwise. The
crucial prediction of this proposal was that the inactiva-
tion of the mossy fiber synapses should impair the forma-
tion of new hippocampal dependent memories, but not
the retrieval of previously stored ones. This prediction
has recently been verified [11] in mice. Thus a quantita-
tive, information-theoretical advantage may have favored
a qualitative change, such as the insertion of the dentate
gyrus in the hippocampal circuitry. This idea, still to be
tested further, raises the issue of whether also the inser-
tion of layer IV in the isocortex might be accounted for
in quantitative, information-theoretical terms.



Layers and maps. It has long been hypothesized
that isocortical lamination appeared together with fine
topography in cortical sensory maps [12], pointing at a
close relationship between the two phenomena. All of the
cortex, which develops from the upper half of the neu-
ral tube of the embryo, has been proposed to have been,
originally, sensory, with the motor cortex differentiating
from the somatosensory portion [13,14]. In early mam-
mals, the main part of the cortex was devoted to the
olfactory system, which is not topographic, and whose
piriform cortex has never acquired isocortical lamination
[15]. The rest of the cortex was largely allocated to the
somatosensory, visual and auditory system, perhaps with
just one topographic area, or map, each [4]. Each sensory
map thus received its inputs directly from a correspond-
ing portion of the thalamus, as opposed to the network
of cortico-cortical connections which has been greatly ex-
panded [16,17] by the evolution of multiple, hierarchically
organized cortical areas in each sensory system [18,19]. In
the thalamus, a distinction has been drawn [20] between
its matrix and core nuclei. The matrix, the originally
prevalent system, projects diffusely to the upper cortical
layers; while the core nuclei, which specialize and become
dominant in more advanced species [21], project with to-
pographic precision to layer IV, although their axons con-
tact, there, also the dendrites of pyramidal cells whose
somata lie in the upper and deep layers.

2. A functional hypothesis.

The crucial aspect of fine topography in sensory cor-
tices is the precise correspondence between the location
of a cortical neuron and the location, on the array of sen-
sory receptors, where a stimulus can best activate that
neuron. Simple visual and somatosensory cortices thus
comprise 2D maps of the retina and of the body surface,
while auditory cortices map sound frequency in 1 dimen-
sion, and what is mapped in the other dimension is not
quite clear [22]. Some of the parameters characterizing
a stimulus, those reflected in the position of the recep-
tors it activates, are therefore represented continuously
on the cortical sheet. I will define them as providing posi-
tional information. Other parameters, which contribute
to identify the stimulus, are not explicitly mapped on the
cortex. For example, the exact nature of a tactile stimu-
lus at a fixed spot on the skin, whether it is punctuate or
transient or vibrating, and to what extent, are reflected in
the exact pattern of activated receptors, and of activated
neurons in the cortex, but not directly in the position on
the cortical sheet. I will define these parameters as pro-
viding identity information. Advanced cortices, like the
primary visual cortex of primates, include complications
due to the attempt to map additional parameters on the
sheet, like ocular dominance or orientation, in addition
to position on the retina. This leads to the formation
of so-called columns, or wrapped dimensions, and to the
differentiation of layer IV in multiple sublayers. They
should be regarded as specializations, which likely came
much after the basic cortical lamination scheme had been
laid out.

The sensory cortices of early mammals therefore re-

ceived from the thalamus, and had to analyse, informa-
tion about sensory stimuli of two basic kinds: positional
or where information, Ip, and identity or what informa-
tion, 7j. These two kinds differ also in the extent to
which cortex can contribute to the analysis of the stimu-
lus. Positional information is already represented explic-
itly on the receptor array, and then in the thalamus, and
each relay stage can only degrade it. At best, the cor-
tex can try to maintain the spatial resolution with which
the position of a stimulus is specified by the activation of
thalamic neurons: if these code it inaccurately, there is
no way the cortex can reconstruct it any better, because
any other position would be just as plausible. The iden-
tity of a stimulus, however, may be coded inaccurately
by the thalamus, with considerable noise, occlusion and
variability, and the cortex can reconstruct it from such
partial information. This is made possible by the stor-
age of previous sensory events in terms of distributed
efficacy modifications in synaptic systems, in particular
on the recurrent collaterals connecting pyramidal cells
in sensory cortex. Neural network models of autoasso-
ciative memories [9,23] have demonstrated how simple
"Hebbian" rules modelling associative synaptic plastic-
ity can induce weight changes that lead to the forma-
tion of dynamical attractors [24]. Once an attractor has
been formed, a partial cue corresponding e.g. to a noisy
or occluded version of a stimulus can take the recurrent
network within its basin of attraction, and hence lead to
a pattern of activation of cortical neurons, which repre-
sents the stored identity of the original stimulus. Thus
by exploiting dishomogeneities in the input statistics -
some patterns of activity, those that have been stored,
are more "plausible" than others - the cortex can recon-
struct the identity of stimuli, over and beyond the partial
information provided by the thalamus. This analysis of
current sensory experience in the light of previous ex-
perience is hypothesized here to be the generic function
of the cortex, which thus blends perception with memory
[25]. Specialized to the olfactory sense, this function does
not seem to require new cortical machinery to be carried
out efficiently. I explore here the possibility that a novel
circuitry is instead advantageous, when the generic func-
tion is specialized to topographic sensory systems, which
have to relay both where and what information, Ip and

3. The simulated model of an isocortical patch.

Does preserving accurate coding of position conflict
with the analysis of stimulus identity? This is obviously
a quantitative question, which has to be addressed with
a suitable neural network model. The following is an at-
tempt to define a minimal model, which still includes in
simplified form all the relevant ingredients.

A patch of cortex is modelled as a wafer of 3 arrays,
each with N x N units. Each unit receives C// feedfor-
ward connections from a further array of N x N "tha-
lamic" units, and Crc recurrent connections from other
units in the patch (Fig. 1). Both sets of connections are
assigned to each receiving unit at random, with a Gaus-
sian probability in register with the unit itself, and of



width Sff and Src, respectively1. To model, initially, a
uniform, non-laminated patch, the 3 arrays are identi-
cal in properties and connectivity, so the Crc recurrent
connections each unit receives are drawn at random from
all arrays. To model a laminated patch, later, different
properties and connectivities will be introduced among
the arrays, but keeping the same number of units and
connections, to provide for a correct comparison of per-
formance. The 3 arrays will then model supragranular,
granular and infragranular layers of the isocortex.

recurrent
collaterals

• • • • • • • • •
_ . 1 1 1 1 _ _

I I

• * patch of cortex

feedforward
connections

input station
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spatial focus
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FIG. 1. Scheme of the model patch. Parameters used in

the simulations reported: N x N = 20 x 20, R = 2, Src = 8,
5 / / = 2 — 8, M = 12, iViter = 10. Neural representations are
constrained to have sparsity a = 0.3 in each layer.

A local pattern of activation is applied to the thalamic
units, fed forward to the cortical patch and circulated
for Niter time steps along the recurrent connections, and
then the activity of some of the units in the patch is read
out. To separate out "what" and "where" information,
the input activation is generated as the product of one of
a set of M predetermined global patterns, covering the
entire N x N input array, by a local focus of activation,
defined as a Gaussian tuning function of width R, cen-
tered at any one of the N2 units. The network operates
in successive training and testing phases. In a training
phase, each of the possible M x N x N activations is
applied, in random sequence, to the input array; activ-
ity is circulated in the output arrays, and the resulting
activation values are used to modify connections weights
according to a model associative rule. In a testing phase,
input activations are the product of a focus, as for train-
ing, by a partial cue, obtained by setting a fraction of the
thalamic units at their activation in a pattern, and the
rest at a random value, drawn from the same general dis-
tribution used to generate the patterns. The activity of a
population of output units is then fed into a decoding al-

gorithm - external to the cortical network - that attempts
to predict the actual focus (its center, p) and, indepen-
dently, the pattern i used to derive the partial cue. 7* is
extracted from the frequency table P(i, id) reporting how
many times the cue belonged to pattern i = 1,. . . , M but
was decoded as pattern id'.

(1)

and a similar formula is used for L
p.

The exact "learning rule" used to modify connection
weights was found not to affect results substantially.
Those reported here were obtained with the rule

(2)

applied, at each presentation of each training phase, to
weight Wij. Weights are originally set at a constant value
(normalized so that the total strength of afferents equals
that of recurrent collaterals), to which is added a random
component of similar but asymmetrical mean square am-
plitude, to generate an approximately exponential distri-
bution of initial weights onto each unit, r denotes the fir-
ing rates of the pre- and postsynaptic units, and < ... >
an average over the corresponding array. In all the simu-
lations shown, only recurrent weights were modified dur-
ing training, although making feedforward weights mod-
ify as well did not affect substantially the results2.

Among the several parameters that determine the per-
formance of the network, I set R « 5 r c , and concentrate
on Sff, as it varies from 5/ / ~ R up to 5 / / ~ Src. It is
intuitive that if the feedforward connections are focused,
5 / / ~ R, "where" information can be substantially pre-
served, but the cortical patch is activated over a limited,
almost point-like extent, and it may fail to use efficiently
its recurrent collaterals to retrieve "what" information.
If the other hand 5 / / ~ Src, the recurrent collaterals can
better use their attractor dynamics, leading to higher U
values, but the spread of activity from thalamus to cortex
means degrading Ip.

2 To check that the sequential presentation of each local pat-
tern during training was not a crucial factor, I have also pre-
sented random combinations of 4 local patterns simultane-
ously, thereby reducing training time by a factor of 4. Results
were unchanged.

1 Periodic boundary conditions are used, to limit finit size
effects, so the patch is in fact a torus.
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FIG. 2. The combined Ii and 7P values obtained in sim-

ulations of the uniform model. The same general curve is
obtained with other values for M, and using partial cues of
different size. In this and the next Figures, stimuli determined
the firing of 40% of the thalamic units, while the remain-
ing 60% had random activity. Nearly asymptotic values are
reached after just 3 training phases. Errobars are calculated
as the s.d. of the mean of 10 independent runs.

This conflict between Ip and U is depicted in Fig.2,
which reports their joint values extracted from simula-
tions, as a function of the spread of the afferents, and of
the training phase. What is decoded is the activity of all
units in the upper array of the patch. Since the patch is
not differentiated, however, the other two arrays provide
statistically identical information. Further, since infor-
mation of both the what and where kinds is extracted
from a number of units already well in the saturation
regime [27], even decoding all units in all 3 arrays at the
same time, or only, say, half of the units in any single
array, does not alter the numbers of Fig.2 significantly.
Before any training occurs, little "what" information can
be retrieved; after training (which with these parameters
is already asymptotic with 3 epochs) Ii is monotonically
increasing with 5 / / . Ip, instead, decreases with 5/ / , and
as a result one can vary 5 / / to select a compromise be-
tween what and where information, but not optimise both
simultaneously. This conflict between what and where
persists whatever the choice of all the other parameters
of the network, although of course the exact position of
the Ip — Ii limiting boundary varies accordingly.

Is it possible to go beyond such boundary?

at this stage, were designed to model solely the emer-
gence of the granular layer, and not any further aspect
of a fully laminated cortex. The values of Ip and Ii ob-
tained with several different simulations, all sharing the
same three modifications, but differing in the values of
some parameters, are reported in Fig.3. For all values of
the parameters, the combined information values allevi-
ate the conflict affecting the uniform model. Of course,
other parameter values can be found, that worsen the
conflict. It must be stressed, though, that none of these
three modifications alone, or in combination with just
one of the other two, suffices to cross the boundary. They
are required all three together, at least in my experience.
The three modifications are:

1. The thalamic afferents to the granular layer are
focused, while those to the two pyramidal layers
(still the same number, per unit) are diffuse. In
the simulations shown, Sff(IV) = R = 2, while
Sff(III) = Sff(V) = 8.

2. The recurrent collateral system of the granular
units is severely restricted. In particular, in the
simulations reported here, the collaterals originat-
ing from layer IV units (and arriving at any layer)
are focused (Src(JV) = 2 - 3 , while Src(III) =
Src(V) — 8) and non-modifiable by training. Those
arriving at layer IV units are fewer in number
(Crc(IV) = 60 while Crc(III) = Crc(V) = 150),
thus in fact decreasing the total number of synapses
in the laminated model with respect to the uniform
one.

3. Model layer IV units follow a non-adaptive dynam-
ics. This is effected in the simulations by making
their effect on postsynaptic units, ^whatever their
layer, scale up linearly with iteration cycle. Thus,
compared to the model pyramidal units, whose fir-
ing rate would adapt over the first few interspike
intervals, in reality (but is kept in constant ratio to
the input activation, in the simulations), the firing
rate of granule units, to model lack of adaptation, is
taken to actually increase in time for a given input
activation3.

3This could also be taken to model non-depressing short-
term plasticity at synapses originating from granule cells, an
observation I owe to Prof. Haim Sompolinsky.

4. Differentiation of a granular layer.

I have explored several modifications of the "null hy-
pothesis" uniform model, to try and find some that could
result in a combination of Ip and Ii beyond the limit
exemplified in Fig.2. A search of this kind cannot be
exhaustive, of course, so I have tried in particular mod-
ifications that represent rough models of a granulated
patch of cortex. Thus, all changes to the uniform model,
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FIG. 3. Ii and Ip values obtained, after 3 training epochs,
with the uniform model, and with 4 different parameter
choices for the granulated model. Note that the latter is not
yet asymptotic after 3 epochs. One of the values decoded
from the granular layer (circles) falls outside the graph, at
Ip = 6.66, Ii = 0.51.

The information values reported in Fig.3 with trian-
gles are decoded from the supragranular layer (layer III).
Decoding the activity of layer V, still at this stage statis-
tically identical to layer III, gives the same results. Dif-
ferent values (the circles, with the same parameters as
for the layer III triangles) are instead obtained by decod-
ing the activity of layer IV, of course much more biased
towards high Iv and low Ii, but still beyond the original
constraint; Decoding the activity of all layers simultane-
ously yields somewhat intermediate values (not shown).

The three modifications, combined, thus produce a
slight quantitative advantage in the joint Ip and Ii values
that can be read off pyramidal cell activity. The advan-
tage is small, but the model cortical patch used is also
tiny (N x N = 20 x 20), and the expectation is that the
difference between uniform and laminated patches would
scale up, as the size of the patch reaches realistic values.
The crucial factor, in this scaling, is actually the number
of recurrent connections each unit receives, which lim-
its the number of global activity patterns which can be
stored and retrieved [26]. In the simulations, Crc is some
two orders of magnitude below realistic cortical values,
but it cannot be made much bigger in a patch of limited
size, N x N - and, on the other hand, scaling up both
N2 and C, which is in principle possible, rapidly makes
simulations exceedingly long.

Can we understand the advantage brought about by
lamination? The modifications required in the connec-
tivity of layer IV are intuitive: they make granule units
more focused in their activation, in register with the tha-
lamic focus, while allowing the pyramidal units, that re-
ceive diffuse feedforward connections, to make full use
of the recurrent collaterals. What is less intuitive is the
requirement for non-adapting dynamics in the granule
layer. It turns out that without this modification in the
dynamics, the laminated network essentially averages lin-

early between the performances of uniform networks with
focused and with diffuse connectivity, without improving
at all on a case with, say, intermediate spread param-
eters for the connections. This is because the focusing
of the activation and the retrieval of the correct identity
interfere with each other, if carried out simultaneously,
even if the main responsability for each task is assigned
to a different layer. Modifying the dynamics of the model
granules, instead, enables the recurrent collaterals of the
pyramidal layers to first better identify the attractor, i.e.
the stored global pattern, to which the partial cue "be-
longs" , and to start the dynamical convergence towards
the bottom of the corresponding basin of attraction [28].
Only later on, once this process is - in most cases - safely
underway, the granules make their focusing effect felt by
the pyramidal units. The focusing action, by being ef-
fectively delayed after the critical choice of the attractor,
interferes with it less - hence, the non-linear advantage
of the laminated model.

5. Differentiating infra- from supra-granular
connections.

Why does isocortex have pyramidal layers both above
and below the granule layer? In the laminated model con-
sidered above, the supragranular and infragranular layers
are still identical in all their properties, and exactly the
same mix of Ip and Ii can be read off the activity of
both. In the real cortex, however, the supragranular and
infragranular layers differ in several ways. One difference
which likely goes back hundreds of millions of years is
in their efferent projections. The supragranular layers
(denoted here as "layer III", without any commitment
about the why, how and when of the further differentia-
tion between layers II and III) project mainly onward, to
the next stage of processing4. In advanced mammalian
species, this means they project to the next cortical areas
in the sensory or motor stream [30]. In simpler mammals,
and probably in the primordial species, which likely had
only one sensory cortical area per modality [31], they
project strongly to the medial cortex, associated with
multimodal integration and memory [32]. The infragran-
ular layers (denoted here as "layer V", again neglecting
the differentiation of V from VI) project mainly backward
[33], or subcortically. Among their chief target structures
are the very thalamic nuclei from which projections arise
to layer IV. It is clear that having different preferential
targets would in principle favour different mixes of what
and where information. In particular, cortical units that
project back to the thalamus would not need to repeat
to the thalamus "where" a stimulus is, since this infor-
mation is already coded, and more accurately, in the ac-
tivity of thalamic units. They would rather report in its
full glory the genuine contribution of cortical processing,
that is, the retrieval of identity information. Units that
project to further stages of cortical processing, on the

4Layer III is also the major source of callosal projections,
those to the other hemisphere [29].



other hand, should balance the "what" added value with
the preservation of positional information - the mix that
we have so far considered optimal for pyramidal units in
general.

In addition to the difference in extrinsic projections,
the intrinsic connectivity of supra- and infragranular lay-
ers also differs, although the exact pattern has been ex-
plored quantitatively only in some special cases [34]. A
useful summary of many ill-determined details is pro-
vided by the "canonical" cortical circuit model of Douglas
and Martin [35], which describes activity as propagating
first to the supragranular and then to the infragranular
layers, while being regulated by inhibitory feedback. In
fact, while thalamic projections reach the dendrites of
units in all three main layers, the subsequent preferential
synaptic flow is IV->III-»V. I have made an even cruder
model of such flow by removing, in a second version of
the laminated model, all direct projections from layer IV
to layer V, and replacing them with an equal number of
projections from layer III to layer V. All other parame-
ters remain as in the first laminated model. With this
further modification, layer III becomes the main source
of recurrent collaterals [34,36], which are spread out and
synapse onto both supra- and infra-granular units and
also, to a lesser degree, layer IV units.

Fully differentiated model
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FIG. 4. Ii and Ip values obtained, after 3 training epochs,
with the uniform model, and with the 4 parameter choices of
Fig.3, but for the fully differentiated model. 3 of the data
points for the infragranular layer (black triangles) are nearly
superimposed.

The effect of this differentiation can be appreciated by
decoding the activity in the three layers, separately, as
shown in Fig.4. From layer IV one can extract, as be-
fore, a large Ip but limited If, from layer III one obtains
again a balanced mix, albeit now somewhat biased to-
wards favoring Ii - but a choice of somewhat different
parameters would take the balance back to any desired
value. From layer V, on the other hand, one can ex-
tract predominantly "what" information, Jj, at the price
of a rather reduced Ip content. Thus, the further con-
nectivity change (which leaves total synaptic numbers

unaltered), by effectively reducing the coupling between
granular and infragranular layers, has made the latter
optimize "what" information, while neglecting "where"
information, of limited interest to their target structures.

6. Discussion and falsifiability.

I propose that a small quantitative advantage in relay-
ing combined positional and identity information may
have driven the differentiation of neocortical layers in
mammals.

The proposal, while in line with speculations arising
of traditional comparative neuroanatomy, is supported
by the simulation of an offendingly crude neural network
model - a methodology which requires justification. Con-
nectionist models have a reputation for being adaptive,
which often means they can be designed ad hoc to demon-
strate the validity of whatever hypothesis. Indeed, the
plethora of parameters which have to be specified in even
a simplified neural network model, like the one simulated
here, is so large as to make exhaustive analysis impossi-
ble, and independent validation difficult. In the case of
my simulations, not only the analysis of parameter space,
but even most of the details of the model could not be
reported here, for lack of space, and will be described
in full elsewhere5. The truly important elements, how-
ever, are the mutual constraint between relaying where
information and retrieving what information, evident in
the uniform model, and the quantitative comparison with
a laminated model with no more units and/or connec-
tions. The what /where conflict is manifest also in rather
different models, like those developed independently by
Hamish Meffin [37], and, essentially, it requires only the
separate measurability of Ii and Ip to be demonstrated,
whatever the remaining details of the model. The quan-
titative comparison is taken to be fair, here, since the
laminated model remains identical to the uniform origi-
nal, except for the modifications discussed, and in partic-
ular has the same number of units. The overall number
of synapses in fact decreases slightly, to allow layer IV
units, which receive only 2/5 of the original recurrent
collaterals, to be more influenced by thalamic inputs in
the laminated version. In the real cortex, which devotes
most of its volume to synapses [17], it is likely that synap-
tic density per mm2 is a true constraint to evolutionary
expansion; it is also possible that the number of synap-
tic inputs on a pyramidal cell is limited by biophysical
constraints, to keep the effective electrotonic length of
the dendrites short, and allow efficient integration by the
cell. Whether the number of cells per cortical mm2 may
also be limited, is less clear. Keeping it fixed, in any case,
ensures a conservative comparison, which makes the ad-
vantage of lamination controlled for trivial effects.

The small advantage of the laminated patch is ex-
pected to scale up, as mentioned above, when the model,
and in particular synaptic numbers, are scaled up to real-

5The code used may be obtained from my website
http: //www. sissa. it/~ale/limbo. html



istic values. It should be considered, however, that even
a slight quantitative advantage may be selected for, once
replicated over millions of sensory experiences per indi-
viduals, and over millions of generations in the course
of mammalian evolution. Such a quantitative advantage
can obviously be demonstrated only with computer sim-
ulations, which are precise and can also be replicated
millions of times. It remains inaccessible to experimental
observation, either in vivo or in vitro, even if it where
possible to devise preparations that approximated lami-
nated and uniform cortical patches with similar quanti-
tative characteristics.

What are then the predictions arising from the pro-
posal, that could be checked experimentally? Essen-
tially, differences in the information content of the ac-
tivity of populations of cells in different layers. With
an appropriate experimental design, Ip and /; can be
measured in vivo from populations of tens of units [27]
recorded in well identified layers. While the relative val-
ues of Ip and Ii depend on the design and are not com-
parable, the model does predict that, very much as in
Fig.4, when separate measures are extracted from pop-
ulations of equal size, IP(V) < IP(IH) < IP(IV), while
h{V) > h{HI) > Ii(IV). The differences in J* should
be manifest in cortical areas crucial in the processing of
the stimuli to be discriminated, and the testing should
involve the use of rather noisy stimuli (partial cues to
retrieval). In addition, the time course of IP(III) is ex-
pected to be delayed with respect to that of Ii(III).

How does my proposal relate to alternative accounts
of the significance of neocortical lamination? Essentially,
it does not interfere nor cooperate with the few accounts
that, to my knowledge, have been proposed. For ex-
ample, the 'RULER' model [38] emphasizes the dynam-
ics of activation in the different layers, in line with the
canonical model of Douglas et ah [35], but it does not at-
tempt to really quantify function, or performance. The
present model, which is extremely simplified in its dy-
namics, should be entirely compatible with a more ac-
curate dynamical description. A number of papers have
been produced by Stephen Grossberg and collaborators
[39] which as a whole relate neural interactions between
the various layers to mechanisms of visual perceptions,
e.g. to promote the grouping together of VI cells with
similar orientation and disparity selectivity, or of V2 cells
that represent similar edges, texture or shading. The
mechanisms described are fairly complex and difficult to
assess with quantitative comparisons between laminated
and uniform models. While it remains possible that some
of these mechanisms might be specific implementations of
my generic account, or at least might be compatible with
it, the perspective is clearly very different. It seems to
me difficult to disentangle, from the sophisticated mech-
anisms that have evolved in visually advanced species,
such as cats or monkeys, the primitive ones that may
have been associated with the emergence of lamination,
hundreds of millions of years before. A simpler strategy
seems to be the one pursued here, of considering generic
aspects of sensory information processing, pertinent to
each topographic modality, and which lend themselves
easily to accurate quantification, at least in terms of com-
puter models.
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