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The olfactory system -1 - where is it?

I Figure 7.32
The olfactory system.
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The olfactory system - 2 - Organization

air

perception

_ motor i

OLFACTORY
BULB

OLFACTORY CORTEX

thalamus

limbic system

motor output

basal forebrain

mucus
OLFACTORY EPITHELIUM



Olfactory sensory
neurons (OSN)

Olfactory bulb
(OB)

Olfactory/pinform
cortex (PC)

thalamus

perception

limbic system

\
P motor output

basal forebrain
midbrain

OLFACTORY EPITHELIUM
mucus

cilia



The olfactory system - 3 - Chemical signals
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The olfactory system - 4 - Sensory responses
Chemical stimuli
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from: Sicard and Holley, 1984. Brain Res. 292:283.
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The olfactory system - 5 - Glomeruli
Rat olfactory bulb: -2000 glomemli

A, Glomerular Layer
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The olfactory system - 6 - OSN projection pattern
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Tie olfactory system - 7 - OSN projection pattern
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The olfactory system - 8 - Glomerular actiYation patterns
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Optical imaging in rat olfactory bulb - response patterns to aliphatic aldehydes
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-oeoxyglucose imaging m rat oliactory
atterns ip response to w-fatty acids
oliactory DUID - respohse patterns to fatty acids
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The olfactory system - 1 1 - Mitral cells
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The olfactory system -12 - Neural responses and perception
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The olfactory system -14 -
Lesioning of the "spatial"

representation does not impair odor processing

* Several experiments have shown that lesioning of "hot spots" of neural activation
in response to previously learned odors does not impair the recognition of these odors

* Experiments have also shown that lesions of up to 80% of the OB do not impair odor
learning in neo-natal rats

Slotnick et al. showed that after lesioning the olfactory
bulb in those areas that are mainly activated in response
to propionic acid, rats have no impairment when asked to
remember a previously learned response to that odor;
in addition they show no impairment when asked to learn
a novel odor task involving propionic acid.

Slotnick et al. 1997. Brain Research 762: 89



The olfactory system -15 - Beyond the glomerulus
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The olfactory system -16 - Role of inhibitory neurons

* Decrease of (lateral) inhibition changes "molecular receptive field" of individual mitral cells
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*Decrease of (feedback) inhibition changes threshold and gain of odor responses

Duchamp-Viret andDuchamp 1993 Neurosc. 56(4): 905.



Odor evoked oscillatory responses in insect (locust and honeybee) antennal lobe
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The olfactory system - 18 - Is there a "temporal" code ?
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The olfactory system -19 - Role of inhibition

Suppression of GABA-ergic Inhibition Decreases LFP Oscillation but preserves
spike pattern
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The olfactory system - 20 -
Decrease of synchronization impairs some, but not all

odor processing
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The olfactory system - 21 -
Spatio-temporal code?
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Spatio-temporal code in which both elements can be modulated and can carry
independent information
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Central olfactory pathways
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OLFACTION

gene encodes a guanylyl cyclase isoform
similar to the enzyme controlling the cGMP
level in vertebrate photoreceptor cells and
is required for normal chemotaxis mediated
by the ASE and AWC sensory neurons.
Because a mutation in the daf-11 gene
causes a similar phenotype as in C. elegans
tax-2/tax-4 mutants defective in the expres-
sion of the cyclic nucleotide channel in
AWC neurons (44), it has been suggested
that a guanylyl cyclase-mediated modula-
tion of the cGMP levels might act on the
TAX-2/TAX-4 channel.

Conclusions

Cross-phyletic comparisons have revealed
striking similarities concerning the organization
of olfactory systems as well as the physiologi-
cal principles and molecular elements underly-
ing the process of chemical sensing. The exis-
tence of phylogenetically conserved strategies
for detection and discrimination of a vast array
of odorants seems to reflect the evolutionary
answer to the common challenge imposed by
the nature of these chemosensory stimuli. Thus,
considering the evolutionary conservation of
chemosensitivity, comparative studies using
the advantage of invertebrate model organ-
isms should continue to help elucidate funda-
mental mechanisms of olfaction.

The recent progress in unraveling the mo-
lecular machinery mediating the chemo-electri-
cal transduction process in nematodes and ar-
thropods, and in particular the discovery of odor
receptors in invertebrates, opens new experi-
mental avenues for deploying the advanced ge-
netic tool kits available in C. elegans and
Drosophila melanogaster. These advances
may also initiate studies of olfaction in insect
species which damage crops or transmit hu-
man diseases. These insects depend heavily
on the sense of smell to find food and

mates. Detailed knowledge of the relevant
receptor types and transduction elements
would facilitate the efforts to find com-
pounds that interfere with the insect olfac-
tion and may eventually allow control of
insect pests without employing neurotoxic
compounds. Thus, research efforts in the
field of invertebrate olfaction not only pro-
vide greater insight into the fundamental
principles of how organisms decipher the
world of odors, but also have important
ecological and economical potentials.
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A Systems Perspective on
Early Olfactory Coding

Cilles Laurent

This review critically examines neuronal coding strategies and how they
might apply to olfactory processing. Basic notions such as identity, spatial,
temporal, and correlation codes are defined and different perspectives are
brought to the study of neural codes. Odors as physical stimuli and their
processing by the early olfactory system, one or two synapses away from
the receptors, are discussed. Finally, the concept of lateral inhibition, as
usually understood and applied to odor coding by mitral (or equivalent)
cells, is challenged and extended to a broader context, possibly more
appropriate for olfactory processing.

The recent wealth of behavioral (1-3), genet- studies on the olfactory system makes olfactory
ic (4), molecular (4-7), physiological (8- research a most dynamic area in modem neu-
10), mapping (11-16), and theoretical (17) roscience. This mix of scientific cultures has,

however, also produced a sometimes confusing
picture of what olfactory coding is about. The
relevance for coding of neural placement and
neural identity, for example, often is intermixed
(IS), and the methods used to estimate neural
responses are so varied that a synthesis of all
available data is sometimes difficult. Basic con-
cepts useful to study olfactory coding are thus
first briefly reviewed.

Division of Biology, California Institute of Technology,
Pasadena, CA 91125, USA. E-mail: laurentg@its.
caltech.edu
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O L F A C T I O N

Perspectives on Sensory Coding
Studying a neural code requires asking spe-
cific questions, such as the following: What
information do the signals carry? What for-
mats are used? Why are such formats used?
Although superficially unambiguous, such
questions are charged with hidden difficulties
and biases. Whereas Shannon and Weaver
(19) developed information theory to quanti-
fy communication through noisy channels,
neuroscientists have found that brains do
more than just convey information about the
world. Sensory circuits evolved to detect se-
lective patterns relevant for survival; they
also create qualities that do not exist outside
of the brain. Hence, brain codes can be stud-
ied from many different perspectives.

A physicist, for example, will look for
external features about which neural respons-
es can inform her. In olfaction, these features
might be chemical species, chirality, concen-
tration, location, stationariness, or rate of en-
counter. This approach makes no assumption
about the brain. It simply explores the effects
of the physical world on neurons.

A neuroethologist or psychologist, by
contrast, starts with the animal's viewpoint.
Through studies of behavior, he determines
what the animal cares about. For example,
rather than caring about the molecular com-
position of an odor, an animal may want to
identify a mixture as a specific object with
particular relevance. If so, odor representa-
tion or encoding might emphasize grouping
(pattern recognition) rather than analysis
(segmentation). The underlying codes should
reflect such perceptual biases. The study of
perception also reveals qualities, such as col-
or in primate vision, that cannot be predicted
from first principles. For example, a red patch
can still look red under illumination condi-
tions such that it reflects more short than long
wavelengths (20). This constancy, the per-
ception of redness, is a retinal and brain
construct, not a property of the world. Such
knowledge is needed to decipher and under-
stand neural codes. In olfaction, hedonic va-
lence is a concept often discussed; however,
its physiological underpinnings are largely
unknown. Nothing in the physical world in-
dicates whether an odor is pleasant or not to
a given animal. What features of neural
activity, if any, are common to good odors?
Do bees or pigs have a richer set of such
categories, foreign to humans? In short,
sensory coding can be studied from the
outside (information in a classical sense) or
from the inside (meaning). Both approach-
es are needed.

An engineer has yet a different viewpoint,
often focusing on cost and efficiency. These
constraints, which are real for a hardware
designer, are tricky when one is considering
biological codes. The notion, for example,
that energetic cost should be minimized

(21)—a code should favor low total firing
(sparseness) because pumps and other ho-
meostatic devices are costly—must be
weighed against the animal's ultimate goal,
which is to pass on its genes, rather than
simply to cut energy losses. Efficiency is
relative: It requires the definition of a goal. A
code might be efficient from the point of
view of bandwidth and speed, but not neces-
sarily for memory storage or recall, because
of biological constraints on neurons and syn-
apses. Because olfaction is so closely associ-
ated with memory (22), some aspects of the
early codes for odors (one or two synapses
away from the receptors) may result from
such later or higher constraints. Neural codes
thus owe as much to the animal's needs as to
the physics of the external world.

Sources, Channels, and Decoders
To understand coding, the format and infor-
mation-carrying features of signals transport-
ed from a source to a receiver must be exam-
ined. Although the approach is clear when
applied to traditional communication chan-
nels (19), it is fuzzier when applied to brain
circuits.

Signals. Neurons signal through trans-
membrane voltage changes—in most cases,
action potentials. As far as we know, all
information carried by one (spiking) neuron
is conveyed by some aspect or aspects of its
spike discharge (23-25). The study of coding
thus requires an estimate of the participating
neurons' discharge. In this regard, no tech-
nique is perfect. Electrophysiological record-
ings can provide direct spike times from iden-
tified cell types, but simultaneous samples
from many neurons are rare. Indirect meth-
ods, such as population calcium or voltage
imaging, can provide large-scale estimates of
activity (12-16), but the source of the signal
(incoming terminals, intrinsic neurons, out-
going fibers, a complex mix of the above) or
the relation between signal and firing rate
modulation is often inaccessible. More indi-
rect methods, such as mapping of gene ex-
pression (26), are even less informative about
neuronal activity, although they provide in-
valuable data on connectivity and its func-
tional implications. Neural coding and decod-
ing are ultimately carried out by neurons:
Ideally, the signals collected should thus be
converted back into action potentials.

Receiver and decoder. Establishing a code
requires showing that the receiver actually
decodes the incoming signal. Most studies of
neural codes ignore this requirement because
it is, at present, very hard to fulfill; the as-
sumption usually is that, if information about
x can be decoded by an observer from a
family of spike trains, this information must
be used similarly by downstream circuits. In
addition, because projections between areas
are often multiple and reciprocal, the notion

of receiver—and thus of code—becomes less
well defined the farther the neurons are from
the periphery. If a cell population sends pro-
jections to several areas, it cannot be deduced
that each one of these areas decodes incom-
ing signals in the same way. Cochlear affer-
ents in birds, for example, each bifurcate to
two brainstem nuclei with different selective
properties. From a spike train, one nucleus
extracts information about relative timing,
whereas the other selects discharge intensity
(27). Codes are thus defined by the receivers
and can be multiplexed on the same channel.
This is relevant for olfactory systems because
olfactory perception solves problems whose
solutions appear mutually exclusive, such as
generalization and fine discrimination. Sig-
nals carried by mitral cell axons might con-
tain coexisting codes, processed differently
by specialized target circuits or by single
targets whose state can be adjusted for one or
the other task. Deciphering codes can thus be
made easier by studying the decoders rather
than the signals. Defining a source is equally
important. The deeper the source, the more it
is affected by feedback and parallel channels,
and the less defined the information channel
becomes. It is thus not clear whether the tradi-
tional concept of code is useful beyond those
well-defined, often peripheral, domains.

Spatiotemporal Codes
Given a defined source and receiver, what
forms could codes take? Because the relevant
signals are spikes produced by individual
neurons over time, any neural code is spatio-
temporal. In this context, however, spatial
and temporal are commonly (and confusing-
ly) used to carry different ideas: A spatial
code is usually really meant to be an identity
code and not so much one in which neural
position matters; conversely, a temporal code
is usually implied to be one in which spike
timing does matter. Can these working (and
still evolving) definitions be clarified?

Space. Only if position plays an intrinsic
coding function should a code truly be called
spatial. Short of this, it is an identity code, in
which information depends on which neurons
are active rather than where they lie. A code
can be truly spatial because of intrinsic fea-
tures pertaining either to the encoding or the
decoding of the message. In the retina or the
skin, for example, receptor position is an
intrinsic component of the encoding of exter-
nal space. More interesting is the encoding of
sound frequency in vertebrate hearing. This
code is spatial for cochlear hair cells because
each hair cell's frequency tuning depends on
its mechanical resonance, which depends on
its position along the basilar membrane. Neu-
ral position can be important also for decod-
ing, as in sound localization circuits (27).
There, input coincidence depends on physical
delay lines (axons), such that a neuron's

724 22 OCTOBER 1999 VOL 286 SCIENCE www.sciencemag.org
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OLF ACTION

depth in a brain nucleus determines the
lengths of incoming axons and thus, the dis-
tribution of delays that it is selective for. In
these examples, modifying neuron position
while keeping connections intact would mis-
inform the receivers. Few such spatial codes
are known. Most known brain codes appear
to rely on neuronal identity. Do ordered ol-
factory receptor projection "maps" in the ol-
factory bulb (OB) (4, 26) then play an intrin-
sic role in olfactory codes or do they reflect,
for example, optimized developmental in-
structions or cabling solutions? As yet, no
convincing hypothesis or data suggest an in-
trinsic role for position in odor coding (whether
for identity, concentration, or position in space)
in the OB. Although the characterization of
projection maps will undoubtedly help us deci-
pher odor representation, codes at this level of
the olfactory system, as far as is known, seem to
rely on information contained in both neural
identity and intemeuronal timing. Position may
play a role in the periphery, that is, in the
encoding of short-range odor location using
gradients along receptor arrays. The partial dis-
orientation of ants on a trail after their antennae
have been crossed, for example, strongly sug-
gests that ants carry out bilateral comparisons
(28). The underlying mechanisms are as yet
unknown.

Time. If coding is considered one neuron
at a time, coding variables accessible to this
neuron are spike time (relative to an event),
interspike intervals, or higher-order features
such as sequences of interspike intervals.
Each variable could, on its own, encode
something about the stimulus: A downstream
decoder, depending on its properties or those
of the circuit in which it lies, might detect
from the incoming axon the occurrence of a
spike, an instantaneous or sustained firing
rate change, or a given interspike interval.
Traditional views of neural coding generally
oppose mean rate codes to temporal codes.
Mean rate interpretations, however, are often
simply a consequence of experimental condi-
tions in which a constant stimulus is sus-
tained for a long time. Rate codes can in fact
take many shades, depending on the length of
the integration window chosen to compute
firing rate. Ideally, such an integration win-
dow should match the duration over which
the stimulus remains constant. If a stimulus
changes rapidly, the computed rate may
change rapidly also. Hence, what really mat-
ters to identify the temporal nature of a code
is the determination of the reliability and
temporal resolution of the encoding and de-
coding elements, as well as the conditions
under which these features can be adapted. If
coding is now considered over many neurons
at a time (downstream decoders generally use
signals from many upstream sources), the
coding variables expand to include relational
features between incoming spikes (23, 24).

Those relational features can be synchrony or
more complex temporal correlations, such as
delays (29, 30), coherent periodic activity (8,
30, 31), or coherent waves of activation (15).
These may be described as correlation
codes. Here also, the real task is to define
the temporal resolution of the elements, the
higher-order features necessary to recon-
struct or identify the stimulus (for example,
a sequence of spikes across a neural ensem-
ble), and ultimately to show that those fea-
tures are required for the animal's behav-
ioral performance.

Encoding of time and temporal encoding.
Temporal codes can be viewed in different
contexts (24): In one, temporal neural dis-
charges simply follow the temporal variations
of the stimulus, and spike timing thus pro-
vides information about the occurrence of a
change in the stimulus with a certain accura-
cy (24, 25). In olfaction, this type of coding
of a time-varying signal is relevant to tasks
such as tracking pheromone plumes (32).
Specialized neurons in the macroglomerular
complex of moths—the analog of the verte-
brate accessory olfactory bulb—can follow
100-ms-long odor pulse delivery at rates of a
few hertz (33) and could thus inform the
animal of its course in and out of a plume. A
different, more subtle, context is one in which
temporal firing patterns do not result directly
from the time-varying features of the stimu-
lus. Rather, such patterns are a product of
brain circuit dynamics. If they are reliable,
these temporal patterns can then encode non-
temporal features of a stimulus. In olfaction,
such temporal encoding has long been sug-
gested (8-10, 34) and recently has been
shown to be relevant (30, 35, 36): In the
insect antennal lobe (AL)—the analog of the
vertebrate OB—stimulus identity can be de-
ciphered from the identity of the neurons that
fire together within a ±5-ms window and
from the temporal evolution of this synchro-
nized assembly at each cycle of a 20-Hz
synchronized and distributed oscillatory pat-
tern (30). The relevance of synchronization
for decoding by downstream neurons and for
fine behavioral odor discrimination was dem-
onstrated directly (35, 36).

The Nature of Odors
Odor space. Natural odors, such as flower
fragrances, are often mixtures of many mol-
ecules in relatively specific ratios. Because
many thousands of volatile chemicals exist,
the number of possible mixtures is stagger-
ingly large. Are all possible odors meaning-
ful? Natural scenes in vision may be used as
an analogy (37); imagine an image of n by n
pixels that can each independently vary in
intensity. The state space (all attainable states
of the system) of possible images has n2

dimensions, and each dimension represents
the intensity of one pixel. The vast majority

of possible random images (noisy canvases)
in that space, however, will have no meaning
for the higher visual system (38), which sug-
gests that vision evolved to process a very
small subset of all possible visual stimuli.
This must be reflected, many believe, in the
structure and operations of the visual system,
including the retina. Is olfaction similar? Al-
though the number of natural odors surely is
smaller than that of all possible odors, little
seems to prevent randomly synthesized odors
from being perceived as distinct or meaning-
ful. The perfume industry makes its living
from this fact. In other words, although the
higher visual system in most cases will treat
two random dot images as two indistinguish-
able objects, the olfactory system appears
able to assign a specific identity, or value, to
any (or a great number of) random compo-
nent mixtures. This synthetic (39) property
makes olfaction very special and suggests
that its codes may differ from those in vision:
The olfactory system seems designed to ac-
commodate the unpredictability of the olfac-
tory world. However, the statistics of natural
odors have, to my knowledge, not yet been
explored as have those of natural visual
scenes (40). Such studies appear very impor-
tant, but how should one, for instance, calcu-
late the redundancy of a natural odor? This
might be possible by studying the extent of
overlap between receptor responses, as is
done with color vision. Note that this synthet-
ic property of olfaction does not exclude the
existence of very specialized receptors or
pathways adapted to each animal's ecological
niche, such as for the detection of conspecif-
ics or food for specialists (41). I focus rather
on the broader, nonspecialist systems, across
which coding strategies may be transferable.

The physics of odor signals, integration
windows, and bandwidth. Whereas the visual
and auditory systems process signals whose
propagation in the world is predictable, olfac-
tion must deal with turbulent flow of the
medium (32, 42). A passive detector placed
away from a source experiences intermittent
odor pulses lasting from a few milliseconds
to more than a second, with interpulse inter-
vals between several 100 ms and minutes.
Information about source size, location, and
distance can thus be found in the statistics of
pulse and interpulse durations sampled over
moderately short periods and in the variance
of concentration fluctuations (42). Mean con-
centrations are not necessarily the most infor-
mative measurements. Many odor-driven be-
haviors, such as the search for a mate in
moths, depend on the analysis of chemically
predictable (genetically programmed) but
physically complex signals that must often be
intermittent to allow detection and orientation
(32). In these systems, odor identity is decod-
ed by highly specialized and sensitive neu-
rons, and the temporal structure of odor fila-
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ments can be followed quite accurately (33).
Many odor identification tasks, however,

will take place in headspace, that is, very
close to the source—inside a flower for a bee
or against a fire hydrant for a city dog—and
thus provide different sampling opportuni-
ties. In addition, odor sampling is usually not
passive. Many vertebrates sniff, and many
arthropods, in which olfaction is not coupled
to breathing, flick their olfactory appendages
on detecting an odor. These behaviors dictate
the duration (hundreds of milliseconds to sec-
onds), number, and frequency of odor sam-
plings. Moreover, the elements of the perire-
ceptor milieu (external sensory structures,
mucus, odorant binding proteins, and so on)
probably act as temporal filters on quickly
varying signals (43). The integration window
for odor processing must therefore take into
account the physics and chemistry of the
stimulus and the sampling environment, as
well as the sampling behavior of the animal.
Olfactory codes may thus differ greatly for
the many olfactory tasks an animal must
solve.

Imagine reading this article with your
nose. Although possible in principle (one
might learn to assign odors or concentrations
to words or letters), the rate at which infor-
mation could be conveyed would likely be
low. Olfaction is poor at following many or
rapidly varying signals. It is a low-bandwidth
sense. Whereas a fly's or a primate's retina
must update its signals every few tens of
milliseconds, thus imposing very specific
temporal constraints on the retinal codes (23-
25), odor sampling usually occurs on a much
slower time scale. This feature enables the
use of time as a dimension for odor identity
codes.

Peripheral Odor Coding
Convergence. Recent studies in mammals es-
tablished that olfactory receptor neurons
(ORNs) that express the same odorant recep-
tor protein all converge precisely to the same
two glomeruli in the OB (4, 26). The conver-
gence ratio from generalist receptors to the
OB or AL principal neurons is about 1000:1
in rodents (26, 44, 45) and 100:1 in many
insects (46). What could convergence mean
for odor codes? A first role is perhaps to
heighten the sensitivity of their targets so as
to ensure detection. A second might be to
increase signal-to-noise ratios by averaging
out of uncorrelated noise. Because ORNs of
the same type are distributed randomly over
wide zones of the nasal cavity (5), local odor
fluctuations may be uncorrelated over space
and thus, in principle, exploited to reduce
input noise by postsynaptic summation. Field
potential recordings from the nasal epitheli-
um of some vertebrates, however, reveal syn-
chronized oscillatory activity (8), whose ori-
gin appears to be local (47). The function of

such peripheral synchronization, which does
not exist in all noses, remains unknown, and
its potential influence on noise processing
needs to be determined.

Specificity. Molecular studies also suggest
that ORNs each express only one type (or a
small number) of OR genes (4, 5, 26). This
suggests that the odorant specificity of an
ORN might be determined by that of its OR
proteins. Given the known specificity of oth-
er heterotrimeric GTP-binding protein (G
protein)-coupled receptors in the brain, ORN
responses also might be specific. Before con-
sidering the data, several important issues
must be noted: Binding specificity depends
on concentration. To be functionally relevant,
tests of ORN specificity should be in odor
concentration ranges as defined by behavioral
performance (neither too close to threshold
nor too high) and in physiological conditions
of odor access to the receptor (normal peri-
receptor milieu). From a coding perspective,
interesting concentrations are the highest
ones in which behavioral performance re-
mains specific, because one may observe a
mismatch between receptor and behavioral
specificity, implying nontrivial population
decoding. Second, because odor sampling by
an animal is usually repetitive, receptor spec-
ificity should probably be measured both in
the sensitized and adapted states. Third, spec-
ificity of odor or binding (or both) is very
hard to define precisely, for no one knows yet
what odorant receptors recognize. Operation-
al definitions are presently based on chemical
categories, which may turn out to be inappro-
priate. Fourth, what ultimately counts from a
coding perspective is the spike output of an
ORN. To quantify ORN specificity, one thus
really needs to know how ORN spike trains
are decoded by the brain. With these caveats,
what do the data say? A recent in vivo over-
expression study suggests that one olfactory
receptor gene might, under these conditions,
confer relative specificity, as assessed by na-
sal epithelium electrical measurements (7).
Calcium imaging in vitro (6, 13) and electro-
physiological recordings in vivo (48), how-
ever, indicate that individual ORNs usually
respond to many odors, including ones that
belong to different chemical classes. These
results are consistent with population imag-
ing studies showing that odors (including
monomolecular ones) usually activate broad
areas of the OB or AL (12, 14, 16). In
honeybees, the tested concentrations were
shown to enable behaviorally specific re-
sponses (49). These results are also consistent
with rat studies showing that odor discrimi-
nation remained possible after massive OB
lesions (1, 3). Odor codes across receptors
thus appear to be distributed and combinato-
rial, and the extent of receptor activation
seems to increase with concentration (12, 14,
16). Precise odor identification can occur in

concentration ranges in which receptor acti-
vation is not highly specific. These results do
not exclude the coexistence of very specific
ORN types, with specific adaptive roles (41).

Lateral Inhibition: A Systems
Perspective
Signals from ORNs are sent directly to the
OB or AL, where they are further processed
(45, 46, 50-52). OB and AL circuits contain
two broad classes of neurons (excitatory pro-
jection cells and, for the most part, inhibitory
axonless local neurons) (44, 45). Because the
principal neurons [mitral and tufted (M-T)
cells in mammals] have one primary dendrite
within one glomerulus or a few glomeruli and
because inhibitory neurons (granule cells)
contact nearby M-T cells through their sec-
ondary dendrites, this connectivity is often
interpreted as underlying a form of lateral
inhibition to sharpen M-T cell tuning (50,
52). This view combining anatomy and func-
tion is strongly influenced by what we know
about retinal processing (53, 54). The spatial
receptive field of many retinal neurons can be
characterized by a tuning curve shaped as a
difference of Gaussian function. The opera-
tion enhances edges, that is, amplifies local
differences relative to local similarities. This
seems useful—the visual world is full of
relevant edges (40)—and underlies many vi-
sual illusions (54). A simple transfer of this
concept to olfaction is, I argue, unwarranted.
First, it is not strongly supported by available
data (51, 52, 55). Second, it relies on many
assumptions that may not apply to olfactory
codes. (Many inhibitory cell types and neu-
rotransmitter receptors coexist in OB and AL
circuits, so that inhibitory connections can
underlie a variety of parallel processes. This
section focuses only on fast inhibitory feed-
back by granule cells or their functional an-
alog in insects.)

The case for. The first argument in favor
of lateral inhibition in early olfaction is ana-
tomical. M-T cells do indeed contact granule
cells, which in turn contact other M-T cells
(53, 56-58). One caveat, however, is that
M-T cells also inhibit themselves via granule
cells (45, 57). The relative importance of
self- and lateral inhibition is rarely discussed,
and the two types of connectivity are some-
times lumped together (55), without clear
functional justification. The second result,
possibly consistent with lateral inhibition,
comes from paired mitral or projection cell
recordings showing precisely antagonistic re-
sponses (31, 50, 59). The third comes from
work in rabbit OB, indicating that M-T cells'
responses can sometimes be described by
tuning curves with inhibitory surround (51,
55, 60). In these tuning curves, the intensity
of a mitral cell response is plotted against one
tested chemical feature of the stimulus family
(for example, carbon chain length). The local
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mechanisms responsible for this inhibitory
surround were recently examined (55). These
results, however, are hard to interpret, for
responses were obtained in conditions not
ideal for quantification [hand-held odor stim-
uli, one or two trials (which precluded statis-
tics), undefined response boundaries]. Finally,
these experiments did not show detuning af-
ter inhibition blockade.

The case against. This tuning curve view
of lateral inhibition rests on two unspoken but
key assumptions: that information lies in sin-
gle neuron firing rates, and that a sharp tuning
curve is desirable. Both assumptions need to
be examined. The first assumption says that
information is carried independently by neu-
ron firing rates. Imagine, however, that the
decoder of a mitral cell output is tuned to
detect higher-order features in the incoming
spikes, such as coincidence across many
cells, periodicity, delays, or sequences. Ol-
factory neurons are known to display com-
plex response profiles (10, 34) and to syn-
chronize (8, 9). Correlation codes have in-
deed been identified in which information,
absent from firing rate measures, can be re-
trieved from temporal relationships between
the spikes of coactivated neurons (30). It was
also shown that when an odor is presented
several times in succession to a locust, prin-
cipal neuron response intensity decreases as
temporal precision increases over the first
few trials (61). This response evolution is in
fact accompanied by an improvement in odor
discrimination based on the information con-
tained in the discharge patterns. In other
words, strong or naive responses can be less
informative if decoding does not simply rely
on rates (61).

The second assumption says that sharp
tuning curves are better than broad ones.
Several computational studies challenge this
view for population codes. Without making
any assumption about decoding schemes and
by simply aiming to maximize mutual infor-
mation between a stimulus and the response
of a neural population that encodes it, it can
be shown that optimal tuning curve widths
depend critically on the stimulus dimension
(62). Only for one-dimensional stimuli do nar-
rower tuning curves improve coding by each
neuron (63). In addition, this conclusion de-
pends critically on the covariance of the
noise. If tuning curve sharpening is done by
common lateral connections, correlated noise
is introduced, counteracting the information
gain caused by sharpening (64). Sharper
curves are thus better only if they are shaped
independently.

The second caveat is that the logic of a
lateral inhibitory network, if present, is hard
to comprehend in odor space. Because mitral
cells usually respond to many odors including
ones that belong to different chemical groups
(50, 65), how is proximity along the various

odor dimensions determined by the network?
More precise predictions need to be made and
tested. In the same vein, consider OB anato-
my. Although rodent mitral cells send a pri-
mary dendrite in a single glomerulus (tufted
cells often visit several), their secondary den-
drites cover a large area. Indeed, the 20 to 40
mitral cells sharing the same glomerulus send
a circular carpet of lateral secondary den-
drites that can extend 1 to 2 mm around this
glomerulus, that is, directly below tens to
hundreds of other glomeruli (45). Because of
the density and extent of intermixed granule
cell projections, mitral cell primary responses
are thus exposed to massive numbers of pos-
sible influences from what can hardly be
called a local neighborhood.

Third, lateral inhibition in vision is inter-
preted as useful to increase local contrast. For
a local contrast to exist, there needs to be
proximity and simultaneity (dark pixels close
to light ones) or rapid temporal succession
(dark pixels rapidly replacing light ones) of
different inputs (dark and light pixels). What
are the equivalent stimulus features for odors?
Moreover, is the olfactory system designed to
enhance the separation of two competing stim-
uli or to fuse them as a third odor? Behavioral
data from mammals and honeybees show that
complete segmentation of even binary mix-
tures is difficult. In particular, the detection
of one learned odor in a binary mixture is
harder if the two odors are similar (2, 3, 39)
and models built to recreate this effect make
explicit use of conventional lateral inhibition
(66). In these models, lateral inhibition helps
rather than hinders generalization from a
learned odor to a similar one with the same
biological relevance. Hence, although such
type of lateral inhibition may indeed be use-
ful for olfactory coding, a convincing natu-
ralistic, behavioral, or computational case re-
mains to be made for its existence.

Finally, experiments by our group on odor
responses in insect principal neurons showed
that blockade of fast inhibitory feedback via
local neurons never evoked a detectable
broadening of odor tuning—that is, the un-
masking of new odor responses or the
strengthening of certain existing responses
(35, 36). Rather, odor discrimination using
the information contained in principal neuron
spike trains before and after fast inhibitory
feedback blockade was unchanged (36). In-
hibitory blockade, however, desynchronized
activated principal neurons (58), causing an
impairment of fine behavioral odor discrimi-
nation (55) and a decrease in information
about odor identity recoverable from down-
stream neurons (36). Hence, downstream
neurons detect relational aspects of their in-
put. Olfactory coding cannot be studied one
neuron at a time or by using rates alone:
Information is contained across neuron as-
semblies that cannot be extracted by simple

averaging. Inhibition is therefore important
indeed for olfactory coding, but within a
framework that differs from conventional lat-
eral inhibitory rules. Rather, inhibition is pro-
posed to be, partly, a mechanism that regu-
lates the complex dynamics of olfactory net-
work responses. We proposed that odor en-
coding and decoding make explicit use of
these dynamics (30, 35, 36).

An alternative framework. From a func-
tional point of view, early sensory circuits
must, in some way, optimize data formatting
(37, 38, 54). The existence of bottlenecks
(the optic nerve, the lateral olfactory tract, for
example) imply the elimination of redundant
information. Although odor redundancy is
hard to define, inhibition should nevertheless
be seen as a potential actor in this optimiza-
tion process. How should this role be studied
in olfaction? First, contrary to their visual and
auditory counterparts, olfactory systems are
structurally shallow: Cortical anil memory
systems are only two synapses away from the
receptors, and there is no clear evidence for
separate functional streams, other than the
pheromonal and generalist pathways. Psy-
chophysics reveals that olfaction is a low-
bandwidth, synthetic sense, generally favor-
ing global perception rather than segmenta-
tion. It seems, therefore, that odor codes
might not require the multitude of local pro-
cessing modules necessary in vision or hear-
ing for details to pop out. Second, when
studying early olfactory codes, we must con-
sider the possibility that downstream receiv-
ers build their own odor representations from
information pooled across sources via opera-
tions different from linear averaging. Be-
cause correlation codes cannot be deciphered
by focusing only on single neurons, response
specificity should be seen from the system's,
not a single cell's, perspective. In this frame-
work, we view inhibition as a mechanism that
builds global specificity not by sharpening
individual neurons' tuning curves—the sys-
tem is not apparently built to decompose—
but by shaping population dynamics so as to
make global representations specific (30) and
concise (61). In this framework, some single
neuron responses to a select set of odors
might well look as if they could define a
conventional tuning curve. But a great many
will not, although lateral inhibitory influenc-
es onto them are just as important for global
specificity. In-" short, I believe that lateral
inhibition so defined is important and that its
contribution to sharpening should be revealed
globally rather than locally. In this frame-
work, tuning curves may not be, the best way
to understand odor codes.

In conclusion, the study of olfactory cod-
ing sits at the intersection of several estab-
lished and evolving areas of modern neuro-
science. My goal was not to update many
excellent reviews (26, 44, 65) but rather to
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challenge some conventional views and place
this perspective in a broad functional context.
In short, traditional concepts transferred lit-
erally from the study of other senses may not
always be appropriate for olfactory codes.
The time seems ripe for combining theories
that emphasize global dynamics with experi-
mental approaches that provide cellular and
spike time resolution (9, 30, 36, 67), as well
as behavior.
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The Olfactory Bulb: Coding and Processing
of Odor Molecule Information

Kensaku Mori,1-3* Hiroshi Nagao,1 Yoshihiro Yoshihara2

Olfactory sensory neurons detect a large variety of odor molecules and
send information through their axons to the olfactory bulb, the first site
for the processing of olfactory information in the brain. The axonal
connection is precisely organized so that signals from 1000 different types
of odorant receptors are sorted out in 1800 glomeruli in the mouse
olfactory bulb. Individual glomerular modules presumably represent a
single type of receptor and are thus tuned to specific molecular features
of odorants. Local neuronal circuits in the bulb mediate lateral inhibition
among glomerular modules to sharpen the tuning specificity of output
neurons. They also mediate synchronized oscillatory discharges among
specific combinations of output neurons and may contribute to the
integration of signals from distinct odorant receptors in the olfactory
cortex.

The sensory input to the olfactory system is
mediated by odor molecules that represent an
amazingly diverse range of structure. How
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can the mammalian olfactory system detect
and discriminate such a large variety of odor
molecules? Recent studies have begun to elu-
cidate the molecular and cellular mechanisms
for the reception of odor molecules at the
level of olfactory sensory neurons in the nose
(1-5). To cope with the diverse odor mole-
cules, mammals have developed up to 1000
odorant receptors (3, 4, 6), which are expressed
on the cilial membrane surface of sensory
neurons in the olfactory epithelium (OE).

The central olfactory system receives
the odor molecule information through ax-
ons of sensory neurons. The information is
processed and integrated as the olfactory
quality of objects. The human perception of
the olfactory image is characteristic in that
it usually associates with pleasant or un-
pleasant emotions. Because a single object,
such as the flower of jasmine, emits a
specific combination of dozens of different
odor molecules, the central olfactory sys-
tem has to integrate signals from a large
variety of odorant receptors. This poses an
interesting but daunting question as to how
the central olfactory system combines or
compares signals among 1000 types of
odorant receptors. Recent progress has be-
gun to unravel the basic cellular mecha-
nisms for processing the molecular infor-
mation at the first relay station of the cen-
tral olfactory system, the main olfactory
bulb (MOB) (7).

The mammalian MOB has a relatively
simple cortical structure, containing thou-
sands of signal-processing modules called
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"glomeruli" (8). Glomeruli are relatively
large spherical neuropils (100 to 200 u,m in
diameter), within which axons of olfactory
sensory neurons form excitatory synaptic
connections on dendrites of mitral and tuft-
ed cells, the output neurons of the MOB (9)
(Fig. 1). An individual glomerulus can be
viewed as an olfactory axon convergence
center for inputs originating from one type

of odorant receptor; the odorant receptor-
specific signal is transmitted to mitral and
tufted cells innervating the glomerulus. In
mice, each glomerulus receives converging
axonal inputs from several thousand olfac-
tory sensory neurons and is innervated by
primary dendrites of ~20 mitral cells (10)
(Fig. 1). If we refer to a glomerulus togeth-
er with its associated neurons as a glomer-

Fig. 1. Basic circuit dia-
gram summarizing the
synaptic organization of
the mammalian MOB.
Two glomerular modules
(brown and blue) repre-
sent two different types
of odorant receptors. Mi-
tral cells (M) and tufted
cells (T) are output neu-
rons, and granule cells
(Gr) and periglomerular
cells (PC) are local inter-
neurons. OSN, olfactory
sensory neuron; GL, glo-
merulus. Short white ar-
rows denote excitatory
synapses, and short black
arrows denote inhibitory
synapses.

OSN

to olfactory cortex

Olfactory Bulb zone I

Zone II

Olfactory Epithelium

Zonel

Zone IV

odor molecules olfactory sensory neuron

Fig. 2. Schematic diagram illustrating the axonal connectivity pattern between the nose and the
MOB. The OE in mice is divided into four zones (zones I through IV) that are defined by the
expression of odorant receptors. Olfactory sensory neurons in a given zone of the epithelium
project to glomeruti located in a corresponding zone (zones / through /V) of the MOB. Axons of
sensory neurons expressing the same odorant receptor (red or dark blue) converge to only a few
defined glomeruli. NC, neocortex; AOB, accessory olfactory bulb.

ular module, the architecture of the mouse
MOB can be simplified as being composed
of 1800 such modules. The odor molecule
information is processed by the local neu-
ronal circuits that mediate synaptic interac-
tions within the module as well as among
these modules in the MOB. Axons of mitral
and tufted cells then send the information
to the olfactory cortex (Fig. 1).

Axonal Connection Between Nose and
Olfactory Bulb
In mice, the OE contains more than 2 mil-
lion sensory neurons. Individual olfactory
sensory neurons express only one type of
odorant receptor gene (11-13) out of a
repertoire of up to 1000 genes. This sug-
gests that individual sensory neurons re-
spond to a range of odor ligands that bind
to the expressed receptor (13-15). Howev-
er, it is still unknown as to which range of
odor molecules individual sensory neurons
are tuned to (13—16). Each neuron projects
a single axon into a single glomerulus in
the MOB. How is the axonal connection
functionally organized between the OE and
the MOB? Two basic principles of the ol-
factory axon projection have been demon-
strated: "zone-to-zone projection" and
"glomerular convergence."

Zone-to-zone projection. Odorant recep-
tors are classified into four groups, accord-
ing to their expression patterns in the OE. A
given type of odorant receptor is expressed
in one of four circumscribed zones in the
OE (12,17) (Fig. 2) (zones I, II, III, and IV
are arranged from dorsomedial to ventro-
lateral parts of the OE) (OE zones are given
in roman type, and MOB zones are given in
italic type). Within a given zone, neurons
expressing different receptors intermingle,
showing widely dispersed distribution.
Structural comparison of various odorant
receptors, in relation Uo their expression
zones, revealed that the odorant receptors
with highly homologous amino acid se-
quences tended to be localized in the same
zone of the OE (13).

Such zonal organization is preserved to
some extent in the MOB. The presence of
zones in the glomerular sheet of the MOB
was first shown in rabbits (18) and then in
rats (19) with immunohistochemical studies
using R4B12 and RB-8 antibodies, respec-
tively. The antigen molecule recognized by
these antibodies turned out to be a cell
adhesion molecule, OCAM/RNCAM (20),
which is expressed by axons of olfactory
sensory neurons in zones II, III, and IV of
the OE. Axons of zone I sensory neurons do
not express OCAM. Tracing of OCAM-
expressing olfactory axons to their termi-
nals in the glomeruli showed zonally seg-
regated projections of olfactory axons;
OCAM-negative zone I axons project to
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glomeruli in the rostrodorsal zone I of the
MOB, whereas OCAM-positive zones II,
III, and IV axons project selectively to
caudoventral zones II, III, and IV of the
MOB (Fig. 2). A complementary pattern,
was reported in the expression of CC2 car-
bohydrate epitope, which is only positive
for zone I axons (27). Although molecular
markers that distinguish glomeruli among
zones II, III, and IV are still lacking, in situ
hybridization studies of MOB sections with
odorant receptor probes (22), together with
studies of anatomical tracing of olfactory
axons (23), suggest that the MOB may
comprise four spatially segregated zones
corresponding to the four zones in the OE.
Thus, odor information received by sensory
neurons in a given zone of the OE is
thought to be transmitted to glomeruli and
then transferred to mitral and tufted cells in
the corresponding zone of the MOB.

Glomerular convergence. The olfactory
axons can find their specific target glomeruli
in the MOB. Recent studies have unraveled
the highly ordered glomerular convergence
pattern of olfactory axon projection: Olfacto-
ry sensory neurons expressing a given odor-
ant receptor converge their axons onto a few
defined glomeruli (Fig. 2).

Physiological studies had suggested the
glomeralar convergence pattern as one of
the plausible models for explaining the tun-
ing specificity of olfactory bulb neurons
(24-27). The glomeralar convergence has
been visualized by two types of experi-
ments. In situ hybridization analysis
showed the presence of odorant receptor
messenger RNA (mRNA) in the olfactory
axon terminals in glomeruli, indicating that
the sensory neurons expressing a given
odorant receptor mRNA converge their ax-
ons to particular glomeruli (22). Evidence
that is more conclusive of the glomeralar
convergence was presented by using a
gene-targeting technique, knock in, a meth-
od of replacing a particular gene with an-
other gene construct (28-30).

Tuning of Individual Glomerular
Modules to Specific Molecular
Features
The glomerular convergence does not neces-
sarily indicate that all olfactory axons con-
verging onto a single glomerulus derive from
the same type of sensory neurons expressing
the same type of odorant receptor. It is pos-
sible that individual glomeruli receive mixed
inputs from multiple types of odorant re-
ceptors. This issue was examined in the P2
odorant receptor-IRES-tauLacZ knock-in
mice (IRES, internal ribosomal entry site)
(30). In these mice, all olfactory axons inner-
vating the P2 glomerulus expressed p-galac-
tosidase, indicating that the P2 glomerulus
receives olfactory axon inputs exclusively

from sensory neurons expressing the P2 odor-
ant receptor (31). With an extrapolation of
this result, it appears likely that each glomer-
ulus is devoted to a single odorant receptor.
However, the "one glomemlus-one receptor"
hypothesis needs to be examined experimen-
tally for each glomerulus, and it is possible
that convergence of inputs from multiple
types of receptors occurs in some glomeruli
of the MOB.

Functional importance of the glomeralar
convergence was examined with physiologi-
cal methods (32), including single-unit re-
cordings of spike responses from mitral and
tufted cells to odor molecules (24-26, 33).
Because individual mitral and tufted cells
project a single primary dendrite to a single
glomerulus, the tuning specificity of given
mitral and tufted cells strongly reflects that of
the glomerulus they innervate.

Detailed characterization of the tuning
specificity of individual mitral and tufted
cells was obtained in the rabbit MOB using
a battery of odor molecules with systematic
variations of molecular conformation (25,
26). The results demonstrated that single
mitral and tufted cells show excitatory
spike responses to a range of odor mole-
cules with similar molecular conformation
(Fig. 3). In other words, the molecular re-
ceptive range (MRR) (26, 27, 34) of indi-
vidual mitral and tufted cells consists of a
range of odor molecules that share charac-
teristic structural features. The characteris-
tic features include (i) the overall stereo-
chemical structure of the hydrocarbon
chain (Fig. 3) and (ii) the type and position
of the attached functional group. These

ortho meta

it^CH CM,

para

characteristics of odor molecules are simi-
lar to epitopes in the antigen-antibody in-
teractions in the immune system (55) and
are thus called "odotopes" (36). In agree-
ment with the single-unit studies, optical
imaging of odorant responses in rat MOBs
showed that glomeruli were tuned to detect
particular molecular features (37).

Mitral and tufted cells that presumably
belong to different glomeralar modules
show different MRRs (25-27). The MRRs
of two mitral cells located in the ventrome-
dial part of the rabbit MOB are shown in
Fig. 3. The mitral cell in Fig. 3A discrim-
inates among different stereochemical iso-
mers of disubstituted benzenes and is tuned
selectively to detect those odor molecules
that have two side chains in para position.
However, the mitral cell in Fig. 3B does not
discriminate among, different isomers and
is tuned to detect disubstituted benzenes
that have short side chains in any position
(ortho, meta, or para). This suggests that
different glomeralar modules are tuned to
detect different molecular features. In Fig.
3, the odor molecule "para-xylene" (shown
by an asterisk) is detected by both mitral
cells, presumably because it is para-isoform
with short side chains.

An individual glomerular module can
thus be viewed as a molecular feature-
detecting unit. Because an individual odor
molecule typically exhibits several molec-
ular features, it may activate a specific
combination of the molecular feature-de-
tecting units. This is supported by the re-
sults of spatial mapping of glomeralar ac-
tivity after stimulation of the OE with a

B
meta ,..pa«a

CH-CHf-*' 'w—CH-CH,

I' ' "&'
•plkn/lnluMfcHl

Fig. 3. Different glomerular modules detect different molecular features. Response specificity of
two mitral cells (A and B) to a number of odor molecules made of isomeric disubstituted benzenes.
Solid bars indicate the mean number of spikes per inhalation cycle elicited by stimulation with
respective odor molecules. The molecular structure of odor molecules is shown above each graph.
The neuron in (A) is tuned selectively to para-isomers of disubstituted benzenes, whereas the
neuron in (B) responds selectively to disubstituted benzenes with short side chains. Asterisks
indicate para-xylene, which in this case activates both neurons. Modified from (26).
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single odor compound as measured by
2-deoxyglucose uptake, c-fos expression,
functional magnetic resonance imaging,
and optical imaging (37-39). The quality of
an individual odor molecule is thus coded
by a combination of activated glomerular
modules. This is also the case for a mixture
of odor molecules; dozens of odor mole-
cules released from a particular object may
activate a selective set of glomerular mod-
ules. Regardless of the complexity of odor
molecules emitted from a given object, its
olfactory quality may be coded by a specif-
ic combination of activated glomerular
modules at the level of the MOB.

Spatial Arrangement of Glomerular
Modules in the MOB
How are the glomerular modules spatially
arranged in the MOB? Glomeruli are par-
celed into four zones in the MOB (Fig. 2).
Examination of tuning specificity of mitral
and tufted cells suggests that glomeruli rep-
resenting odorant receptors with similar tun-
ing specificity are assembled in a local region
within a specific zone. For example, mitral
and tufted cells in the dorsomedial region in
zone I of the rabbit MOB show similar MRRs
covering n-fatty acids or n-aliphatic alde-
hydes or both. In contrast, these neurons rare-
ly respond to w-aliphatic alcohols, and they
never respond to alkanes (24, 25, 27). Glo-
meruli or mitral and tufted cells in a given
region show varying overlapping MRRs (15,
27, 37). The local assembly of glomerular
modules with varying overlapping specifici-
ties to odor molecules seems to be crucial
for processing molecular information in the
MOB.

Olfactory Bulb

An integration into a coherent map of the
results of spatial arrangement of glomeruli
obtained from in situ hybridization studies
(22) and odorant receptor-tauLacZ studies
(28, 29) suggests that each MOB represents
two symmetrical sensory maps of odorant
receptors, one in the lateral hemisphere and
the other in the medial hemisphere of the
MOB. The idea of two symmetrical maps is
in agreement with mediolateral symmetric
distribution of 2-deoxyglucose uptake foci
after stimulation with particular odor mole-
cules (2, 38). The functional meaning of the
possible dual sensory maps in the MOB re-
mains to be elucidated.

Interaction Among Molecular
Feature-Detecting Glomerular
Modules
The glomerular modules in the MOB inter-
act with each other through neuronal cir-
cuits by local interneurons, granule cells,
and periglomerular cells. Mitral and tufted
cells project secondary dendrites tangen-
tially for long distances and make numer-
ous dendrodendritic reciprocal synapses
with granule cell dendrites (Fig. 1). The
reciprocal synapse consists of a mitral-to-
granule glutamate-mediated excitatory syn-
apse and a granule-to-mitral 7-aminobu-
tyric acid-mediated inhibitory synapse (8,
40). Thus, activation of a mitral and tufted
cell results in feedback inhibition of the
cell, as well as lateral inhibition of neigh-
boring mitral and tufted cells (8, 40, 41).
The primary dendrites of mitral and tufted
cells form dendrodendritic reciprocal syn-
apses with periglomeralar cells within the
glomerulus. Some of the periglomerular

Olfactory CortexFig. 4. Synchronized
oscillatory discharges
of mitral and tufted
cells and presumptive
combination-detect-
ing neurons in the ol-
factory cortex. (Left)
The schematic dia-
gram of the olfactory
bulb shows three glo-
merular modules (cells
A through C) repre-
senting three different
odorant receptors. The
traces under the dia-
gram indicate the lo-
cal field potential in
the MOB (top trace),
spike discharges of
mitral cell A (green)
(middle trace) and
spike discharges of mitral cell B (orange) (bottom trace). Spike discharges are synchronized between
cells A and B. (Right) Diagram of the olfactory cortex indicates presumptive convergence of mitral
cell axons onto individual cortical neurons. The traces indicate oscillatory local field potential in the
olfactory cortex (top trace), synaptic and spike potentials in the hypothetical cortical neuron (A +
B) when the inputs are synchronized (middle trace), and synaptic potentials when the inputs are
^synchronized (bottom trace). In the middle trace, temporal summation of synaptic inputs from
mitral cells A and B gives rise to spike discharges of this cortical neuron.

A

B

1

cells send inhibitory projections to the den-
drites of neighboring mitral and tufted
cells, suggesting that periglomerular cells
also provide lateral inhibition of mitral and
tufted cells. Accumulating evidence sug-
gests that interactions among mitral and
tufted cells through these interneurons play
a central role in the processing of olfactory
information (33, 42, 43).

Enhancement of tuning specificity by lat-
eral inhibition. Of particular interest is the
lateral inhibition mechanism by which acti-
vation of mitral and tufted cells associated
with one glomerular module results in the
inhibition of mitral and tufted cells associated
with neighboring glomerular modules (8, 33,
44). Single-unit recordings from mitral and
tufted cells in the rabbit MOB showed that
spike activity of an individual cell is inhibited
by a defined subset of odor molecules with
structure that is closely related to the excita-
tory odor molecules (26, 42). A pharmaco-
logical blockade of the dendrodendritic syn-
apses between mitral/tufted and granule cells
greatly reduces the odor-induced lateral inhi-
bition. The lateral inhibition through the den-
drodendritic reciprocal synapses with granule
cells may enhance the contrast between
strongly activated and faintly activated glo-
meruli and thus sharpen the tuning specificity
of individual mitral and tufted cells to odor
molecules. The second-order mitral and tuft-
ed cells may thus be more sharply tuned to
specific molecular features than olfactory
sensory neurons are (34, 42).

Synchronized oscillatory discharges of
mitral and tufted cells and binding of differ-
ent glomerular modules. At the level of the
MOB, the quality of stimulus odor is encoded
by a specific combination of activated glo-
merular modules. How does the local neuro-
nal circuit in the MOB contribute to the
combination and integration of signals re-
ceived by different glomerular modules? A
recent physiological study (43) raised the
possibility that the local neuronal circuit gen-
erates synchronized oscillatory discharges
(45) of bulbar output neurons, mitral and
tufted cells, thereby contributing to the com-
bining of signals from different glomerular
modules at the level of olfactory cortex (Fig.
4). Synchronized oscillatory discharges are
thought to play an important role in the insect
central olfactory system (46).

Inhalation of odor molecules elicits a
prominent oscillation (30 to 80 Hz) of local
field potentials (47), imply that many mitral
and tufted cells respond with synchronized
spike discharges. Dendrodendritic synaptic
connections between mitral/tufted cells and
granule cells are thought to be responsible for
generating the oscillatory local field poten-
tials (8, 40, 48). Simultaneous recordings
from two mitral/tufted cells located 300 to
500 u-m apart (43) showed that synchroniza-
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tion of spike discharges occurs during odor
stimulation among specific pairs of mitral/
tufted cells that are associated with different
glomerular modules (Fig. 4, left); a clear
synchronization was observed in about one-
fourth of the mitral and tufted cells examined.

If axons of two mitral/tufted cells belong-
ing to different glomemlar modules converge
onto the same target neuron in the olfactory
cortex, the cortical neuron may serve as a
combination detector whose activity repre-
sents combined activation of the two glomer-
ular modules (Fig. 4). Synchronization of
spike discharges of the bulbar output neurons
may greatly enhance the probability of driv-
ing the target cortical neuron because of the
temporal summation of synaptic inputs from
the two mitral/tufted cells (the trace shown by
A + B synchronized in Fig. 4, right). Thus,
synchronization of two mitral/tufted cells as-
sociated with different glomerular modules
might serve as a mechanism for the temporal
binding of signals from different odorant re-
ceptors. During inhalation of odor molecules
emitted from a specific object, synchronized
spike responses may occur in a number of
mitral and tufted cells associated with a spe-
cific subset of glomeruli representing a selec-
tive combination of odorant receptors.

The above discussion leads to the hypoth-
esis that the strength of the dendrodendritic
reciprocal synaptic connections with granule
cells that bridge two different mitral/tufted
cells may determine the degree of spike syn-
chronization. If this is the case, dendroden-
dritic reciprocal synapses can serve as a sub-
strate for mediating the temporal and func-
tional binding of signals from different odor-
ant receptors. Of particular interest is
the possibility that a plastic change in the
strength of the dendrodendritic synapses may
result in a change in the strength of the
functional binding of signals among different
odorant receptors. It has been suggested that
at least a part of olfactory or pheromonal (or
both) memory trace resides in the dendroden-
dritic reciprocal synapses (49). One of the
basic mechanisms for olfactory memory
might be to change the strength of the den-
drodendritic synaptic connections among
specific subsets of mitral and tufted cells.
This may cause changes in the efficacy of
driving selective subsets of odorant receptor
combination-detecting neurons in the olfac-
tory cortex.

Conclusion
The finding of a large multigene family of
odorant receptors (6) has triggered rapid ad-
vances concerning the functional organization
of the mammalian olfactory nervous system.
The initial step was an understanding of the
functional roles of individual sensory neurons
in the OE. Next came the elucidation of the
axonal projection patterns of sensory neurons to

the MOB. This led to the notion that the func-
tional logic for discrimination among different
odor molecules is determined by the pattern of
olfactory axon connectivity to the MOB, the
glomerular convergence. We now know of the
following neuronal mechanisms for the pro-
cessing of odor molecule information in the
MOB: (i) Individual glomerular modules func-
tion as a molecular feature-detecting unit, and
(ii) local neuronal circuits mediate lateral inhi-
bition and synchronized spike discharges
among mitral and tufted cells that belong to
different glomerular modules.

However, we still lack basic knowledge
of the detailed functional organization of
the axonal projection of mitral and tufted
cells to the olfactory cortex and of the
neuronal circuits in the olfactory cortex
(50). Thus, the challenge is to understand
neuronal mechanisms as to how the olfac-
tory cortex combines or compares signals
from 1800 glomerular modules. Newly de-
veloped techniques, including transsynaptic
labeling of selective neuronal pathways by
plant lectin transgenes (51), might provide
a clue for understanding the axonal connec-
tivity pattern between the MOB and the
olfactory cortex. When our knowledge of
the olfactory cortex and higher olfactory
centers advances, we might be able to de-
termine why roses have a pleasant scent,
whereas sweaty socks smell bad.
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