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ABSTRACT

Free equatorial modes for several simple coupled ocean-atmosphere models are determined. They are found
to include unstable and damped modes of large zonal scale and long period. The influence of ocean thermo-
dynamics on unstable modal behavior is systematicaily explored. The Model | ocean features a local thermal
equilibrium. In Model II, linearized temperature advection is the sole ocean thermal process. The Model 111
ocean features both advective and local thermal processes, while that of Model IV features only local thermal
processes. The ocean and atmosphere are each represented by linear shallow water equations on the equatorial
B-plane, and are linked by traditional couplings. A finite difference method with variable resolution is used to
find eigenvalues and eigenvectors of the coupled systems. Key results are checked via a series method.

Ocean modes are influenced most strongly by coupling, and are damped or destabilized depending on the
configuration of induced atmospheric motion relative 1o oceanic velocities, In Model I, the oceanic Kelvin wave
is destabilized while oceanic Rossby waves are damped by the coupling. In contrast, the gravest oceanic Rossby
wave is destabilized while the Kelvin wave is damped in Model II. In Model 1L, coupling facilitates a slowly
propagating unstable mode, which has structure intermediate between the Model [ unstable Kelvin wave and
the Model II unstable Rossby wave. A slow, unstable mode is also present in Model IV, but the growth rate is’
much reduced in the absence of ocean temperature advection. Growth rates of unstable modes are dependent
on a varicty of model coefficients. Further experiments include arbitrary shifting and meridional restriction of
the atmospheric heating field. The latter experiment provides support for a conjecture concerning the seasonal
timing of El Nifio.

The results are applied to the equatonial Pacific; climatological background states do not permit unstable
modes that seem relevant to El Nifio onset. Unstabie modes permitted by a background state based on conditions
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observed prior to an actual El Nifio are discussed.

1. Introduction

Mechanisms of tropical climate anomalies have re-
ceived much attention over the past two decades. This
attention results, in part, from the considerable local
economic effects of tropical climate anomalies (e.g.,
Hastenrath and Heller, 1977) and from the awareness
that tropical climate fluctuations might teleconnect to
the midiatitudes (e.g., Horel and Wallace, 1981).
Ocean-atmosphere interactions are often linked to
the development of tropical climate anomalies;
indeed, characteristics of El Nifio~Southern Oscillation
(ENSO) episodes suggest that these major ocean-cli-
mate disturbances may result from positive ocean-at-
mosphere feedback (e.g., Gill and Rasmussen, 1983).
The possibility of positive ocean-atmosphere feedback
warrants investigation into the dynamics of coupled
ocean-atmosphere systems.

Conflicting results have been obtained from models
that feature idealized ocean-atmosphere coupling and
the simplest oceanic and atmospheric dynamics ap-
propriate to the tropics. Free motions in the linear
ocean-basin coupled models of Rennick (1983) and
Gill (1985) are dominated by westward propagating
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disturbances. In contrast, motions in the coupled model
of Anderson and McCreary (1985) gradually become
dominated by disturbances that propagate slowly east-
ward. Philander et al. (1984) find that disturbances in
their linear ocean-basin coupled model amplify rapidly
and also propagate slowly eastward. In each of these,
the system is initially perturbed and the subsequent
(unforced) motion is computed numerically. Ocean
thermodynamics appears to be a major determinant
of model behavior. In particular, the direction in which
disturbances propagate seems associated with the {(as-
sumed or determined) importance of sea surface tem-
perature (SST) advection in the generation of SST per-
turbations. The perturbations in the models of Rennick
(1983) and Gill (1985) result solely from advection of
a prescribed background SST gradient by anomalous
zonal currents. Meanwhile, SST advection does not
seem to play a major role in the disturbances of An-
derson and McCreary (1985), and is not even included
in the local thermal equilibrium assumption of Phi-
lander et al. (1984). Atmosphere is linked to ocean in
the above coupled models via parameterization of at-
mospheric heating in terms of the underlying SST per-
turbation (or total SST as in Anderson and McCreary,
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1985), so the importance of ocean thermodynamics in
model behavior is not surprising. The actual impor-
tance of SST advection during ENSO episodes is sug-
gested in studies by Gill (1983) and Harrison and
Schopf (1984).

It seems clear that the variety of results needs to be
interpreted in terms of free modes, 1.e. modes of motion
permitted by the linear dynamical equations for a un-
forced medium. If an initial perturbation in a medium
can be expressed asa sum of free modes (as is generally
the case), then subsequent motion will become dom-
inated by the free mode(s) present having the largest
growth rate (or smallest decay rate). Thus disturbances
observed to dominate in the aforementioned coupled
models may reflect the most unstable free modes per-
mitted by the respective linear {or linearized) equations.
Analysis of the free mode structures may lead us to
better understand the nature of disturbances in such
simple coupled models; in particular, the role of as-
sumed ocean thermodynamics may become clearer.
None of the aforementioned coupled-model studies
include a free mode analysis on the full linear or lin-
earized equations.

~In the present study, we systematically investigate
the behavior of free equatorial modes in several simple
coupled ocean-atmosphere models; each model fea-
tures a different parameterization for ocean thermo-
dynamics. Model I features a local thermal equilibrium
(e.g. Philander, 1984). In Model 11, the only permitted
thermal process is temperature advection (e.g. Rennick,
1983). Model I1I includes temperature advection and
also a parameterization of local thermal processes, and
has Models I and II as extreme physical limits. Finally,
we step back and consider a model (Model IV) that
features only local thermal processes; it corresponds in
form to a linearization of Anderson and McCreary’s
(1985) cyclic, unbounded model. All models in this

study have both oceanic and atmospheric motions

governed by the complete linear shallow-water equa-
tions on the equatorial 8-plane. Models are developed
in section 2, where energetics are also discussed. Meth-
ods of analysis are outlined in section 3. Basic results
for the individual models are presented in section 4.
Results of further experiments involving arbitrary
shifting or meridional restriction of atmospheric heat-
ing are given in section 5. Further results pertinent to
modal behavior in general are given in section 6. The
results enable us to better understand the nature of
instabilities in coupled models and the effect of simple
changes in ocean thermodynamics and coupling pa-
rameterization on the stability of model waves.

2. Coupled model

The coupled system consists of a baroclinic atmo-
sphere and an ocean mixed layer interacting via (i)
- wind stress and (i) atmospheric heating parameterized
in terms of the SST perturbation field.
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a. The atmosphere

The simplest representation of linearized dynamics
for atmospheric motion in response to a heat source

O(x, y, 1) is given by

U —ByV+ ¢+ AU =0 (1a)
V,+ByU+ ¢, + AV =0 (1b)
¢+ c XU+ V) + Bop = Q. (lc) -

Independent variables (x, y, 7) refer to eastward and
northward displacement (y = 0 at equator) and time.
Beta is the meridional gradient of the Coriolis param-
eter. Equations (1) represent the baroclinic mode ofa
two-level model if U is the difference between the up-
per- and lower-level zonal wind component, V similarly
for the meridional wind, and ¢ the perturbation in
geopotential thickness between the levels (e.g., Mat-
suno, 1966). This interpretation is adopted here, since
latent heating in the tropics excites mainly baroclinic
mode motions (Gill, 1980; Lim and Chang, 1983).
Where necessary, we assume that the lower tropo-
spheric wind (U}, V) is given by (U, V) = —(U, V)/2.

Values of the gravity-wave speed parameter ¢, quoted
in the literature for the fundamental baroclinic mode
range from 15 m s™' (Lau, 1981) to 63 m s™' (Philander
et al., 1984). Most results presented herein are obtained
using ¢, = 30 m s~'; some comparative studies are
made Using ¢, = 60 m s~'. The former value, ¢, = 30
m s~} implies an atmospheric Rossby deformation ra-
dius of A, = (¢,/8)'"? = 1170 km, while ¢, = 60 m s™'
implies A, = 1650 km.

The processes leading to atmospheric momentum
loss (e.g., surface drag, cumulus friction and lateral eddy
diffusion) are parameterized by Rayleigh friction. Val-
ues quoted in the literature for the friction coeflicient,
A, range from 2.3 X 107® s~ (Philander et al., 1984)
to 30 X 107%s~! (Anderson and McCreary, 1985). Most
results presented herein are obtained using 4 = 5
X 107% s~'; some comparative studies are made using
A4 = 10 X 1078 s1. The processes leading to pertur-
bation temperature loss (¢.g., lateral eddy diffusion, dif-
ferential radiational cooling and surface heat exchange)
are parameterized by Newtonian cooling. Results pre-
sented here generally have the cooling ceefficient, B,
set equal to 4. Solutions where B # A4 were found to
be qualitatively similar to those when B = A and are
not presented in detail. Standard values adopted here
for model coefficients are summarized in Table 1.

b. The ocean
1) MODEL DEVELOPMENT

The basic ocean model consists of a mixed layer
overlying a deep, cold, quasi-motionless layer. An in-
finitesimally thin thermocline separates the two ocean
layers. Motions and temperature are assumed constant
with depth within the mixed layer. The most general
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TABLE |, Values for basic parameters in Models 1-IV. Exceptions
are specified in the text or captions. The nondimensional wavenumber
k = 0.106 corresponds to a wavelength of 15 000 km.

Coefficient Value Coefhicient Yalue
A SOX107¢s™" Ks 8.0 x 107%s7!
B SOX 105t Ky 7.0 X 107 m? s K!
a L16x 107"st T (I, 1D 50X 107"K m™!
b 116 X 107 5™t Kr (11, I'V) ISX 0P Km s
d 1 11, Iv) LI6X 107757 Kg 0
£ [4ms™ 8 22X 107" m~' 57!
Ca 300 m s k L0006 )

set of equations to be considered here for mixed layer
variables is iy

Wl T St
S i

u, — Byv + agATh, + % aghT, + % agT,h i.F
+au = /r:;(;;% ) (2a)

v, + Byu + aghTh, + % aghT, + av = v/(poh) (2b)
h, + h(1, + v,) — KT+ bh =0 (2c)

T, + T — Krh + dT = 0. (2d)

The dependent vaniables include perturbations in ther-
mocline depth (A), zonal () and meridional (v) motion,
temperature (7) and zonal (7"} and mendional (77)
wind stress; AT is a typical mixed layer—deep ocean
temperature difference. Values and definitions of the
constants pg, @ and g are given in Table 2.

Equations (2) result from linearization and major
simplification of equations given in Appendix A, which
contain more complete dynamics and explicit entrain-
ment and surface heating terms. The most important
simplifications are as follows. The assumed background
state features a thermocline at the uniform depth /7 and
a mixed layer temperature (7°) that may display a pre-
scribed uniform zonal gradient (7). All advections are
neglected, with the exception of zonal temperature ad-
vection, which has been singled out in recent literature.
Background motions are assumed not to affect pertur-
bations. Finally, we follow all previously mentioned
authors of coupled models and do not consider the

direct effect of wind perturbations on surface heating.

and entrainment. Linearization of explicit entrainment
and heating terms yield formulae (Appendix A) for the
coeflicients a, b, d, K and K7 in terms of background
state variables. Of the above coefficients, K and d are
found to be the most sensitive to the assumed back-
ground state and increase rapidly as # decreases. Rep-
resentative values of Ky, 4, b and d are given in Table
1, however, free modes are computed for a range of
Krand d.

The term KT is found to be small relative to other
terms in (2¢); growth/decay rates and frequencies of
modes studied here change by typically less than one
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percent when K i1s increased from 0 to the largest
probable value (1077 m K™' s7'). Henceforth, we set
Kg = 0. The terms og7.h/2, aghT,/2 and aghT,/2 in
(2) are also small; growth/decay rates and frequencies
of modes studied here typically change by a few percent
when these terms are neglected, nevertheless, the terms
are retained in Models II-1V.

The characteristic speed in our ocean model, ¢
= (aghAT)'?, is generally set at 1.4 m s™' (following
Philander et al., 1984); correspondingly, we take A
= 70 m and AT = 14 K. This value of ¢, may be
appropriate for conditions in the eastern equatorial
Pacific, and implies an oceanic Rossby deformation
radius Ay = (€o/8)"/? = 250 km, which is much smaller
than that for the atmosphere. Solutions obtained here
with ¢ = 2.5 m s™! (appropriate for the first baroclinic
mode in the west equatorial Pacific) are qualitatively
similar to those for ¢; = 1.4 m s™', and are not further
discussed.

Prior to analysis using the full Egs. (2); we perform
analyses using two sets of ocean equations each rep-
resenting an extreme physical limit of (2). These limits
are discussed in the next two subsections.

2) OCEAN MODEL I: LocAL THERMAL EQUILIB-
RIUM LIMIT

in the limit where K, and 4 are very large, (2d) is

expected to reduc_e to, e 2 E—Wki
-1 S AL N .k
el rew T, Gd)

where k = K7/d. This limit represents a local thermal
balance and is most closely attained when the mixed
layer depth is small (Appendix A). The value of « is
given as +0.03 K m™!, based on a regression of SST
on mixed layer depth for the far eastern Pacific as de-
tailed in Appendix B. On neglecting the small terms
ag(Th + hT,, hT,)/2, Egs. (2a—c) become

TABLE 2. Symbols and values for physical parameters. Values for
m and n follow Garwood (1977), for » follow Anderson and McCreary
(1985).

Symbol Value Parameter

o 20x 107* K Thermal expansion coefficient
of water

Po 1.0 X 10 kg m™ Density of ocean water

Pa 1.2kgm™? Density of surface air

Co 1L3x 1073 Drag coefficient

Cu 42x 108 kg™ K™ Heat capacity of water

g 98ms? Gravitational acceleration

m 1.25 Wind mixing entrainment
calibration coefficient

n 0.3 Thermal mixing entrainment
calibration coefficient

v 20X 10 m?s™! Momentum eddy diffusion

coeflicient
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u, — Byv + agATh, + au = 1/poh (3a)
v, + Byu + agATh, + av = ¥/ poh (3b)
h+ h(u, +v)) + bh = 0. (3¢)

Equations (1) and (3) comprise Model 1, a model iden-
tical in form to that of Philander et al. {1984).

3) OcEAN MODEL II: THERMAL ADVECTION LIMIT

In the limit when Ky — 0 and 4 remains positive,
{2d) reduces to

T,+ Tau+dT =0 (4)

Thus SST perturbations (7°) result solely from advec-
tion by the perturbation current. This limit is most
closely attained in general when the mixed layer depth
is large and T # 0. Equation (4} has the same form as
Rennick’s (1983) thermodynamic equation. Equations
(1), (2a—c) and (4) comprise Model II. Values for the
coefficients are given in Table 1. The value of T is set
at 5 K per 10 000 km, typical of the equatorial Pacific
(Reynolds, 1982).

4) OCEAN MODEL III: GENERAL THERMODYNAMIC
CASE

The full Egs. (1) and (2) comprise Model III. Here
SST perturbations result from zonal advection, en-
trainment and surface heat fluxes; thus Model Il has
thermodynamics intermediate between Models I and
IL. Solutions are found for a range of Ky and d, with
T.=—5X 1077 K m™'. Values for the other coefficients
are given in Table i.

5) OCEAN MOBDEL IV: LOCAL THERMAL FORCING

Equations for Model IV are as for Model I1i, except
that 7, = 0. Model 1V is expected to have Model I as
an extreme physical limit when K7 and d are large.

¢. Windstress and latent heating parameterization

Perturbation windstress and latent heating are pa-
rameterized in terms of atmospheric variables accord-
ing to the traditional simple assumptions (e.g., Philan-
der et al., 1984):

(7, 7/ (poh) = —Ks(U, V) (3
hs\
0 = K,T. 6)

Solutions are determined for a range of Ky and Kg;
representative values are estimated as discussed later.
A value for K is estimated using the bulk aerodynamic
formula

™ ~ paColUy + UNT; + Uy = 7
~ 2p,CplUU; = —pCplUJU.
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Symbols have their usual meanings and standard values
(Table 2); a typical equatorial surface wind speed |Ujl
=4ms!, and i = 70 m. Thus Ks = (p.ColUl)/
(poh) = 8 X 107 57!, this value being a factor of six
smaller than that used by Philander et al. (1984). Es-
timation of Ky is more complicated and involves an
empirical study of latent heating versus SST, as outlined
in Appendix 2. The relationship between latent heating
and SST is found to be rather nonlinear; the estimated
value of K increases with background SST from 2
X 107 m?s K at26.5°Cto 11 X 103 m*s > K™'
a1 29°C. Wetake Ko = 7.0 X 10 m*s > K ' tobe a
“representative” value, this value being similar to that
of Philander ¢t al. {1984).

An atmospheric model similar to (1) was found by
Zebiac (1982) to respond realistically to observed SST
anomaly patterns when the large values Ko = 150
X107 m? s K, A=8B=15%X10%s"and ¢,
= 63 m s™! are assumed, together with an advecting
background wind U = —4 m s~'. Results determined
for these values of Ky, 4, B and ¢, are qualitatively
similar to results presented in section 4 here and are
not further discussed.

cxl 7 \<
d. Energetics 21e

Interpretation of modal behavior is aided by an
analysis of perturbation energetics. The amount of en-
ergy associated with a wavelike perturbation is indi-

cated by an integration of the local perturbation energy

. over a zonal wavelength and fromy=—w toy = +cw.

A variable V(x, y, t) thus integrated is denoted {¥)(¢).

A quantity proportional to the local perturbation
energy for the model atmosphere (1) is E, = (U? + P2
+ ¢%/cH)/2; Eqgs. (1) yield

HEe) _ (p@dres = AU = AV = B(Del:

(7

The last three terms on the right-hand side (rhs) of (7)
result from prescribed damping and always contribute
negatively toward d(E,)/dt. The sign of the first term
on the rhs of (7) depends on the correlation between
the thickness (¢) and the latent heating (Q); the at-
mospheric perturbation gains energy only if strongest
latent heating occurs in regions of warm air.

A quantity proportional to local perturbation energy
for the Model 1 ocean (3) is E¢ = [u® + v?

+ (agAT/R)A?Y/2; Egs. (3) yield (Yamagata, 1985)

KEgy _(ury  (or) o
d poht * poh '
— a(v?®) — ag;: T

The last three terms on the rhs of (8) result from pre-
scribed damping and always contribute negatively to-

bR, (8)
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ward d{ Ey")/dt. The sign of the first two terms depends
on the correlation between the ocean current velacity
and windstress; the oceanic perturbation gains energy
only if the windstress (or surface wind) is generally in
the same direction as oceanic motion.

A quantity proportional to local perturbation energy
for the Model II-IV oceans is Ef = [u? + »?
+ (agAT/MH + agTh]/2. An equation for d{E"My/dr
derived from (2) includes current-windstress correla-
tion and damping terms [as in (8)] and also several
terms that represent ocean perturbation-background
state energy transfer and do not involve atmospheric
perturbations. The sum of the ocean perturbation-
background state terms is small compared to that of
the damping terms for all modes studied here. Thus
unstable modes in Models I-1V display both a positive
(ur™y + <vr)’§ {to build the ocean perturbation) and a
positive (¢Q ) (to build the atmospheric perturbation).
The term (¢Q) provides the ultimate energy source
for the growing mode, since wind-stress work merely
transfers energy inefficiently between ocean and at-

mosphere {atmospheric wind-stress work terms are -

subsumed within the terms 4¢{U?) and A(F2) of (7)].

3. Free mode analysis

Eigenvector analyses are performed for the model
equations in each of the four models. The methods of
analysis for all models are similar; only that for Model
I is outlined here.

Equations (1) and (3) are nondimensionalized using
a length scale of Ny = (co/B8)"? = 2.5 X 10° m and a
time scale of py = (cp8)~""2 = 1.8 X 10° 5. The nondi-
mensional dependent variables, here denoted by as-
terisks, are

(U*, V¥, u*, v*) = (U, V, u, v)/co }
(¢*, K*, T*) = (¢/ce, hih, TIT

All variables and coefficients in the following are non-
dimensional and asterisks are dropped. 5
Solutions are sought of the form

Ulx, y, 1) = Re{U(y)e"==}

where wavenumber k is given and the complex (an-
gular) frequency o is an eigenvalue to be determined.
The coupled system becomes

AU — yV + ik¢ =gl {9a)
YU+ AV + é, =isV  (9b)
ike*U + ¢V, + Bo — Ko'h = ioe (9c)
KU +au— yw + ikh = icu (9d)
KV +yu+av+ h, = iov {9¢)

iku + v, + bh = ich (9f)
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where Ky = («Kg/agAT)ug and ¢ = ¢,/¢o. The bound.
ary conditions are

(U, V.o, u,v, h, T) =0 at (10

Methods used here to solve (9) include a finite differ
ence method and a series method, which are outlinec
in subsections 3a and 3b.

Previous results relating to the eigenproblem ap-
proach for coupled models on the equatorial B-plane
appear in Hirst (1985) and Yamagata (1985). For ex-
ample, Yamagata uses a shooting method to solve ar
eigenproblem similar to that for Model I at several vai-
ues of k. However Yamagata prescribes the atmosphere
to be in equilibrium with the SST pattern [i.e., term:
involving ¢ in (9a—c) are dropped], and also assumes
very large values for the coefficients B (of 620 X 10
s”!) and K (of 50 X 107% s™"). Hirst (1985) computed
some eigensolutions for Models I and 11 but assumed
smaller values for the coefficients 4 and B (4 = &
=23x 105" and Kp(of 3.3 X 103 m2s~3 K ).

¥y = *oo.

a. Finite difference method

Equations (9) are solved using a finite difference
scheme. First, the transform y' = sinh™'(2)) is made
so that the grid will have higher resolution near the
equator () = 0). This higher resolution is desirable in
order to properly resolve the oceanic equatorial waves.
whose meridional scale is \g = 250 km. The boundary
condition (10) is replaced by

(U, Vb, u,0, b, Th =0 at (1N

Solutions for modes of low meridional index were
found not to change when L was increased beyvond
about 4.2, We thus set L = 4.2.

The derivatives are approximated by centered finite
differences, and, on application of the boundary con-
dition (11) and symmetry conditions, Egs. (9) become
the linear algebraic system M, £ = jof where io and £
are the eigenvalues and eigenvectors to be found and
M, isa (6N — 2) X (6N — 2) or (6N —~ 4) X (6N — 4)
matrix for the symmetric and antisymmetric eigen-
vectors respectively; NV is the number of internal grid
points. The QR method was used to find the eigen-
values and eigenvectors of M.

Eigensolutions of M, are expected to converge to-
ward those of (9) as N increases. Tests indicating con-
vergence are documented in Appendix C. The results
in sections 4, 5 and 6 are generally obtained using the
finite difference method with N = 12.

V' = %L,

b. Series method

A series method generalized from a procedure of
Philander et al. (1984) provides an alternative means
of solving (9). The dependent variables in (9) are re-
placed by trucated series of parabolic cylinder func-
tions, e.g.
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N-1
UG = 3 UyDy(V21)

=0

for symmetric solutions, where Us; is a coefficient and
Ds; is a parabolic cylinder funciton of order 2;. Para-
bolic cylinder functions are orthogonal, thus Eqgs. (9)
are transformed into a sparse set of linear algebraic
equations M,¢ = iof, where M; is a 6N X 6N matrix
and io and £ are the eigenvalues and eigenvectors to
be found by the QR method.

Since the parabolic cylinder functions form a com-
plete set, eigensolutions of M, are expected to converge
toward those of (9) as N increases. Tests indicating
convergence are documented in Appendix C. A com-
parison of results obtained by the two methods indi-
cates correct convergence, further details are in Ap-
pendix C.

4. Impact of ocean thermodynamics

In the following, results for Modeis I-1V are pre-
sented sequentially to demonstrate the impact of ocean
thermodynamics on modes in coupled models. Atten-
tion is restricted to the effects of coupling on oceanic
waves of low meridional index (n) (Matsuno, 1966)
and to additional modes of simple meridional structure
that exist only because of coupling. Oceanic inertia-
gravity waves of n = | and atmospheric waves are not
significantly affected by coupling in any of the models,
while oceanic Rossby waves of n = 3 are not well re-
solved by the numerical schemes. Model parameters
are henceforth given values listed in Table 1, except
where otherwise specified.

Experiments demonstrate that the eigenvalues of the
coupled system in all models are functions of the prod-
uct of the coupling coefficients, KpKs, when other coef-
ficients are held constant. ‘

a. Model I
1} STARILITY AND DISPERSION

The effect of Model I ocean—-atmosphere coupling
on the frequency and stability of oceanic equatorial
waves with a wavelength of 15 000 km (k = 0.106) is
shown in Fig. 1. At very small KoK, the damping
rates of all the waves are very close to the uncoupled
oceanic damping rate determined by the coefficients a
and b. As KK is increased, analytic continuations of
the Kelvin, Yanai (i.e. mixed Rossby-gravity) and n
= ( inertia—gravity waves become less damped and
eventually unstable. Meanwhile, those of the Rossby
waves become more damped and are eventually lost
when complex meridional structure prevents adequate
resolution. Henceforth, the analytic continuation of,
for example, the uncoupled oceanic Kelvin wave is
referred to as simply the “Kelvin wave.” The frequency,
and thus phase speed, of all waves decrease as KgKs is
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FIG. 1. Growth rates [Im(g)] and frequencies [Re{a)] of maodes in
Model I as functions of the product of coupling coefficients, KoKs.
Symbols refer to Kelvin (K), n =1 Rossby (R1), n = 2 Rossby {(R2),
Yanai (Y) and n = 0 inertia—gravity (IGEQO) waves. Im{a) isin 1072
nondimensional units, KgKs and Re{e) are in nondimensional units.
Im{e} = 1072 = (208 days)™'. Dashed line indicates representative

KgKs.

increased; however at high values of KoK, the Kelvin
wave frequency begins a gradual increase.

The growth rates and frequencies of the waves as a
function of wavenumber k are shown in Fig. 2 for the
representative value of KoK (Table 1). Kelvin waves
of wavelength greater than 6000 km (k = 0.26) are
unstable, with maximum growth rates at wavelengths
around 16 000 km (k = 0.1). No other unstable mode
was detected; the stabilities of Yanai and IGEQO waves
(not shown) are not greatly altered and Rossby waves
are highly damped, especially at shorter wavelengths.
The frequencies of all waves at all wavelengths are de-
creased by the coupling. In particuiar, the Kelvin wave
is now dispersive; the phase speed increases from about
0.6¢, at long wavelengths, where the wave is unstable,
toward ¢, at shorter wavelengths.

A stability analysis for modes partly resembling Kel-
vin waves in a coupled mode! similar to Model I was
performed by Lau (1981); however, he in effect as-
sumed that meridional velocities and Coriolis accel-
erations are everywhere zero. Such assumptions cannot
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Fi1G. 2. Growth rates [Im{s)] and frequencies [Re(a)] of modes in
Maodel T as functions of wavenumber (k). Symbols as in Fig. |. Dashed
lines indicate computed values in the absence of coupling. Im(a} is
in 107 nondimensional units, Re(s) and k are in nondimensional
units. A wavelength of 16 000 km corresponds to k = 0.1.

be made a priori, since heating by an ocean Kelvin
wave will continuously excite atmospheric Rossby and
inertia—gravity waves (Matsuno, 1966) which in turn
excite higher n ocean waves. The resulting meridional
velocities may be significant. Lau (1981) found that
his “Kelvin” waves are unstable and stationary at suf-
ficiently large KpKs. The results here show that unstable
Kelvin waves propagate eastward, albeit more slowly
than in the absence of coupling.

The value of KgK at which the destabilized Kelvin
wave is neutral (i.e. Im(s) = 0) is shown as a function
of wavenumber in Fig. 3. The curve computed with 4
=B=5X10"%s"and ¢, = 30 m s! is compared to
that with 4 = B = 10 X 107% s7! and to that with ¢,
= 60 m s~ in order to determine the dependence of
Kelvin wave instability on the values of these param-
eters. In the first case, very long Kelvin waves (wave-
length 20 000 to 40 000 km) are the first to become
unstable as KoK is increased. The larger value of ¢,
inhibits instability, especially at shorter wavelengths.
The larger 4 and B also inhibits instability, but more
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so at longer wavelengths. The reduction in Kelvin-wave
growth rate with use of a larger ¢,, 4 (=B) or k results
{via (8}] from an overall reduction in atmospheric re-
sponse to the oceanic wave. The reduction in atmo-
spheric response is evidenced by smaller values for ra-
tios such as |Ulax/|#lmax, and can in turn be easily
explained with reference to the theory for the one layer
mode} response to periodic forcing (Matsuno, 1966).
In particular, the effects of coupling on oceanic Kelvin
and Rossby modes are strongest at long wavelengths
largely because the frequencies of such oceanic modes
then differ least from the free frequencies of modes
dominant in the atmospheric response (Kelvin and low-
n Rossby waves),

Philander et al. (1984) used ¢, = 63 m s™' in their
model, however their value of KpKs was a factor of 7
larger than that considered here. Kelvin waves with
wavelength over 4000 km (k < 0.4) are found here 1o
be unstable when all coefficients have values as per
Philander et al. (1984) (a, b, co asin Table 1, 4 = 2.3
X 1078 s, B = 0.8 X 107° s7'). The instability seen
in their model solution appears to be a destabilized
oceanic Kelvin wave.

2) STRUCTURE OF FREE MODES

" The reason that Model I coupling destabilizes Kelvin
waves but damps # = 1 Rossby waves is evident in the
structure of the coupled Kelvin and Rossby waves as
illustrated in Figs. 4a and 4b. For both waves, the re-
sponse of the atmosphere to heating is as expected
{Matsuno. 1366), with equatorial westerlies at and to
the west of the heat source here located at the ocean
wave “crest” (i.e. maximum positive /). Since the ocean

1 L) T 1

MODEL 1
KELVIN

KeKs

-~ 200

100

0 1 1 1 1
0 0.2 0.4

FiG. 3. Value of KxK; at which the Model I Kelvin wave is neutral,
as a function of wavenurmber k when (a) ¢, = 30 ms'and 4 = 8
=5x10*%s " (b)e,=30ms'and 4 = B =10 X 10¢s7"; and
©c,=60ms'andd=58=5x10"%s" KgKsand k arc in
nondimensional units. Dashed line indicates representative K K.
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FIG. 4. Schematic illustration of equatorial motion associated with the Kelvin and n = 1 Rossby waves .
in Model 1 (4 and B) and Model 11 (C and D). The solid horizontal line represents the ocean surface, the
dashed curve the bottom of the mixed layer. Arrows indicate ocean current and aimospheric motion per-
turbations. Maximum positive and negative perturbations of SST are indicated by WARM and COLD, of
atmospheric heating by 0+ and Q—, of surface atmospheric pressure by H and L, respectivety.

Kelvin wave crest is associated with eastward oceanic
flow, atmospheric westerlies overlie oceanic eastward
motion and perturbation energy is transferred to the
ocean as per Eq. (11); the oceanic Kelvin wave gains
energy and grows. In contrast, equatorial westward
oceanic flow coincides with the oceanic Rossby wave
crest, so atmospheric westerlies overlie oceanic west-
ward motion, and the oceanic Rossby wave loses energy
- and decays. More formally, a necessary condition for
instability in Model I is that both (¢Q in (7) and
(ur™y + {vr") in (8) are positive. Both waves display
maximum latent heating in regions of positive thick-
ness perturbation (i.e., low surface pressure), hence
{¢Q@) is positive. However, only the Kelvin wave also
displays a positive {u7*) and thus satisfies the instability
condition ({v7”) is small in both cases).

The horizontal structures of the ¢astward propagat-
ing Kelvin and westward propagating Rossby waves
are shown in Figs. 5a and 5b. Atmospheric perturba-
tions extend much farther from the equator than do
ocean perturbations, as expected from the disparate
values of Aq for the two media. Atmaospheric thickness
perturbations exhibit a shift westward with increasing
latitude; smaller values of the atmospheric damping
coefficients (A, B) are associated with a larger westward
shift. The uncoupled oceanic wave structures are partly
retained. The tendency for equatorial currents to be
shifted zonally away from the oceanic wave crest is

found [via (3a)] to result from direct wind forcing; as-
sociated meridional motions cause distortion of the /1
field so that the equatorial zonal currents remain nearly
geostrophic (i.e., “longwave balance” is nearly main-
tained). Meanwhile, 4 field distortions at y = 1.5 are
found to result primarily from oceanic {Ekman)
pumping associated with shear in the zonal wind stress
(i.e., KsdU/d)). The decline in Kelvin-wave phase speed
in the presence of coupling is found [via (3¢)] to result
from both meridional divergence in front of the ocean
wave crest (Yamagata, 1985) and the westward shift
in oceanic zonal motion relative to the crest; that for
the n = 1 Rossby wave speed results mainly from re-
duced divergence/convergence associated with weaker
zonal currents.

Maximum amplitudes of the perturbation quantities
for modes illustrated in this work are given in Table
3. All values assume a modest 20 m amplitude in £
The unstable Kelvin wave of Fig. 5a displays nearly
zonal oceanic motion, while atmospheric motion is
stronger and features a more substantial meridional
component. The “representative” values of Kpand K
give | Ullmax/|tlmax = 4.0 for the unstable Kelvin wave;
larger values of the ratio (Kg/Ks) are associated with
stronger relative atmospheric motion. Smaller values
of the coefficient A are associated with a smaller pres-
sure to wind ratio |Plmax/| Ullmas-

Further details of unstable Kelvin wave dynamics
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F1G. 5. Eigenfunctions for (4) the Kelvin and (8) the n = | Rossby wave, in Model 1. Solid,
dashed and dotted lines indicate lower tropospheric pressure (P), mixed layer depth (k) and SST
(T) perturbation contours; those for F and 4 are at 90%, 50% and 10% and for T are at 80% of
maximum values, The “+" and *“—" indicate maximum positive and negative perturbations.
Solid and dashed arrows indicate perturbation surface wind and ocean velocity. Coefficients and
wavenumber have values as in Table !, except that Xy = 2.5 X 107> m? s7* K™! for the Rossby
wave. One unit of nondimensional distance corresponds to 250 km.

can be gained from Table 4, which lists maximum
magnitudes attained by terms in the Model [ equations
at selected latitudes, in association with the mode of
Fig. Sa. Listed values are scaled so that the largest mag-
nitude attained within the domain by any term of the
respective equation is 100 units. Near the equator, the
atmospheric pressure gradient force is nearly balanced

by Rayleigh friction, but a long-wave balance is only
approximately attained. Also, atmospheric divergence
almost completely balances heating, as expected from
the scale analysis of Zebiac (1982). Further from the
equator (y = 4), the atmosphere approaches Ekman
and long-wave balance, and atmospheric motion be-
comes more nondivergent. The atmospheric parts of
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TABLE 3. Maximum values attained by perturbations associated
with selected modes, when maximum 4 = 20 m. K, Rl and U refer
to the Kelvin, n = 1 Rossby and Model III/TV unstable modes, re-
spectively. P, is the “lower tropospheric pressure” perturbation, de-
fined Pf = —p¢¢f2.

Perturba-  Model: 1 1 1l It v
tion Mode: K' R1 K u U

T(X) 0.61 1.67 032 09 0.30
k (m) 20 20 20 20 20

uims™ 050 087 039 056 026
v(ms™) 002 005 001 003 0.0
Ui(ms™ 198 258 112 255 1.62
¥ (ms™Y) 049 099 021 079 029
P, (mb) 030 038 0145 038 023

all modes illustrated in this report behave similarly.
The relative sizes of oceanic terms resemble those for
an uncoupled Kelvin wave, near the equator. In par-
ticular, ocean motion is highly divergent and in long-
“wave balance. Further from the equator {y = 2), the
ocean approaches Ekman balance.

b. Model IT
1) STABILITY AND DISPERSION

The effect of coupling on the frequency and stability
of oceanic equatorial waves is displayed for Model 11
in Fig. 6. In contrast to Model I, the n = 1 Rossby
wave is destabilized while the Kelvin wave is damped
by coupling in Model 1I. The coupling does not sig-
nificantly affect Yanai and IGEO waves. Values of ¢
are found to depend on the product KQKSTI when other

TABLE 4. Maximum magnitudes of terms in Eqgs. (1) and (3) (non-
dimensionalized) at indicated nondimensional latitudes () in asso-
ciation with the Model I Kelvin wave. An asterisk indicates that the
given magnitude is the maximum for that term within the domain.

¥ Terms Equation
Uu - y + ¢, + AU = 0 (1a)
0 o* 0 100*  94*
4.1 3 60" 82 30
Vi, + yU + ¢, + AV = 0 by
1.4 2+ 68 51 17#*
4.1 1 100* 95* 9
& + Uz + ¢V, + B¢ = Kpxh {lc)
0 * 35* 86* 6* 100*
4.1 1 11 13 5 5
W — w + h + au = KU (3a)
] 77 0 74" 18* 100*
20 6 . 44* 17 1 51
% + vy + h + av = KV (3b)
09 1 99 100* <1 4
2.0 1 30 KX <1 5
B + U + v, + bh = 0 (3c)
0 67* 100* 34" 16*
20 - 15 8 10 4

ANTHONY

C. HIRST

+10 T
MODEL 1l

im(o) |

R2U

0 200 400

KaKs

FiG. 6. Growth rates [lin(e)] and frequencies {[Re{o)} of modes in
Maodel 11 as functions of KyKs. Symbols “R2U™ and “R2D™ refer
to unstable and damped “n = 2 Rossby” modes, respectively. Oth-
erwise as for Fig. 1.

parameters are held constant and the small terms
ag(Teh + hT,, hT,)/2 are neglected, a dependence
suggested by the simple analysis of Rennick and Haney
(1985).

Two antisymmetric modes, whose oceanic structures
partly resemble an uncoupled n = 2 Rossby wave, are
present in the coupled model. One mode is destabilized
and the other is damped (Fig. 6); growth/decay rates
are equidistant from the uncoupled decay rate. The
modes have almost identical frequencies and are re-
ferred to respectively as the unstable and damped »
= 2 Rossby modes.

The growth rates and frequencies of the modes as a
function of wavenumber k are displayed in Fig. 7 for
the representative value of KpK;. The growth rate for
n = 1 Rossby waves increases monotonically with
wavelength. The destabilization of long » = 1 Rossby
waves would explain the dominance of basinwide
westward-propagating disturbances in the models of
Rennick (1983) and Gill (1985). The dispersion dia-
gram suggests that frequencies of Kelvin and Rossby
modes do not tend to zero as k — 0, but rather ap-
proach small nonzero values.

The effects of coupling in Model II are confined
much more strongly to long low-frequency waves (Fig.
7) than in Model I (Fig. 2). This stronger confinement
is associated with the use of a prognostic thermal equa-
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FG. 7. As in Fig. 6 but as functions of wavenumber (k).

tion (4) instead of the thermal equilibrium assumption
(3d) of Model L. Equation (4) yields |T| = {Tu/(d
— io)| < |Tuf/Re(o)]. It follows that SST perturbations
associated with Kelvin and Rossby waves decrease as
k {hence Re(s)] increases; reduced atmospheric forcing
together with factors discussed for Model [ lead to rapid
diminution of atmospheric response and coupling ef-
fects. The high frequencies of Yanai and inertia—gravity
waves likewise result in weak associated SST pertur-
bations and atmospheric response, hence in ineffective
coupling.

Figure 8 shows that larger values for 4 and B or ¢,
act to suppress instability, as in Model 1. Again the
larger value of ¢, most suppresses instability at short
wavelengths.

Free modes for Model II were also computed in the
presence of an eastward temperature gradient (7,
= +5 X 1077 K m™"), whence the coupling destabilizes
Kelvin waves and damps n = | Rossby waves.

2} STRUCTURE OF FREE MODES

The marked contrast between the effects of Model
I and Model II coupling on the stability of oceanic
waves is easily explained with reference to the structure
of the free modes illustrated in Fig. 4a-d. We first refer
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to Figs. 4a and 4c¢ for the Kelvin wave in Models I and
11 respectively. Equatorial surface westerlies are at and
to the west of the heat source (i.e. positive SST anom-
aly) in both cases. In Model I, the positive SST anomaly
coincides with the ocean Kelvin wave crest, so atmo-
spheric westerlies overlie oceanic eastward motion; the
oceanic Kelvin wave gains energy and grows, In Model
II, advection produces a positive SST perturbation
centered a quarter-cycle behind the oceanic Kelvin
wave crest, so the atmospheric response is shifted west
and easterlies overlie the oceanic eastward motion; the
oceanic Kelvin wave loses energy and decays. A similar
phase shift of the SST perturbation relative to the ocean
flow explains the difference in the stability of the
n = 1 Rossby wave between Models I and IT (Figs. 4b
and 4d).

The horizontal structure of the eastward propagating
Kelvin and westward propagating Rossby waves is
shown in Figs. 9a and 9b, respectively, As in Model I,
the atmospheric perturbations exhibit a shift westward
with increasing latitude and the uncoupled oceanic
wave structures are partly retained. Oceanic motion is
shifted zonally away from the oceanic wave crests at
the equator in response to direct forcing by the zonal
wind. The SST perturbation associated with the Rossby
mode is very narrow and falls to 50% of its equatorial
value at 1.6° latitude. Such a narrow SST perturbation
in this thermal advection limit is expected since the
strong zonal current associated with the uncoupled
Rossby wave 1s very narrow (Matsuno, 1966).

c. Model 11T
3] STABILITY AND DISPERSION

Model HI [Egs. (1) and (2)] is expected to have Mod-
els I and I as extreme physical limits. We explore the

MODEL Il
ROSSBY
KeKs
200 -
1001 -
0 1 L 1 1
0 0.2 0.4

FIG, 8. Value of KoK at which the n = 1 Rossby wave in Model
I1 is neutral, as a function of wavenumber (k) when (a} ¢, = 30 m
standA=B=5X10%s"(b)e,=30ms'and 4 = 8B =10
X 107¢s " and () e, =60 ms 'and 4 = B =5 x 107%s™". Otherwise
as for Fig. 3.
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FIG. 9. As in Fig. 5 but for Model Il when K and K have “representative” values.

transition from limit to limit by determining free modes
for Model II1 at vatues of (K7, d) along the path in-
dicated in Fig. 10. We start with very large values of
Krand d with a ratio Kr/d = x = 0.03 K m™, i.e, the
expected Model 1 limit. Then K7 and d are decreased
while the ratio Ky/d is kept constant until 4 = 1.16
X 1077 57! [(100 days) ']; d then remains fixed while
K+ decreases to zero to complete the transition to the
Model 11 limit. The vatue of Ty is fixed at —5 X 1077
K m™! throughout.

Changes in growth rates and frequencies of free
modes along the (K, d) path are displayed in Fig. 11.
The free modes of simple meridional structure in

Model 11! are found to be identical to those in Model
I (with the small terms ag(Th + AT, hT,)/2 included)
when K7 23X 107°Km's'andd2 1 X 107357,
verifying that Model I is a physical limit of Model 111.
The behavior of free modes in Model 11l remain similar
to that in Model I while K7 and d are larger than 3
% 108 K m~' s' and 1 X 107 s7! respectively (Fig.
1 1a); these values of K7 and d are still larger than the
largest probable values (Appendix-A). For smaller Kr
and d, the phase speed of the unstable (ex-Kelvin) mode
slows dramatically and the growth rate decreases
slightly. Further, a highly damped mode becomes ap-
parent, whose oceanic part resembles a Kelvin wave.
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FiG. 10. (Ky, d) path at points along which free modes are deter-
mined for Model 11, in order to illustrate the transition from the
Model 1 limit (I} to the Model II limit (1I). K7 has units 107 K m™'
s, 4 has units 1075,

As K is decreased toward zero while d = 1.16 X 1078
s~! (Fig. 11b), the unstable mode becomes stationary,
then acquires a westward phase speed and becomes the
unstable » = 1 Rossby wave of Model II. Thus the
unstable mode of Model 1II is analytically related to
the principal unstable mode in both Models I and II.
However the latter relationship is found to exist only
at long wavelengths (k < 0.12); when 0.13 < £ < 0.2
both the Model III unstable mode and a destabilized
n = 1 Rossby wave are present for a range of small K.
The highly damped mode noted before is analytically
related to the damped Kelvin wave of Model II. Both
n = 2 Rossby modes of Model II are lost as K is in-
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creased (Fig. 11b); mernidional structures become too
complicated for adequate resolution. .

The behavior of Model 111 free modes at the corner
point (Kr =35 X 10 Km's' d=1.16 x 107
s~ are displayed in Figs. 12 and 13. This value of (K7,
d) is within the range of values estimated for the tropical
Pacific (Appendix A). Figure 12 shows that the unstable
mode depends on strong ocean-atmosphere coupling
for its existence; all ocean waves present when KoK
= 0 are damped by coupling. The highly damped mode
noted in Fig. 11ais a damped Kelvin wave. Coupling
has very little effect on the oceanic Yanai and n = 0
inertia—gravity waves. Figure 13 shows that coupling
is most effective at long wavelengths; the unstable mode
does not exist at short wavelengths, The frequency of
the unstable mode is very low over all the wavelengths
at which it exists; eastward propagation is indicated at
wavelengths between 4000 km (kX = 0.4) and 20 000
km, with westward propagation at longer wavelengths.,

2) STRUCTURE OF FREE MODES

The horizontal structure of the eastward-propagating
unstable mode in Model III is shown in Fig. 14, and
as expected it appears to be transitional bétween the
Model I Kelvin wave (Fig. 5a) and the Model [l n = 1
Rossby wave (Fig. 9b). Both the advective and the — K+
terms in (2d) contribute toward positioning the positive
SST perturbation to the west of the maximum # per-
turbation; the advective term provides the larger ther-
mal forcing (| Tul/|K+h] ~ 4). The associated atmo-
spheric pressure and wind patterns are similarly shifted
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FIG. 11. Growth rates [Im(s)] and frequencies [Re{a)}] of modes in Model 11 (solid) and Model 1V (dashed) along the (K7, d)
path indicated in Fig. 10. Sections 4 and B8 are shown in Figs. 1 A and 1B, respectively. Symbols K, R1, R2U and R2D refer
to modes as in Figs. | and 6; U refers to the unstable mode in Models 111 and IV. Ky has units 107° K m™" 57", units for Im(o)

and Re{a) are as in Fig. 1.
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FIG. 12. Growth rates [Im(¢)] and frequencies [Re{s)] of modes
in Model Il as a function of KgKs. The symbol U refers to the Model
I1I unstable mode. Otherwise as for Fig. 1.

west from their position in Fig. 5a. The equatorial,
ocean currents in Fig. 14 are largely forced by the wind
(|KsU/\hye + Ty/2) ~ 2) and are also shifted west from
the maximum # perturbation; thus {ur*) remains pos-
itive. Oceanic convergence is centered near the maxi-
mum # perturbation, so wave propagation is slow rel-
ative to growth rate. The equatorial structure of the
unstable mode resembles that of Lau (1981), except
that SST perturbations are located very differently. As
K is further decreased, the maximum # perturbation
moves off the equator to complete the transition to the
form in Fig. 9b. :

The horizontal structure of the damped Kelvin wave
in Model I1I is not shown since it is almost identical
to that of the Kelvin mode in Model 1I (Fig. 9a).

d Model IV

‘Growth rates and frequencies of modes in Model
IV, where T, = 0, are shown in Fig. 11a along the first
leg of the (Kr, d) path (Fig. 10). Both growth rate and
_ frequency of the unstable mode decreases markedly as
Ky and d are decreased from the Model I limit to more
realistic values (Appendix A). Damped Kelvin and
Rossby modes are also present at realistically small Kr
and d. We next consider behavior of Model IV free
modes at the corner point (K= 3.5X 10 Km™'s™},
d=1.16 X 1077 s7h).

ANTHONY C. HIRST
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Growth rates and frequencies as functions of k shown
in Fig. 15 somewhat resemble those of Model III (Fig.
13), where T, = —5 X 1077 K m™". The unstable mode
is again present at long wavelengths, but growth/decay
rates of both the unstable and the damped Kelvin
modes are much smaller here. Further, the unstable
mode now has (slow) eastward propagation at all
wavelengths.

Values of ¢ are found to depend on the product
KKKy when other parameters are held constant and
the small terms ag(hT,, hT,)/2 are neglected. The
growth rate of the unstable mode decreases as KoKsKr
is decreased; the mode (at k = 0.106) is neutral when
K,KsKr has one haif the representative  value
(Table 1).

The horizontal structure of the unstable mode (Fig.
16) is broadly similar to that of Model III (Fig. 14),
however the |T)max/#tlmax ratio is now much smaller
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FIG. 13. As in Fig. 12 but as functions of wavenumber k.
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FiG. 14. Eigenfunction for the Model 11l unstable mode when K and
K have “‘representative” values; otherwise as for Fig. 5.

(Table 4). The smaller SST perturbations result from
the elimination of zonal advection, which provides the
principal thermal forcing in Model III. Smaller SST
perturbations lead to weaker atmospheric motion. The
reduced growth rate may then be readily explained with
the aid of the oceanic energy equation [essentially (8)].

The oceanic structure of the unstable mode at rep-
resentative KoK (Fig. 16) superficially resembles that
of an uncoupled Kelvin wave, but it is not an analytic
continuation of the uncoupled oceanic Kelvin wave.
When K,Ks is at ten percent of the representative value,
all perturbations associated with the unstable mode
extend farther from the equator than in Fig. 16, and
the largest T and # perturbations are now located off
the equator. When KKy is at one percent of the rep-
resentative value, the largest 7 and A perturbations are
found at about 40 degrees of latitude. Also, Re(o) —
0 as KpKs — 0 for the unstable mode and, at small
KoKs, the T perturbations become very large relative
to A perturbations in order that the ocean thermal
equation {2d) be satisfied. Clearly, neither the structure
nor the phase speed of the unstable mode converge
toward those of the uncoupled oceanic Kelvin wave as
KoKs — 0. Thus a mode of somewhat Kelvin-like
oceanic structure in a strongly coupled system need
not be an analytical continuation of the oceanic Kelvin
wave in the corresponding uncoupled system.

Free modes have also been computed for Model

IV when K7 is negative. In this case, the Kelvin and -

n = 1 Rossby modes are both destabilized. However
there is no slow unstable mode resembling that when
K> 0. , o

The Model 1V equations are of particular interest
because they are similar to a linearization of Anderson
and McCreary’s (1985) cyclic model featuring a zonally

unbounded ocean. When advections are neglected,
Laplacians in the horizontial diffusion terms are re-
placed by —2A,"2 (Appendix A), and the entrainment/
heat flux terms are linearized, the equations of Ander-
son-McCreary become identical to those for Model [V,
with K, b, Krand d functions of the background state
(h, 7). Direct linearization is not further pursued here,
in part because of ambiguity concerning the appropn-
ate background state and the great sensitivity of the
important parameter K to it. Nevertheless, we do note
some interesting similarities between Anderson and
McCreary’s disturbance and the results for the unstable
mode presented in Figs. 15 and 16. The unstable mode
displays a frequency [of Re(s) ~ 0.025] that is almost
constant with wavelength for 0.05 < k < 0.2. Anderson
and McCreary’s disturbance likewise displays a fre-
quency almost independent of wavelength. The fre-
quency of Anderson and McCreary’s disturbance
[equivalent to Re(g) ~ 0.006] is smaller than that for
the unstable mode in Fig. 15, but that for the unstable
mode is found to decrease rapidly as prescribed at-
mospheric damping (A4, B) is increased. When 4 = B
=30 X 10°s™, ¢, =60 msfand Ko =33 X 107°
m?s73 K~! (as in Anderson and McCreary, 1985), the
unstable mode has frequencies [Re(o)] of 0.011 and
0.008 at wavelengths of 15 000 km (k = 0.106) and
30 000 km, respectively. The unstable mode in Fig. 16
displays lags of maximum SST (x/4) and eastward
windstress (m/3) behind maximum A similar 1o those
for Anderson and McCreary’s disturbance. Also, the
longitude of strongest zonal wind shifts westward with
increasing latitude in both cases. The above similarities
suggest that the existence and character of Anderson
and McCreary’s disturbance may in part be explained
by linear dynamics.
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FiG. 15. Growth rates [Im{«)] and frequencies [Re{s)] of modes
in Model TV as functions of wavenumber k. The symbol U refers to
the Model IV unstable mode. Otherwise as for Fig. 2.

5. Sensitivity to heating distributions
a. Zonally shifted latent heating pattern

The sequence of changes in free modes evident as
the ocean thermodynamics is varied from the Model
I to the Model II limit (Fig. 11) results primarily from
the shift in position of the SST anomaly (hence latent
heating) relative to oceanic dynamical fields (i.e., u, v,
#). Table 5 shows that a similar sequence of changes
is observed when the latent heating pattern is shifted
(by prescription) progressively farther westward relative
to the SST anomaly field, independent of the assumed
ocean thermodynamics. The shift in latent heating is
effected by multiplying K,7" in (6) by €®, where 0 is
the prescribed shift in radians. When atmospheric
heating approximately overlies the oceanic wave crest,
an eastward propagating unstable mode is present
which is found (by incremental variation of Kp) to be
a destabilized ocean Kelvin wave. As atmospheric
heating is located successively farther to the west, the
unstable mode slows, then acquires westward propa-
gation. The mode is a destabilized n = 1 Rossby wave
when atmospheric heating is centered about one-quar-
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ter to one-half a wavelength west from the ocean wave
crest. The aforementioned destabilized waves partly
retain their uncoupled oceanic structure. In Table 5,
“K/“R1” indicate that the mode has a Kelvin-like/
Rossby-like ocean structure; i.e., /2 is maximum on/off
the equator and the strongest eastward/westward cur-
rent is displaced zonally from maximum positive & by
less than 0.2 wavelengths. The above results demon-
strate that modal behavior depends on the position of
atmospheric heating relative to oceanic dynamical
fields, a factor that may be altered by a change in either
ocean thermodynamics or the phase relation between
atmospheric heating and SST anomalies.

These results are also of interest with regard to the
1982-83 ENSO, during which the pattern of anoma-
lous latent heating (as indicated by OLR) was displaced
typically between 10° and 40° of longitude west from
that of anomalous SST. This displacement may result
from the presence of a climatological westward SST
gradient and a nonlinear relationship between SST and
latent heating (Appendix B).

b. Meridional restriction of latent heating

Philander et al. (1984) argue that the assumption (6)
relating latent heating and underlying SST perturba-
tions is unrealistic since the apparent modulation of
latent heating anomalies by climatological atmospheric
divergence (e.g., Khalsa, 1983) is ignored. Philander et
al. (1984) advocate an alternative assumption that dif-
fers from (6) in that (for small perturbations) Q is set
equal to zero where climatological lower-tropospheric
divergence is positive. Philander et al. do not use their
alternative assumption in modeling experiments,
however, they invoke it to conjecture that the usual
February—March timing of ENSO initiation is linked
to the proximity of the eastern Pacific ITCZ to the
equator at that time. Climatelogical wind divergence
patterns (Rasmusson and Carpenter, 1982} averaged
zonally between 80°W and 130°W indicate a conver-
gence zone (the Intertropical Convergence Zone) lying
between 5°S and 11°N in February and between 5°N
and 19°N in August, with positive divergence at other
latitudes. However, the climatological divergence field
in large part mirrors that for SST, and modulation of
the SST anomaly-latent heating relationship may be
alternatively explained in terms of the nonlinear re-
lationship between total latent heating and SST (Ap-
pendix B, Section 2). At SST less than 26°C, latent
heating is essentially zero and temperature perturba-
tions no longer imply heating perturbations, ie., Ko
~ 0. It is only in February-April that the band of water
over 26°C in the eastern Pacific extends southward
over the equator (Reynolds, 1982). In August, SST is
less than 26°C south from about 5°N; there the ap-
propriate value of Ky is zero. The effect of setiing me-
ridional limits for Jatent heating on ocean—atmosphere
instability is reported in this subsection; the seasonal
shift in the convergence zone is simulated by setting
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FiG. 16. As in Fig. 14 but of Model IV.

Q = 0 outside a ‘‘latent heating zone” 16 degrees of
latitude wide and centered at successively higher lati-
tudes. Within this zone, Q = KT as per (6) and K is
simply set equal to the representative value (Table 1).

The relationship between position of the latent heat-
ing zone and growth rate is shown in Fig. 17 for the
Model I Kelvin wave. The restriction in latent heating
has almost no effect on growth rate when the latent
heating zone is centered near the equator (as in Feb-
ruary). The growth rate declines rapidly as the zone is
shifted northward, especially when the southern

TABLE 5. Growth rates [Im(o)}] and frequencies [Re(e)] of the most
unstable symmetric mode when atmospheric heating is shifted zonally
from the SST perturbation. 1, IT and III refer to ocean thermodynamics
of Models I, I and HI, respectively; “shift” indicates the distance
(360° = one wavelength) that heating is shifted east (+) or west ()
from the SST perturbation.

| I |
Shift
(deg) 1Im(e) Re(e) Im(s) Re(s) Im(s})  Re(o)
+90 427 +143K  +41 +82K  +27 +75K
+68 +38 +129K 441 464K 423  +53K
+45  +45 +112K 439 445K +20 427
£22 450 493K 437 427K 422 43
0 +53 472K 435 +11 +23  —16RI
~22 453  +49K 430 -2R1 +20 ~30Rl
—45 +52 +26K 423 -13Rl +14 —43R!
—68  +5I +3K 415 -22R1  +8 —53RI
-90  +47  —17 +8 -28Rl -1 —59RI
—112  +42 —-38RI -0 ~32Rl -10 —64R!

boundary crosses the equator. The effects of coupling
are small when the latent heating zone lies entirely in
the Northern Hemisphere. Results for Models II-1V
are analogous; no unstable modes were found in any
model when the latent heating zone was in its “August”
position (5° to 21°N). Conditions permitting anoma-
lous latent heating close to the equator are apparently
essential for the existence of equatorial coupled insta-
bilities.

im(ol|

+2f

e —m e =M -—— _+__

FiG. 17. Dependence of growth rate [Im(s)] for Model I Kelvin
wave on position of a zone to which latent heating is restricted. yv
and ys indicate positions of the northern and southern zone bound-
aries, in nondimensional units. “FEB" and “AUG” indicate extreme
annual positions of observed convergence zone. Im(o) isin 1072 non-
dimensional units. Values of Im(o) when latent heating is suppressed
or permitted everywhere are indicated by thin dashed and dotted
lines, respectively. :



15 MARCH (986

Horizontal structures of unstable modes when the
latent heating zone is at its “February™ position (5°S
to 11°N) are essentially unchanged from those in Figs.
5,9, 14 and 16. When the zone lies between 0.3°S and
15°N, maximum wind and ¢ perturbations are shifted
slightly to the north of the equator and a cross equa-
torial wind, southerly in regions of heating, is present.

The importance of equatorial latent heating in the
destabilization of waves is further demonstrated in Fig.
18, which shows the dependence of growth rate for the
Model I Kelvin wave on the width of a zone (centered
on the equator) in which @ = 0. Elsewhere, @ = KpT.
Coupling is ineffective when latent heating is kept more
than 500 km ( y = 2) from the equator; the wave decays
at near the uncoupled rate. Unstable modes in Models
II-1V are similarly affected. Conversely, growth rates
are hardly decreased when latent heating is restricted
to a zone only 1000 km wide centered on the equator
(—2 < y < +2). The dependence of instability on equa-
torial latent heating is consistent with the structure of
unstable modes in Figs. 5, 9, 14 and 16, where the
major contribution to {¢Q) is made within a few de-
grees of the equator.

These results demonstrate that a suppression of la-
tent heating within a few degrees of the equator inhibits
ocean-climate instability, and thus supports hypotheses
concerning seasonal timing of ENSO onset.

6. Further sensitivity characteristics
a. Egquilibrium atmosphere

Anderson and McCreary (1985), Gill (1985) and
Yamagata (1983) all prescribe their atmospheres to be
in equilibrium with the underlying SST perturbation
pattern, by neglecting the terms U,, V, and ¢, in (1).
An investigation is conducted here into the behavior
of symmetric modes in a Model 1 featuring such an
atmosphere. First we neglect the terms involving ¢ in
(9a~c) and then use a finite difference form of the re-
maining diagnostic relations to find (by matrix inver-
sion) U and V as functions of . Then U and V are

+2

FiG. 18. Growth rate [Im(¢)] of the Model 1 Kelvin wave as a
function of the meridional width of an equatorially centered zone
from which latent heating is excluded (solid lire) or to which latent
heating is restricted (dashed line). The half-width of the zone, yp, is
in nondimensional units. Otherwise as for Fig. 17.
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eliminated from (9d-f), and we proceed using the finite
difference method (section 3a) on (9d-f) to obtain ei-
genvalues and eigenvectors. Resulting growth/decay
rates and frequencies for the Kelvin wave and for the
n = 1 Rossby wave over the range 0.02 < k < 1 were
all within 0.7 X 1072 nondimensional units of respec-
tive values obtained using the full Egs. (9a—c) (Fig. 2).
This close agreement is consistent with results in Table
4: the atmosphere is nearly in equilibrium primarily
because the prescribed atmospheric damping time scale
(A~" ~ 2.3 days) is very much less than the heating
time scale (lo|~! ~ 23 days for the Kelvin wave when
k = 0.106).

b. Advecting background wind

Here we explore the effect of advection by a back-
ground zonal wind (U) that is horizontally and verti-
cally uniform. First, the terms UU,, UV, and Ug, are
added to (1a), (1b) and (lc), respectively. Free modes
are then computed for Models I-IV with U = +4 m
s~!: other coefficients and wavenumber are as in Table
1. The above values of {J are typical of the climatolog-
ical zonal wind averaged vertically through the tro-
posphere over the equatorial Pacific, as estimated via
Arkin et al. (1983). Introduction of atmospheric ad-
vection changes growth/decay rates only slightly (typ-
ically by less than twenty percent), however phase
speeds are more significantly affected. Phase speeds
{Re(o)/k] for each of the Model I Kelvin, Model I n
= | Rossby and the Models Il and IV unstable modes
are increased by between +0.1 and +0.2 m s~! when
U is increased from zero to +4 m s™'. Thus the above
modes propagate more quickly eastward (or more
slowly westward) in the presence of a background
westerly wind; a background easterly wind has the op-
posite effect on modal propagation. Hence the Model
I n = | Rossby wave is nearly stationary when U
= +4 m 57! and the unstable mode of Model III is
nearly stationary when U= —4 m s~!, for wavenumber
k = 0.106. These results further illustrate the sensitivity
of modal behavior to atmospheric background state.

c. Estimate of nonlinear temperature advection effects

Eigenfunctions obtained for the linear models can
be used to estimate the potential importance of some
nonlinear processes that have been neglected; here we
discuss advection of the SST perturbation (T') by the
perturbation currents (, v). Maximal sizes attained by
terms in the linear ocean thermal equation (2d) in as-
sociation with selected modes are compared in Table
6 to maximal sizes that the T advection terms (u7,,
vT,) would have given the same fields. When the max-
imum T is 0.5 K, zonal T advection is a factor of 2-4
smaller than the dominant linear forcing, thus the zonal
T advection term would become dominant when the
maximum T associated with the growing disturbance
surpasses 1-2 K. The menidional 7 advection term
would be smaller, but not generally insignificant. The
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TABLE 6. Comparison between maximum magnitudes attained by
terms in (2d) and maximum magnitudes that 27, and vT, would
attain given the same fields. Terms are scaled so that the dominant
term has a maximum magnitude of 100 units. Magnitudes for non-
linear terms assume a maximum T of 0.5 K.

Model: I 11 111 v
Term Mode: R1 K U U
T, 60 100 67 69
TLu 160 91 100 —
Krht —_ — 25 100
darT 45 17 39 50
uT, 28 34 22 48
oT, 20 2 11 8

value of the T advection terms would display a zonal
wavelength half that of the linear wave.

d. Change in prescribed oceanic damping

It is easy to show from the model equations that a
change in the oceanic damping coefficients (@, b and
d) simply results in an equivalent shift in growth/decay
rates while frequencies are left unaltered, provided that
the coefficients 4 and B are changed by a like amount.

7. Discussion

The present work demonstrates that disturbances
observed in severa! coupled ocean—atmosphere models
can be explained in terms of unstable free modes, and
clearly reveals the considerable impact of ocean ther-
modynamics and distribution of atmospheric heating
on modal behavior. Real world applications are dis-
cussed in this section, but first we briefly review limi-
tations on such applications arising from the simplicity
of the models. First, eigenmode analyses as performed
here require that all coefficients be constant zonally.
In reality, the background state in the western equa-
torial Pacific is very different to that farther east, and
appropriate values for model coefficients would like-
wise change zonally (e.g., appendix A). The zonal
variation occurs over a distance of the same order as
the wavelengths of the most unstable long waves. Sec-
ond, growing disturbances in an ocean basin would
presently be affected by the zonal boundaries. Third,
real growing disturbances would soon be influenced by
nonlinear processes, in particular nonlinearities in the
mechanisms of SST anomaly generation (section 6¢
and Appendix A) and in the relationship between at-
mospheric heating and SST (appendix B, section 2).
One effect of nonlinear ocean thermal processes may
be 1o ultimately limit the intensification of the distur-
bances, as in the model of Anderson and McCreary
(1985). Nonlinearities in atmospheric heating reduce
the effect of cold SST anomalies on atmospheric heat-
ing, and hence may limit development of cold water
events. Fourth, even in the context of linear theory,
more than one vertical mode is probably significant in
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the ocean’s thermal and kinetic response to anomalous
wind forcing {e.g., Busalacchi and Cane, 1985). Mo-
tions in all oceanic vertical modes included in a linear
coupled model are linked via the atmosphere; it would
be interesting to determine the effect of a second
oceanic vertical mode on the instabilities reported
herein. Finally, the dependence of SST on windspeed
{via modulation of entrainment and surface heat loss
rates) has been neglected in the present study, but could
be represented by a crude linear parameterization if
the presence of a background mean wind is assumed.

Despite these limitations, it is instructive to relate
the free mode results to real world situations; the results
indicate background conditions that may favor insta-
bility and suggest early behavior of resulting distur-
bances. The presence and behavior of unstable model
in Models I-1V depend on coefficient values, which in
turn depend on the prescribed background state. Real
world occurrence of such instabilities would require
the presence of a suitable background (i.e., large-scale
initial) state. Aspects of a background state that favor
instability include high SST (large Kp), shallow ther-
mocline/mixed layer (large Kgand K7), large east-west
SST gradient (|T,| large), weak net surface, heat flux
(K7 large) and strong background surface winds (large
Ksand K7).

We now discuss the potential for instability in the
equatorial Pacific as indicated by free mode analysts,
by first taking background states based on climatology
and then taking as a background state the state observed
immediately prior to an actual ENSO episode. Analysis
for the oceanwide equatorial duct is unfortunately not
possibie because of large zonal changes in background
state; we divide the equatorial ocean into the “cen-
tral west Pacific” (5°N-5°S, 160°E-140°W) and the
“gastern Pacific” (5°N-5°S, 130°W-80°W). The value
of Ky is assumed to depend solely on background SST,
and values for other coefficients are estimated as per

section 2 and appendix A,

Background states based on climatology of the cen-
tral west equatorial Pacific are considered first. Cli-
matological values for January-February are listed in
Table 7. Values for zonal SST gradient (T, and lon-
gitudinally averaged SST (SST) are from Reynolds
(1982), for net surface heat flux (I, — Fo) is from Ra-
mage et al. (1980; January-February 1972 and 1973
average), surface zonal wind (|U/]) and friction velocity
(i74) are from Wyrtki and Meyers (1975). Also, we as-
sume i ~ 120 m (e.g. Gill, 1982). The above values
are taken to define a background state, and free modes
were computed for the Model 111 equations with ap-
propriate coefficient values (Table 7). No unstable
modes were found at wavelengths less than 20 000 km.,
The n = ! Rossby mode of (for example) wavelength
12 000 km becomes unstable at a value of KyKg about
twice that considered appropriate here. Similar results
were obtained when coefficient values are chosen based
on central western Pacific climatology for other times
of the year. The value of K is always small, primarily
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TABLE 7. Values of model coefficients estimated (as per section 2) for background states based on January-February
climatology and January-February 1972 conditions for the central western equatonal Pacific.

Background states Model coefficients

Variable Climatology 1972 Coefhicient Climatology 1972
§8T (°C) 27.5 28.0 Ko (107 m*s*K™) 4.0 7.0
(] (m ™) 4.0 5.2 Ks(107857h 5.2 6.7
e (1077 ms™) 6.5 8.0 K10 Km™' s 0.63 0.92
- F(Wm™) +5 +7 a(=56)(1077s™" 0.5 0.5
h (m) 120 120 d{107s™") 0.8 0.8
T, (1077Km™ -38 —48 Co(m s™h 1.83 1.83

because of the deep thermal mixed layer (we assume
h ~ 120 m throughout), and the ocean thermodynam-
ics are near the thermal advection limit (i.e. Model IT).
Conditions most conducive to instability occur in May
(highest overall SST) and in September (largest T),
and in both cases n = 1 Rossby waves of wavelength
greater than about 13 000 km are unstable. However,
it seems unlikely that instabilities of wavelength more
than double the zonal extent of the region under study
(6600 km) would develop therein. We have also ignored
possible inhibition resulting from the climatological
band of equatorial divergence east from 180° (at its
strongest in September-QOctober and weakest in Jan-
vary-April; Wyrtki and Meyers, 1975). In any case, a
growing Rossby wave would propagate west and soon
reach the western boundary without creating a basin-
wide disturbance. Eastward propagating unstable
modes (which would have greater relevance to ENSO
onset) are not found at any time of year.

Conditions in the eastern equatorial Pacific appear
to be unfavorable for instability during most of the
year (section 5b), in part because SST < 26°C (i.e. Ko
~ 0). Climatological SST is at its highest during Feb-
ruary-Apr! (88T ~ 26.5°C), but then 7. ~ 0 (Reyn-
olds, 1982); Kris large (Appendix A), and the ocean
thermodynamics are as in Model 1V. According to
Model 1V results (section 4d), any permitted unstable
mode will travel eastward and not affect the Pacific
basin at large.

Thus climatological background states do not permit
instabilities that seem relevant to ENSQO, according to
our model results. Such a finding is not surprising, the
fact that ENSO episodes occur relatively infrequently
{about once per four years on average) suggests by itself
that climatological patterns are at most marginal for
ENSO related instability. Background conditions con-
ducive to such instability may occur only once every
few years (as suggested by Rennick and Haney, 1983).

It is of interest, then, to consider as a background
state the large-scale statc immediately prior to an actual
ENSO episode. We define the “background” state im-
mediately prior to the 1972-73 ENSO episode in terms
of January-February 1972 average values (Table 7) for
relevant variables in the central western equatorial Pa-
cific, from data of Ramage et al. (1980). Again we as-
sume /2 ~ 120 m. The above background state is more

conducive to instability than the climatological state,
since the SST is higher, east—west temperature gradient
is steeper and surface winds are stronger. A result of
the larger iy is that K7 is much larger than that for
climatology, and the ocean thermodynamics are moved
away from the thermal advection limit. Free modes
computed using appropriate coefficients (Table 7) in-
clude both a destabilized » = 1 Rossby wave and a
mode similar in behavior to the Model III unstable

-mode. Both modes are unstable at wavelengths greater

than about 11 000 km; the latter has very slow eastward
propagation (phase speed €0.12 m s~!) at wdvelengths
less than 20 000 km. The latter mode is not an analytic
continuation of any uncoupled ocean wave, and has
structure resembling that in Fig. 14, except that ocean
perturbation patterns are rather complicated at lati-
tudes of less than two degrees (y < 0.8). In the eastern
Pacific during January-February 1972, 7. ~ 0 again,

and any permitted instability should propagate east-
ward according to Model IV results. According to our
results, the eastern equatorial Pacific cannot be the sole
region for ENSO initiation. Of the various modes con-
sidered in the present work, it appears that the Model
IIT unstable mode is the most likely to be relevant to
ENSO onset, in part because it propagates slowly (east
or west) or develops in situ, depending on wavelength
and the exact value of ocean thermal coefficients. We
note that in terms of actual SST (Philander and Ras-
musson, 1984) and wind anomaly patterns, the 1972~
73 and the composite Rasmusson and Carpenter (1982)
ENSO episodes appear as in situ developments span-
ning the Pacific basin, without indication of westward
propagation.

Results for Model HI are of particular interest with
respect to the ocean thermodynamics of observed
ENSO episodes. Harrison and Schopf (1984) show that
the initial development of SST anomalies during both
the Rasmusson and Carpenter (1982) composite ENSO
and the atypical eastward propagating ENSO in 1982-
83 could result from temperature advection by anom-
alous currents associated with observed anomalous
wind. The SST perturbations associated with the un-
stable mode in Model I likewise result primarily from
temperature advection by anomalous currents {Table
6), no matter whether the mode is developing in situ
or propagating slowly eastward.
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Some features of the unstable modes tllustrated here
(Figs. 5, 9, 14 and 16) are qualitatively similar to the
anomaly patterns observed during ENSO episodes
(Rasmusson and Carpenter, 1982; Arkin et al., 1983).
In particular, the largest perturbations of SST and zonal
wind lie on the equator, and the maximum positive
perturbation for eastward wind lies west of that for
SST. However, perturbations are confined more closely
1o the equator than are anomalies observed during
ENSO events. For example, the magnitude of an ob-
served SST anomaly has typically declined to 50% of
its equatorial value at between 3° and 10° latitude,
while that associated with the Model I'V unstable mode
(Fig. 16} has declined a like amount at 4.6° latitude.
The SST perturbations associated with the other un-
stable modes illustrated herein are still more narrow.
Also, strong meridional winds often observed on either
side of the equatorial SST anomaly are not apparent
in the unstable mode solutions.

8. Conclusion

Unstable modes are excited by idealized ocean-at-
mosphere coupling in models that allow a dynamic
response in both the atmosphere and ocean. In some
cases, unstable modes can be related to particular ocean
waves which have been destabilized by coupling. The
effect of coupling on the stability of ocean waves de-
pends on the position of induced atmospheric heating
in relation to the oceanic velocities. The Kelvin wave
is destabilized and Rossby waves are damped when
atmospheric heating is centered near the oceanic wave
crest (as in Model I). In contrast, the n = 1 Rossby
wave is destabilized and the Kelvin wave is damped
when atmospheric heating is centered a quarter- to a
half-wavelength west from the oceanic wave crest (as
in Model II). At intermediate positions of atmospheric
heating (as in Model III}, waves present in the uncou-
pled ocean are damped on application of coupling;
however coupling excites a slowly propagating unstable
mode that has structure intermediate between the de-
stabilized waves referred to previously. The position of
atmospheric heating relative to ocean dynamical fields
may be altered by a change in ocean thermodynamics
(as in the sequence of Models I-1II-1I) or by a change
in the (specified) phase relation between atmospheric
heating and SST perturbations.

The effectiveness of coupling depends on a variety
of model coefficients; larger values of ocean thermal
forcing and coupling coefficients and smaller values of
damping coefficients and the atmospheric Rossby de-
formation radius are associated with increased growth
rates for unstable modes. Coupling most affects long
zonal wavelength and low-frequency modes, for rea-
sons given in sections 4a and 4b. The behavior of low-
frequency modes is not significantly altered when the
atmosphere is set to be in equilibrium with the SST
field, verifying the validity of this commonly used as-
sumption. Coupling is ineffective when atmospheric
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heating 1s suppressed within 5° of the equator; this
finding supports ideas concerning seasonal timing of
ENSO initiation.

The results demonstrate that the behavior of modes
in coupled ccean-atmesphere models 1s crucially de-
pendent on the parameterization of (i) S8T and (i)
large-scale latent heating. In particular, the results for
Model [ explain the occurrence of amplifying eastward-
propagating perturbations in the ocean basin coupled
model of Philander et al. (1984), while those for Model
IT explain the dominance of westward propagating per-
turbations in the ocean basin coupled models of Ren-
nick (1983) and Gill (1985). The slowly propagating
unstable mode in Model IV displays several features
in common with the disturbance observed in Anderson
and McCreary’s (1985) nonlinear coupled model. In-
stability can occur in coupled ocean-atmosphere
models under a wide range of model parameterization,
but behavioral and structural particulars are very sen-
sitive to changes in that parameterization. Proper pa-
rameterization of large-scale latent heating and SST
anomalies would seem essential for successful modeling
of ENSO events.
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APPENDIX A ¢

Development of Perturbation Ocean Model

The simple perturbation ocean models considered
in this work are obtained from the following, more

complete equations for mixed layer motion; -
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The hat () denotes a total variable, which is the sum
at a background value (to be denoted by an overbar)
and a fluctuating perturbation (left unmarked), e.g.,
b = h + h. The left-hand side of (12) follows directly
from Anderson and McCreary (1985). On the right-
hand side of (12), windstress (7%, 7*) acts as a body
force in the mixed layer. Entrainment is permitted
through the base of the mixed layer; the entrainment
velocity, W,, is assumed to obey (13), the Kraus-Turner
formula calibrated by Garwood (1977). Entrainment
damps horizontal motion and cools and deepens the
mixed layer (e.g. Niiler and Kraus, 1977). The value
of T is also affected by the net energy flux (Fo — Jo)
through the ocean surface, where Fg is the sum of sen-
sible, latent and longwave radiant heat loss and I, 1s
the net downward insolation flux at the ocean surface.
All vaniables are subject to small horizontal eddy dif-
fusion. Values and definitions for the constants pg, a,
g, v, ¢y, m and n are given in Table 2. In (13), Uy 18
the friction velocity

iy = (PaCD/.Oo)”zWrL

f(h) is a function required to account for the effects of
penetrating radiation on W,, and f,(h) represents the
proportion of I, absorbed within the mixed layer.

Equations (2) are derived by linearizing (12) about
the background state and adopting the further simpli-
fications indicated in Section 2bl. We also assume long
waves, and thence we approximate Vi iu ~ d*ufdy?
~ —2Xy *u, for example. Finally, we replace 7*/(poh)
and 7*/(poh) by /(poh) and ¥ /{poh).

Formulae for estimating values of the coefficients
Kg, K1, a, b and din (2), determined via linearization
of the heat flux and entrainment terms in (12) with w,
as in (13), are

w, 2v
a= 7 +—
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TABLE 8. Values of regression coefficients determined using climatic
data across the Atlantic Ocean for the indicated latitude and month.

January July October
Coefficient equator equator 10°N Average
8Fo -
FmeT W MK +11.5 +14.6 +27.5 +179
alo et
st VKD +5.5 +6.4 -36 +27
According to Garwood (1977) -
I=n 2 Iz)
N=1+——-7 — dz.
Jih) A w T

Also, fo(h) = 1 — I(—hY/I;. We define I(2) as the net
downward insolation flux at depth |z| and I, = I(0).
For evaluations of f,(%) and f5(h), we use the formula
of Paulson and Simpson (1977)

I(z) = I[Re™* + (1 — R)e™]

where R = 0.58, v, = (0.35m)™", y2 = 23 m)™".

The values of 3F,/8T and 81,/3T depend on com-
plicated atmospheric processes (Albrecht, 1981) beyond
the scope of this study. Real values are crudely esti-
mated here via a regression analysis using monthly cli-
matic data for the equatorial Atlantic; details are given
in Appendix B. The estimated values of 0F;/0T and
81,/8T are given in Table 8.

Values of @, b, d, Kz and Ky have been computed
for several background states and are given in Table
9. Values adopted for I, and F, are based on annual
means for the Atlantic {“western” and “central”) or
February-March values at 90°W and 100°W (“far
eastern”) (Hastenrath and Lamb, 1978); AT is set at
14 K in each case; values of Ky, a and d are unaffected
by different choice of A7.

APPENDIX B
Regression Studies

1. SST and thermocline depth

The proportionality constant « relating Ato Tin
Model I is determined by a regression of SST on ther-
mocline depth. Data are time series of two-monthly
mean SST and depth of selected isotherms for the east-
ern {80-95°W) equatorial Pacific from 1971 through
1973, presented by Gill (1982). This period includes
the 1972-73 ENSO. The “thermocline depth™ at each
time point is taken to be an average of the 16° and
20°C isotherm depths. The mean thermocline depth
was 68.5 m. The rather noisy raw data was smoothed
using a two-point running mean prior to regression
analysis. The resulting « = +0.03 K m™" and the cor-
relation coefficient is +0.60. Similar estimates of « are
obtained using values of 4 and Ky from the “central
Pacific” or “Far East Pacific” columns of Table 9.
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2. Determination of Ky: Outward longwave radiation
(OLR) on 88T

An indication of the actua! relationship between lo-
cal latent heating and underlying SST is given by a plot
of outward longwave radiation (OLR) versus under-
lying SST shown in Fig. 19 for the equatorial Pacific
between 150°E and 120°W. It is well known that OLR
is strongly related to precipitation amounts over trop-
ical oceans (e.g., Lau and Chan, 1983). The relation
between OLR and SST is rather nonlinear; a crude
value for the coefficient K is obtained via a regression
of OLR on SST using only those data in Fig. 19 for
which 26° < SST < 30°C. The gradient of the least
squares line is —19.8 (W m™%) K" and the correlation
coefficient is —0.81. No published empirical formula
relating monthly mean OLR to monthly rainfall ap-
pears to be available; we take the proportionality con-
stant to be —5.58 (mm month™') (W m™)™! after
Shukla (personal communication, 1984). Thus rainfall
is estimated to increase with SST at the rate of 110
(mm month™) K™'. A value of Ky, = 7.0 X 107 m®
s~3 K™! is then determined using the thermodynamic
equation and hydrostatic approximation for the at-
mosphere.

The most appropriate value of K depends strongly
on assumed background SST (SST), because of the
nonlinear relationship between SST and OLR (Fig. 19).
Our adopted value of Kp may be reasonable for a back-
ground state where SST ~ 28°C. Analyses similar to
that above but using only those data where 25°C
< SST = 28°C or where 28°C < SST < 30°C (appro-
priate for SST ~ 26.5°C and for SST ~ 29°C) yield
Ko values of 1.9 X 107 m? s ? K™ and 11.1 X 1073

m? s7° K7!, respectively.

3. Sarface fluxes versus windspeed and SST

Values of 0F,/8T and 8l,/AT are empirically deter-
mined using monthly climatic data for the equatorial

TABLE 9. Values of coefficients in Egs. 2 estimated for several
different background states using formulae in appendix A,

“West “Central “Far East
Pacific” Pacific™ Pacific”
A (m) 130 70 30
e (1077 ms™") 5 8 5
Fo(Wm™) 175 160 120
AL 190 195 195
filh 0.85 0.75 0.64
iR (107 m™) 1.1 2.3 3.8
S Ay 1.00 0.98 0.89
SRR 07 m™h 0.06 0.9 4.9
X (10° m) 3.0 2.5 2.1
a (077 0.5 0.7 - 1.0
b0 s 0.5 0.7 1.0
d(1077 57"} 0.7 1.3 C26
Ke{(0"mK™'s™") . 6.3 28 . 4,5
Kr(107*Km™"s™h 0.05 35 6.6
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FIG. 19. Plot of outward longwave radiation (OLR; W m™2) versus
underlying SST (°C) in the equatorial Pacific. OLR and SST values
represent averages between 5°N and 5°S and over monthly periods,
given by Arkin et al. (1983). Values here are from 150°E, 180°,
150°W and 120°W at two month intervals over the period September
198 1-July 1983,

Atlantic made available by Hastenrath and Lamb
(1977). No corresponding data for the equatorial Pacific
appears to be available. Values of SST, surface wind
speed (| V,]), Fy and I, were read at 5° longitude inter-
vals across the Atlantic at the equator in July and Oc-
tober and at 10°N in January. In each case, sizable
zonal SST differences were present at the designated
latitude. Multiple regression analyses for Fy on SST
and |V,| and for I, on SST and |V,| were performed
for each month. Three values for each of dF,/d|V,l,
81, /0|V,|, 0Fy/9SST and 81, /8SST were computed thus.
Averaged values of 3F,/3SST and 0/,/3SST are used
for 3F,/0T and 8l,/3T, respectively. Relevant individ-
ual and average values are shown in Table 7. The av-
erage

OFy/0|V,l = 494 Wm™2 (ms'),
and
Al /olV,| = +24 Wm2 (ms ).

APPENDIX C
Numerical convergence of methods

Results obtained via the finite difference (f.d.)
method are compared to those obtained via the series
method in order to check for correct numerical con-
vergence. One such comparison is shown in Fig. 20 for
the Model I Kelvin wave. Here values of ¢ computed
by firstly the fd. method and secondly the series
method are plotted versus 1/N, where N is the number
of grid points (within the interval 0 < y' < +4.2) or

. number of parabolic cylinder functions used. All other

parameters and wavelengths are held constant. Both
methods display convergence towards about the same
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FI1G. 20. Values of growth rate [Im(¢)} and frequency [Re(o)] com-
puted for the Model | Kelvin wave by the finite difference method
(FD) and by the series method (S) as functions of /N, where N is
the number of internal grid points or symmetric parabolic cylinder
functions used. Im(e) and Re{o) have units as in Fig. 1.

value [Im(o) = 4+0.55, Re(c) = +0.073] as N increases;
the f.d. method displays the faster convergence. Similar
comparisons involving other low n-modes in Models
I-IV likewise indicate convergence agreement, how-
ever, the series method displays slow convergence at
small k and at large ¢, and 4. The general agreement
between the methods provides evidence for their correct
convergence. Correct convergence of the f.d. method
was further verified by a comparison of results obtained
in the absence of coupling and known analytical values
{(Matsuno, 1966).

The accuracies of results in section 4 (computed us-
ing the f.d. method with N = 12) are estimated using
convergence curves for the f.d. method such as that in
Fig. 20. In each case, a true value of o is estimated via
linear extrapolation to N = oo using the ¢ values at N
= 15 and N = 18. The difference between this “true
value™ and the value at N = 12 gives an estimate of
the error in the N = 12 value. This procedure is ex-
pected to give an upper bound on the error since the
f.d. method displays convergence of order greater than
or equal to one [i.e. error in o oc (AY'Y with p = 1].
The f.d. method is found to undervalue the size of
growth/decay rates for all modes except the damped
Rossby modes in Model IV. When N = 12, erTors in
growth/decay rates are all less than 4% of the difference
between estimated true value and prescribed ocean
dissipation rate, except for n = 2 Rossby modes of
Model II where errors are much larger (20%). The f.d.
method also undervalues the frequency of Rossby
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modes by an amount that increases with meridional
index and with 1/N: similar undervaluation occurs even
in the absence of coupling. When N = 12, errors in
frequencies for the Kelvin and Model IV unstable
modes are less than 1%, for the n = | Rossby and
Model HI unstable modes are between 3% and 7%, and
for the n = 2 Rossby modes are 8% (Model IV) and
30% (Model II) of the estimated true value.

Eigenvectors for low n-modes obtained via the finite
difference method similarly displayed satisfactory con-
VEergence.
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INTRODUCTION

Large-scale ocean-atmosphere interaction plays a crucial role in natural
climate variability on a broad range of time scales and in anthropogenic
climate change. The development of coupled ocean-atmosphere models
is thus widely regarded as essential for simulating, understanding, and
predicting the global climate system. Although these efforts typically ben-
efit from years of previous work with atmospheric and oceanic models,
coupling the two components represents a major step because of the new
interactions introduced into the system. These can produce new phenom-
ena, not found in either medium alone, the mechanisms for which present
exciting theoretical problems. The removal of artificial negative feedbacks
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produced by fixed boundary conditions in the uncoupled case also provides
a stringent test of physical processes represented in both component
models.

Pioneering work on coupling oceanic and atmospheric general cir-
culation models (GCMs) began during the late 1960s and the 1970s (Man-
abe & Bryan 1969, Bryan et al 1975, Manabe et al 1975, Manabe et al
1979, Washington et al 1980). The difficulties encountered in obtaining
accurate climate simulations with these models were sufficient that use of
such coupled GCMs (CGCMs) did not gain momentum until the late
1980s and early 1990s. While the anthropogenic warming problem drove
the development of global models (e.g. Gates et al 1985, Schlesinger et al
1985, Sperber et al 1987, Bryan et al 1988, Manabe & Stouffer 1988,
Washington & Meehl 1989, Stouffer et al 1989, Manabe et al 1990, Cubasch
et al 1992, Manabe et al 1992), evidence that ocean-atmosphere interaction
is responsible for the El Nifio/Southern Oscillation (ENSO) phenomenon
provided a driving force in the development of models aimed at the tropical
regions, both CGCMs and less complex models.

In this article, we consider the dynamics of coupled models relating
to internal variability of the climate system that arises through ocean-
atmosphere interaction. We focus on the tropical problem because it has
been more thoroughly studied than the extratropical problem, and the
crucial role of coupling has been clearly demonstrated. The field has
developed to a stage that can be well summarized, and where short-range
climate prediction is becoming a reality. A briefer section provides an
indication of developments for the problem of coupled extratropical varia-
bility, which is in its infancy.

Despite the importance of coupled models to the study of anthropogenic
global warming, we do not address this question beyond providing an
indication of some of the difficulties these models face. It is the subject of
many articles (e.g. Mitchell 1989, Houghton et al 1990, Gates et al 1992
and references therein) and merits a separate review. For other general
references on coupled models, we note a review of global CGCMs (Meehl
1990a), a textbook on the tropical problem (Philander 1990), edited vol-
umes on climate modeling (Trenberth 1993, Schlesinger 1990), and selected
conference proceedings (Nihoul 1985, 1990; Charnock & Philander 1989).

COUPLED OCEAN-ATMOSPHERE MODELS

A hierarchy of complexity exists in climate models, the most complex
being the atmospheric, oceanic, and coupled general circulation models
(AGCMs, OGCMs, and CGCMs; for these and other acronyms, see Table

1). GCMs are generally based on the primitive equations (a filtered version
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of the Navier-Stokes equations; e.g. Washington & Parkinson 1986), with
detailed parameterizations of sub-grid-scale processes (e.g. turbulent
mixing, and for AGCMs radiative transfer and moist convection). These
attempt to simulate an approximation to both the climatology and natural
variability. A variety of models based on further approximations are used
for particular applications; often these are formulated as anomaly models
about a specified climatology. Coupling considerations tend to be simi-
lar—we outline the procedures as applied to GCMs. The class of models
often used in global warming studies in which the ocean acts only as a
heat capacitor—and has no active dynamics—is not discussed.

For climate time scales, a division of the coupled system at the ocean-
atmosphere interface is not easy to defend. Incoming solar (shortwave)
radiation is primarily absorbed at the ocean surface and energy is lost
through evaporation, infrared (longwave) radiation, and sensible heat
fluxes to the atmosphere, which in turn re-emits longwave radiation to
space. The one-dimensional equilibrium of these processes (and the
strength of the negative feedback to perturbations from this equilibrium)
provides a first approximation to the climate, modified of course by three-
dimensional transports and feedbacks in both media. Interrupting this
exchange at the ocean surface is questionable on time scales longer than
a few months (shorter for some phenomena). Historically, however, this
division permitted atmospheric and oceanic modelers to concentrate purely
on problems in their respective media, as necessitated by the complexity
of these subsystems. Since the parameterization of sub-grid-scale processes
is one of the most crucial aspects of climate modeling, this separate devel-
opment may be partially justified by arguing that the difference in density
and effective heat capacity is sufficient that individual parameterizations
of fast sub-grid processes may be developed initially in uncoupled models.
The limitations of this approach will no doubt be re-examined when
coupled models reach a more mature stage. Surface heat flux boundary
conditions for uncoupled ocean models are particularly problematic (e.g.
Bretherton 1982, Seager et al 1988) since the negative feedback on sea
surface temperature (SST) involves the atmospheric response.

Table 1 Acronyms used in the text

ENSO E! Nifio/Southern Oscillation
GCM General Circulation Model
AGCM/CGCM/OGCM  Atmospheric/Coupled/Ocean GCM
HCM Hybrid Coupled Model

ICM Intermediate Coupled Model

880 regime Standing-SST Oscillatory regime

SST Sea Surface Temperature
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In a typical coupling scheme for an ocean-atmosphere model, the ocean
model passes SST to the atmosphere, while the atmosphere passes back
heat flux components, freshwater flux, and horizontal momentum fluxes
(surface stress—oceanographic usage refers only to stress tensor com-
ponents associated with vertical fluxes of horizontal momentum). Land
temperature is necessarily computed interactively, with parameterizations
ranging from the zero heat-capacity approximation to more complex land-
surface models (e.g. Dickinson 1983). The numerical coupling interval
(over which interfacial variables are averaged before being passed) is
chosen for computational convenience or to satisfy assumptions of physi-
cal parameterizations. Although heat fluxes are calculated using the atmo-
spheric boundary-layer parameterizations based on SST from the previous
interval, the important dependence of heat flux on SST is retained as long
as the heat flux coupling interval is sufficiently small.

The atmospheric response to SST is rapidly redistributed vertically,
especially in convective regions, and is nonlocal horizontally on time scales
longer than dynamical adjustment times—on the order of a few days to a
month. For most purposes, the atmosphere can be assumed to be in
statistical equilibrium with given SST (and land/ice/snow) boundary con-
ditions on time scales longer than a season. The ocean responds on a wide
range of time scales, from days (for some features of the mixed layer) to
millenia (for the deep-ocean thermal adjustment). It is thus common to
characterize the ocean as having the memory of the system. For
global coupled models where the deep ocean is integrated to equilibrium,
asynchronous coupling techniques are sometimes used (e.g. Manabe et al
1979).

Climate drift—i.e. departure of the model climatology from the
observed (and from the climate simulated by the component models in
uncoupled tests)-—is a common problem in coupled models. It often
appears as a slow adjustment away from initial conditions towards an
internal equilibrium, hence the term “drift;” it may also refer to cases of
faster adjustment and to the error at equilibrium. Although numerics
contribute, climate drift arises primarily from the cumulative effects of
errors in the sub-grid parameterizations; as such the process of correcting
it based on careful physical arguments can be slow and painstaking. In
cases where the sources of drift are well separated from mechanisms
poverning the geophysical phenomena of interest, it has been argued (e.g.
Manabe & Stouffer 1988, Sausen et al 1988) that correcting the drift by a
flux correction may permit progress even with an imperfect model. Roughly
speaking, the model’s equilibrium climatology of all or some of the inter-
facial variables is subtracted and replaced with observed values that are
passed between subsystems; effectively the model is only used to compute
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anomalies from climatology. The success of flux-correction techniques
depends on the problem.

Coupled models designed for the tropical problem do not treat the deep-
ocean thermohaline circulation which maintains cold waters at depth.
Typically the ocean basin is simply interrupted at some latitude, using a
sponge layer (with temperature and salinity strongly constrained toward
climatological values) to avoid effects of the artificial boundaries pro-
pagating into the region of interest via wall-trapped Kelvin waves.
Observed climatological SST is specified in the ocean regions which are
not actively modeled. Other models simulate the upper ocean only, with
motionless deep waters (e.g. Gent & Cane 1989). Additional design speci-
fications for the tropical problem include the use of sufficiently high-
resolution ocean components to resolve equatorial wave dynamics with
characteristic meridional scales of order 2° latitude. For the global
problem, the ocean models typically are used with coarser resolution
because of the necessity of very long integrations for equilibration.

THE TROPICAL PROBLEM
Background

Ocean-atmosphere interaction is particularly amenable to study in the
tropics because at large scales each medium is strongly controlled by the
boundary conditions imposed by the other. The upper ocean circulation
is largely determined by the past history of the wind stress with little
internal variability; likewise the major features of the tropical atmospheric
circulation are determined by the SST, with internal variability largely
confined to time scales less than 1-2 months. This contrasts to the midla-
titude situation where internal variability of both atmosphere and ocean
is large.

THE BJERKNES HYPOTHESIS Because the ENSO phenomenon is the largest
signal in interannual climate variability, it has dominated the literature;
here we bring in other aspects of the tropical problem where possible. The
reigning paradigm for ENSO dynamics is that it arises through ocean-
atmosphere interaction in the tropical Pacific (although its influence
extends globally and interactions with other parts of the climate system
are by no means excluded), as first hypothesized by Bjerknes (1969). The
essence of Bjerknes’ postulate still stands as the basis of present day
work—that ENSO arises as a self-sustained cycle in which anomalies of
SST in the Pacific cause the trade winds to strengthen or slacken, and that
this in turn drives the changes in ocean circulation that produce anomalous
SST. Within this paradigm, one may still distinguish a variety of mech-
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anisms that potentially contribute to the maintainance and time scale of
the cycle; these have provided challenges for both theory and simulation.

MODEL HIERARCHY Beginning at about the same time as Bjerknes” hypoth-
esis was formulated, the foundations for modeling the tropical coupled
system were laid through the study of the individual physical components.
The dynamics of the equatorial ocean response to wind stress were exam-
ined in shallow-water models representing the upper ocean (e.g. Moore
1968; Cane & Sarachik 1977, 1981; McCreary 1976), modified shallow-
water models (e.g. Cane 1979, Schopf & Cane 1983), and ocean general
circulation models (OGCMs; e.g. Philander & Pacanowski 1980, Philander
1981). And in the atmosphere, it was demonstrated semi-empirically that simple
atmospheric models with steady, damped shallow-water dynamics could
provide a reasonable approximation to the low-level tropical atmospheric
response to SST anomalies (e.g. Matsuno 1966, Gill 1980, Gill & Rasmus-
son 1983). There is still disagreement as to the best formulation of these
simple atmospheric models (Zebiak 1986, Lindzen & Nigam 1987, Neelin
& Held 1987, Neelin 1989a, Allen & Davey 1993) but their simulation of
anomalous wind-stress feedbacks to the ocean from given SST is given
credence by AGCM simulations (e.g. Lau 1985, Palmer & Mansfield 1986,
Mechoso et al 1987, Shukla & Fennessey 1988, and references therein).
As a result of the development of complementary models of varying
degrees of complexity, the tropical coupled problem has benefited from a
full hierarchy of models. The basis for a more quantitative understanding
of coupled ocean-atmosphere interaction was initially provided by coupled
models constructed from variations on modified shallow-water ocean and
simple atmospheric models: both in simple linear versions (Lau 1981a;
Philander et al 1984; Gill 1985; Hirst 1986, 1988; Wakata & Sarachik 1991;
Neelin 1991) and in nonlinear versions (e.g. Cane & Zebiak 1985, Anderson
& McCreary 1985, Zebiak & Cane 1987, Battisti 1988, Battisti & Hirst
1989, Schopf & Suarez 1988, Yamagata & Masumoto 1989, Graham &
White 1990). The simplest linear shallow-water models, together with some
useful models that condense the dynamics even further, are loosely referred
to as simple models, while the more complex and carefully parameterized
of the modified shallow-water models are often referred to as intermediate
coupled models (ICMs). The next step up the model hierarchy, in order of
increasing complexity, is the Aybrid coupled models or HCMs. These consist
of an ocean GCM coupled to a simpler atmospheric model (e.g. Neelin
1989b, 1990, Latif & Villwock 1990, Barnett et al 1993), the justification
being that the ocean contains both the memory and limiting nonlinearity
of the system—the atmosphere is thus treated as the fast component of a
stiff system. The most complex models are the coupled GCMs in which
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both components include relatively complete sub-grid parameterization
packages (e.g. Philander et al 1989, 1992; Lau et al 1992; Sperber &
Hameed 1991; Gordon 1989; Meehl 1990b; Nagai et al 1992; Mechoso et
al 1993; Neelin et al 1992). It should be noted that the divisions in the
hierarchy are not sharp and some of the lowest-resolution CGCMs may
not be much more complex than the best ICMs. Many of these models
produce interannual variability through coupled interactions which have
significant parallels to ENSO dynamics.

Our approach here is to summarize basic phenomenological features
from a modeler’s point of view (i.e. we do not attempt a complete review
of the large observational literature) in the Observations section, and then
to present a cross-section of model results in the Simulation section, which
includes selected intermediate models as well as CGCMs and HCMs. The
Theory section makes use of intermediate and simple models to outline
basic mechanisms of interaction, describes the manner in which different
mechanisms combine and contribute to the sensitivity of the coupled
system, and details the current understanding of the bifurcation structure.
Many of the theoretical considerations prove useful in understanding
results of the more complex models.

Observations

Aspects of El Nifio and the Southern Oscillation were known individually
long before any connection was made. The term “El Nifio,” which orig-
inated with Peruvian fishermen, now refers to strong warmings of surface
waters through the eastern and central equatorial Pacific that last about a
year (e.g. Rasmusson & Carpenter 1982, Deser & Wallace 1990). Although
it is common to refer to these as “events,” they exhibit a distinct oscillatory
behavior now understood to be part of a low frequency cycle. The Southern
Oscillation was discovered by Walker (1923), and its global scale was
inferred early on (Belarge 1957) from correlation maps of sea-level pressure
anomalies which exhibit anomalies of opposite sign in the eastern and
western hemisphere. The larger scale of this pattern relative to the SST
anomaly is typical of the atmosphere’s nonlocal response to boundary
conditions. The strong relationship between interannual variability of SST
and sea-level pressure may be seen in Figure 1.

As a background to understanding ENSO-related interannual varia-
bility, a brief description of the time-mean circulation is required. Differ-
ential forcing of the atmosphere by the SST boundary condition ther-
modynamically drives direct circulation cells: convection tends to organize
roughly over the warmest SST, producing regions of strong surface con-
vergence (known as intertropical convergence zones). The zonally-sym-
metric (i.e. averaged around latitude circles) component of this circulation
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Figure | Time series of the Southern Oscillation Index, which measures the atmospheric
sea-level pressure gradient across the tropical Pacific basin {dashed curve), and sea surface
temperature (SST) anomalies at Puerto Chicama, Peru (solid curve). Both series are nor-
malized by their standard deviation: shading indicates major ENSO warm phases (high SST,
low Southern Oscillation Index). After Rasmusson (1984).

is referred to as the Hadley circulation, the zonally-asymmetric component
as the Walker circulation. The Hadley circulation contributes an easterly
(i.e. westward) component to tropical surface winds. This is strongly
reinforced over the tropical Pacific by the Walker circulation driven by the
strong SST gradient across the basin between the warm waters in the west
and the cooler eastern waters.

The westward wind stress has a strong impact on the ocean circulation.
The input of momentum is balanced, in a vertical average, largely by
pressure gradients in the upper ocean. A sea-level gradient of about 40 cm
across the Pacific is compensated by a slope in the thermocline (the inter-
face that separates the well-mixed, warm surface waters from the cold
waters at deeper levels) which slopes upward to the east. Within the
upper ocean, the differential deposition of stress by vertical viscosity drives
westward surface currents along the equator, and Ekman drift due to the
Coriolis force to either side of the equator drives a narrow band of upwel-
ling along the equator, especially under the regions of strong easterlies in
the eastern/central Pacific. The combination of upwelling and shallow
thermocline produces the equatorial cold tongue in the east, while the deep
thermocline in the west is associated with warm SST—the western Pacific
warm pool.
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The important dependence of SST in the equatorial cold tongue region
on wind-driven ocean dynamics (rather than just on air-sea heat exchange)
and the Walker circulation response to anomalies in the SST pattern form
the key elements of the Bjerknes hypothesis. Consider an initial positive
SST anomaly in the eastern equatorial Pacific. This anomaly reduces the
zonal SST gradient and hence the strength of the Walker circulation,
resulting in weaker trade winds at the equator. This leads to a deeper
thermocline and reduced currents and produces higher surface tem-
peratures in the cold tongue region, further reducing the SST gradient in
a positive feedback which can lead to instability of the climatological state
via ocean-atmosphere interaction. The cyclic nature of the unstable mode
depends on the time scales of response within the ocean. The details of
what produces the cycle are subtle, as elaborated in the Theory section,
but a concise observational picture motivated by theoretical considerations
is provided by Latif et al (1993b).

Figure 2 shows characteristic anomaly patterns of three crucial quan-
tities: zonal wind stress, SST, and the depth of the thermochne or upper
ocean heat content. as measured by depth of the 20°C isotherm. The
patterns represent an estimate of the dominant coupled ENSO mode as
obtained by principal oscillation pattern analysis (Hasselmann 1988)—
specifically, the leading eigenvector of the system matrix obtained by fitting
a first-order Markov process to the data, where oscillations are represented
by the cycle of patterns in temporal quadrature. The right panels show
conditions during the warm phase of the ENSO cycle, i.e. during El Nifio
(the cold phase simply has reversed signs under this technique). Most of
the tropical Pacific is covered by anomalously warm surface waters (Figure
24), with maximum anomalies in the eastern equatorial Pacific. These
SST anomalies are highly consistent with the patterns obtained by other
techniques. including the well-known Rasmusson & Carpenter (1982) com-
posites. The positive SST anomaly is accompanied by a westerly (eastward)
zonal wind stress anomaly (Figure 2b) which reduces the mean Walker
Circulation. Consistent with this feature, the tilt in the thermocline 1s
reduced as indicated by the negative anomalies in the upper ocean heat
content which are centered off the equator (Figure 2f).

The phase differences necessary to maintain the oscillation exist between
sea surface temperature and wind on the one hand and upper ocean heat
content on the other. As described in the Theory section, the ocean 1s not
in equilibrium with the atmosphere and carries information associated
with past winds that permits continuous oscillations. This feature is clearly
seen during the transition phase in upper ocean heat content {Figure 2e¢)
which shows a pronounced equatorially-trapped signal in the western
Pacific. This signal appears not to be related to the contemporaneous
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winds (Figure 2a), but rather was generated by anomalous eastward winds
of the preceding cold phase (Figure 25, but with reversed signs). Equatorial
wave dynamics dictate that the heat content anomalies at latitudes larger
than a few degrees propagate westward and refiect at the western maritime
boundary into the equatorial wave guide. The transition phase SST (Figure
2¢) does not show a clear signal; variations in SST can therefore be
described to first order as a standing oscillation. Thus, it is the subsurface
memory of the ocean that is crucial to ENSO (see e.g. Latif & Graham
1992 and Graham & White 1990 for additional observations).
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Figure 2 Spatial patterns of the dominant mode of ENSO variability as represented by the
leading principal oscillation pattern (sec text). The oscillation is represented by two time
phases in quadrature during the cycle: transition phase (panels q, ¢, ) and extreme phase
(panels b, d, f). (@), (b) wind stress anomaly, (c), (d) sea surface temperature anomaly, (e),
(/) heat content anomaly as measured by the depth of the 20°C isotherm (blank areas in the
eastern Pacific are due 1o lack of subsurface data). After Latif et al (1993b).
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Figure 2 (continued).

The transition phase zonal wind stress (Figure 2a) shows a pronounced
westerly anomaly centered over the northwestern Pactfic so that the evol-
ution in zonal wind stress is also characterized by a slowly eastward-
propagating feature. The role of this propagation in maintaining the ENSO
cycle, however, is still a controversial issue. Several authors have argued
that this feature indicates a link to circulation systems over India, in
particular the Monsoon (e.g. Barnett 1983).

A complementary view of the oceanic side of this feedback is provided by
time-longitude plots of SST and a measure of thermocline depth anomalies
along the equator (Figure 3). The time series is limited by the length of
the records of ocean subsurface temperature. Even without statistical
techniques, it is easy to pick out the dominant standing oscillation pattern
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in SST (although some hints of propagation may be noted-—see e.g. Gill
& Rasmusson 1983, Barnett et al 1991), and the characteristic signature
of subsurface memory—the lead of the heat content anomalies in the
western part of the basin relative to the eastern part. Several coupled
ocean-atmosphere models simulate variability patterns to those described
above.

There is evidence that the spectral peak associated with ENSO may have
a quasi-biennial component in addition to the dominant low-frequency
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Figure 3 Time-longitude plot of observed anomalies along the equator. (Lef1) SST (contour
interval 0.5"C). (Right) heat content integrated above 275 m (contour interval 100 'Cm). The
data have been tow-pass filtered to remove variabilily on time scales smaller than 17 months.
Data sets are described in Reynolds (1988) and Barnett et al (1993), respectively.
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Figure 3 (continued).

(3-6 year) component, e.g. Rasmusson et al (1990), Latif et al (1993b).
Spatial structures and interactions between assumed spectral bands have
been examined, ¢.g. by Barnett 1991, Ropelewski et al 1992. For further
discussion of ENSO observations see, for instance, Cane (1986), Rasmus-
son & Wallace (1983), Philander (1990), and references therein. Discussion
of the seasonal cycle and interannual variability in the tropical Atlantic
may be found in Lamb et al (1986), Lough (1986), Wolter (1989), Servain
& Legler (1986), Philander & Chao (1991), Houghton & Tourre (1992),
and Servain (1991), while Zebiak (1993) gives evidence that the latter may
in part share similar dynamics to ENSO.
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Models and Simulation

AN INTERMEDIATE MODEL The intermediate coupled model of Cane &
Zebiak (1985, with Zebiak & Cane 1987, collectively CZ hereafter) has
proven influential in ENSO studies and has provided the first successful
ENSO forecasts with a coupled model (see Prediction section). A version
of the ocean component is described in the Theory section. The atmosphere
(Zebiak 1986) is one of several simple atmosphere models which attempt
to improve on that of Gill (1980); drawbacks include lack of a moisture
budget and formulation with discontinuous derivatives, but similar results
are obtained with different atmospheric models (Jin & Neelin 1993a, N.
Graham, personal communication). Figure 4 shows the SST and ther-
mocline depth anomalies over one period of the simulated ENSO cycle
from the linearized version of the CZ model used by Battisti & Hirst (1989)
to examine the essential dynamics. The typical stationary oscillation in
SST may be seen, with the lead of the western-basin thermocline-depth
anomaly relative to the eastern basin characterizing the subsurface
memory. The details of the transition between west and east differ from
those observed because the simutated winds are shifted relative to observed
winds, but the cycle is not strongly sensitive to this. Simulated ENSC
events tend to resemble each other strongly in this model, and Battisti
(1988) and CZ disagree over the degree of irregularity that can be generated
by internal mode! dynamics, but there is reasonable consensus that basic
elements of ENSO dynamics are captured.

INTERCOMPARISON OF GCM SIMULATIONS A recent comparison (Neelin et
al 1992) of the tropical simuiations of seventeen coupled ocean-atmosphere
models, contributed by a dozen institutions worldwide, represents a snap-
shot at a relatively early stage of a rapidly developing field. We Teview
some of the results, with the caveat that in the brief time since their
collection, several of the models have made great progress in the accuracy
of simulation and new models have been developed which are not yet
published. The comparison was intended to give a feel for the sensitivity
of the system modeled (possible in part because the models were not yet
optimized), to point out common problems, and to provide a forum for
discussing the broad range of coupled-model behavior.

The models were selected on the basis of having at least one component
of sufficient complexity to be called a GCM, (i.e. CGCMs and HCMs),
with two representatives of the ICMs—those of Cane & Zebiak (1985)
and Schopf & Suarez (1988), the latter differing from a GCM principaily
by lack of a moisture budget. Some of the models are global, designed for
global warming studies; others have a dynamically-active ocean only in
the tropical Pacific, and were designed for the tropical problem. SST was
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Figure 4 Time-longitude plot of anomalies along the equator from the Battisti & Hirst
(1989) linearized version of the Cane & Zebiak (1985) intermediate coupled model. (Lef?)

SST (contour interval 0.3°C). (Righr) thermocline depth (contour interval 2.5 m). After
Battisti & Hirst (1989).

chosen as the principle variable of comparison because of its crucial role
in mediating the interactions.

Table 2 provides a summary of the results, augmented with more recent
results where published, roughly classified according to the type of inter-
annual variability and the simulation of climate in the equatorial Pacific.
Models are listed as in Neelin et al (1992); the most closely related inde-
pendent references available are Endoh et al (1991), Gent & Tribbia (1993),
Gates et al (1985), Gordon (1989), Latif et al (1988), Latif et al (1993a),
Lau et al (1992), Meehl (1990b), Neelin (1990), Philander et al (1992),
Schopf & Suarez (1988), Sperber & Hameed (1991), Zebiak & Cane (1987).
Many of the models exhibit climate drift. Some of the models, especially
those with simplified atmospheres, sidestep this problem by flux correction.
The category “Modest drift” as used here means only that the degree of
drift in SST was relatively small by current (subjective) standards and
comparable to that of uncoupled components. Interannual variability
is weaker than observed in many of the models—the category “Weak
interannual variability” means too weak to be classified.

Climate drift occurs in a variety of forms. A general cooling of large
parts of the ocean basin is the most common form of slow drift. Fast
climate drift is characteristically a coupled-dynamical effect leading to an
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Table2 Summary of models grouped according to common behavior for both tropical climatology
and interannual variability as reflected in the sea surface temperature field (after Neelin et al 1992)

Variability Climate
Modest drift Flux corrected Other
Weak interannual Latif et al-1 Gordon & Ineson-2*
variability Neelin-2™© Gates et al**®
Oberhuber ¢t al-19  Cubasch et al**
Oberhuber et al-2%*
Interannual variability with ~ Lau et al* Neelin-1° Meehl & Wash-
zonal propagation of SST ington™*f
anomalies Gates & Sperber®¢f
Tokioka et al*?
Interannual variability with ~ Philander et al Zebiak & Cane® Schopf & Suarez™®
standing SST anomalies Gent & Tribbia Allaart et al>® Latif & Sterl®
Nagai et al (1992)¢
Mechoso et al (1993)

* Slow cooling of warm regions.

* Model with simplified atmospheric component.

© Multiple climate states known or suspected.

4 Model with global-domain ccean component.

¢ Weak zonal gradient; weak cold tongue.

'Cold tongue extended or cold longuejwarm pool boundaries displaced.

t Diates given for recently added references; otherwise see Neelin et al (1992).

overly-weak or overly-strong equatorial cold tongue. Three-dimensional
feedbacks between SST, convection zones, wind stress, and ocean cir-
culation qualitatively similar to those responsible for El Nifio are seen
to play a role in creating such drift or in exacerbating weaknesses in
parameterizations controlling one-dimensional, vertical-column processes
such as cloud-radiative interaction or vertical mixing. We note many
situations where the position of the cold tongue migrates or extends within
the basin, with a warm pool developing in the eastern part of the basin in
some instances. The observed convection zone in the eastern Pacific stays
north of the equator in all seasons; in some models it migrates across the
equator with season. The similarities between the fast mode of climate
drift to interannual phenomena of comparable time scale implies that,
unlike numerical weather prediction—in which correction of climate drift
was only addressed as the models matured—interannual climate fore-
casting with coupled GCMs must address the accurate simulation of cer-
tain aspects of the climatology at a relatively early stage.

We find that there is little relation between the presence of climate drift
and the existence of significant interannual variability, so long as the cold
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tongue is present somewhere in the basin. Interannual variability tends to
come in two varieties: cases in which anomalies in SST, wind, etc propagate
in the longitudinal direction along the equator and cases in which anom-
alies develop as a standing oscillation in the cold tongue region. In the
latter case, fine ocean model resolution is required near the equator and
subsurface memory due to oceanic adjustment processes is believed to
determine the time scales; in the former case, coarse ocean model resolution
does not preclude interannual oscillations and the time scales of ocean
wave dynamics are not essential to the period.

Figure 5 provides an example of interannuatl variability from one of the
first coupled GCMs with a high-resolution tropical ocean component
(Philander et al 1989, 1992; Philander et al in Table 2). While the spectrum
of interannual time scales may not exactly match that observed (possibly
due to the removal of the seasonal cycle in this model for hypothesis-testing
purposes), the spatial form, again with dominant standing oscillations in
SST and with subsurface phase lags, is reasonably close to the observed
form; Chao & Philander (1993) also compare these results to the uncoupled
ocean component forced with obsrved winds to provide a longer surrogate
time series for the subsurface anomalies. A number of other CGCMs
have variations on this spatial form, some having clearer propagation
characteristics in SST, combined with significant subsurface phase lags
(e.g. Nagai et al 1992, Latif et al 1993a).

The rich variety of coupled phenomena found in these models serves as
an indication of the sensitivity of the coupled system and lends support to
qualitative arguments that coupled feedbacks are crucial in establishing
tropical climate features. Even the most important features, such as the
extent and position of the equatorial cold tongue and western Pacific warm
pool, are not guaranteed to be reproduced in coupled GCMs. The lack of
robustness in these features does not necessarily imply major faults in the
models since coupled feedbacks can turn a small deficiency in one of the
components into a significant departure in the coupled climatology. For
example, a tendency of the atmospheric model to give slightly weak east-
erlies can result in a weaker cold tongue which in turn further weakens the
Trades. In some models this can lead to a permanent warm state, although
in others, weak AGCM stresses do not adversely affect either climatology
or interannual oscillations.

Because the behavior of the coupled system can be qualitatively different
(and difficult to anticipate) from that of the individual components, coup-
ling should be regarded as a crucial part of the testing and development
procedure for AGCMs and OGCMs being used for climate studies. In
particular, the simulation of the warm-pool/cold-tongue configuration in
the equatorial Pacific can represent a stringent test of the combined effects
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Figure 5 Time-longitude plot of anomalies along the equator from the Philander et al
{1992) coupled GCM. (Lefr) SST (contour interval 0.25°C). (Right) heat content integrated
above 300 m (contour interval S0 C° m). After Chao & Philander (1993). The data have been
low-pass filtered to remove time scales less than 24 months.

of vertical-mixing parameterizations, interactive cloud-radiative schemes,
and surface-flux parameterizations with the three-dimensional dynamics.
The rate of improvement of recent model versions (both those in the table
and currently unpublished models) is particularly encouraging in this
respect.

Theory .

CONTEXT AND HISTORY The considerable differences in the nature of the
coupled variability produced by the different models above is related to
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the sensitivity and the rich variety of flow regimes found in ICMs and
simple models, which exhibit multiple mechanisms of coupled interaction.
The character of the interannual variability in nonlinear models 1s largely
determined by the first bifurcation from the climate state (Neelin 1990,
Miinnich et al 1991)—in other words by the leading unstable mode of the
system linearized about the climatological state. Many of the most pressing
questions about the range of coupled variability found in coupled models
can thus be addressed by understanding the relation between flow regimes
in the linear problem. To keep this multiparameter bifurcation problem
tractable, the key is to choose a few crucial parameters that capture the
range of behavior of interest, and to map out the connections among
regimes close to that of the real system and those that provide useful
simplifications.

In the literature, the search for simple prototype systems to provide
conceptual analogs for the modes of coupled variability has led in a number
of apparently contradictory directions, and it is desirable to bring these
together. We approach this by presenting first a version of the CZ ICM
scaled to highlight parameters used to show these connections succinctly.
We derive three important simple models from this and discuss the differing
idealizations. We then return to the ICM to show how the simple models
relate to the connections between eigenmodes in the coupled parameter
space. This completes the discussion of the'prim_ary bifurcation, i.e. how
the period and spatial form of the ENSO cycle dre determined and its
maintenance through instability of the climatological state. We conclude
with a discussion of higher bifurcations and describe what is known about
the sources of irregularity in the ENSO cycle.

In ordering the presentation to emphasize a unified view, the historical
aspects are necessarily simplified, so we preface with a brief overview of
the literature (see also McCreary & Anderson 1991, Ghil et al 1991). Early
theoretical work includes low-order models by McWilliams & Gent (1978)
and some nonrotating coupled cases (Lau 1981a). Models by McCreary
(1983) and McCreary & Anderson (1984) have often been omitted from
recent citation because of the use of a discontinuous switch in their atmo-
sphere, but elements of their discussion of basin adjustment processes have
been incorporated in later work. Philander et al (1984) presented the first
linear instability study in a coupled modified-shallow-water system, and
refinements and additional mechanisms were elaborated numerically mn
Gill (1985), Yamagata (1985), Hirst (1986, 1988), Battisti & Hirst (1989),
Wakata & Sarachik (1991), and analytically in Neelin (1991). Nonlinear
solutions in ICMs were introduced in Cane & Zebiak (1985) and Zebiak
& Cane (1987), in a regime now felt to approximate that of the observed,
and by Anderson & McCreary (1985), Yamagata & Masumoto (1989) in
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a different regime; hints at regime connections may be found in Xie et al
(1989) and Wakata & Sarachik (1991).

Much of the terminology used in these papers is based on the Rossby
and Kelvin modes of the uncoupled ocean in an infinite or periodic basin,
presumably because these are most familiar to oceanographers. A sig-
nificant step toward thinking in terms of the fully coupled problem was
advanced by Schopf & Suarez (1988) and Suarez & Schopf (1988) using a
simple model with a single spatial variable to explain the oscillation in
their ICM; Battisti & Hirst (1989) showed that a version of this model
could be fitted to a number of important aspects of the oscillation in the
CZ model, and that the Hopf-bifurcation regime was the physically rel-
evant one. Referred to hereafter as the SSBH delayed-oscillator model, it
consists of a differential-delay equation representing the time evolution of
SST averaged over a small eastern equatorial box, with a net growth
tendency representing local positive feedback mechanisms due to coupling
and a delayed negative feedback representing the equatorial-wave adjust-
ment process; whether the latter can be interpreted literally in terms of off-
equatorial Rossby wave packets reflecting from the western boundary has
been the subject of debate (Graham & White 1988, Battisti 1989, Chao &
Philander 1993). The model is designed to represent the regime in which
SST variability occurs as a standing oscillation in the strongly-coupled
eastern basin, and in which time scales of ocean wave dynamics provide
the memory of the system essential to the oscillation.

On the other hand, there exists a large class of coupled regimes in which
ocean wave dynamics is not essential to interannual oscillation. In an
idealized limit (the fast-wave limit), coupled modes are associated with the
time derivative of the SST equation, and hence referred to as SST modes.
These do involve subsurface ocean dynamics, but the time-dependence of
this component is secondary. A distorted-physics method for testing this
(involving articicial multipliers on selected OGCM time derivatives) was
employed in Neelin (1991) to show the relevance of this limit to oscillations
in one flow regime of an HCM. Hirst (1986, 1988) and Neelin (1991)
showed, by numerical and analytical methods respectively, that a number
of physical processes cooperate in the destabilization of SST modes
whereas they compete in terms of the direction of propagation. Propa-
gation is essential to the period in these modes and they provide a good
prototype for slowly-propagating modes in a number of intermediate
models and GCMs (e.g. Anderson & McCreary 1985, Yamagata & Masu-
moto 1989, Meehl 1990b, Lau et al 1992).

Because the SSBH delayed-oscillator model is based on the SST
equation, it was natural to hypothesize that nonpropagating SST modes
away from the fast-wave limit might be perturbed by wave time scales to



COUPLFD OCEAN-ATMOSPHERE DYNAMICS 637

produce standing oscillations. Such a connection is inherent in the analysis
of Wakata & Sarachik (1991) in which the relation between a propagating
regime of Hirst (1988) and a standing oscillation regime is demonstrated. In
an apparent contradiction, two models aimed at producing more rigorous
derivations of the SSBH delayed oscillator (Cane et al 1990 plus Miinnich
et al 1991, MCZ hereafter; and Schopf & Suarez 1990) emphasize a rather
different limit. These models also assume that the coupling occurs at a
single point rather than across all or most of the basin. SST-mode solutions
in the fast-wave limit allow an analytical approach to the spatial structure
of the coupled modes, inclusion of several growth mechanisms, and a
determination of their relation to propagating regimes, but at the cost of
eliminating subsurface memory. Jin & Neelin (1993a,b) and Neelin & Jin
(1993; collectively JN hereafter) outlined the complementarity between
these approaches and the usefulness of analytical prototypes which include
solutions for the spatial structure of the coupled modes in various limits.

INTERMEDIATE COUPLED MODEL  We present here the JN ““stripped-down”
version of the CZ ICM, as a basis for deriving simpler models and dis-
cussing flow regimes. We nondimensionalize to bring out a few primary
parameters from among the many lurking in the coupled system. These
are:

p: the relative coupling coefficient—strength of the wind-stress feedback
from the atmosphere per unit SST anomaly, scaled to be order unity
for the strongest realistic coupling; for = 0 the model is uncoupled.
J: the relative adjustment time coefficient—measures the ratio of the
time scale of oceanic adjustment by wave dynamics to the time scale of
adjustment of SST by coupled feedback and damping processes. It is
scaled to be order unity at standard values of dimensional coefficients.
8,: surface-layer coefficient. This parameter governs the strength of feed-
backs due to vertical-shear currents and upwelling, (x, v,, w,), created
by viscous transfer between the surface layer and the rest of the ther-
mocline. As 3,—0 the effects of these feedbacks become negligible.

A modified shallow-water model with an embedded, fixed-depth mixed
layer (Cane 1979, Schopf & Cane 1983) provides the ocean-dynamics
component:

(60, + )il — Yo+ 0,0 =1
yup+0,h" =0
(68, + )’ + 0ty + 0,0, =0 8y
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gt — yvg = 6,7
e+ yu, =0, )

where latitude, y, appears due to the nondimensionalized Coriolis force
and the equations are applied here to departures (primed quantities), from
a specified climatology (denoted by an overbar). Anomalous vertical mean
currents above the thermocline, (u,,0}), and thermocline depth, &', are
governed by the shallow-water component in the long-wave approximation
(1), with suitable boundary conditions at basin boundaries (Gill & Clarke
1974}; vertical shear currents, (u',v%), are governed by local viscous equa-
tions (2). Both are driven by the zonal wind stress anomaly, t". The
damping rates, ¢, and & are not treated as primary parameters because
the former is small and the latter can be largely absorbed into é,. For a
more formal scaling see JN; for justification of several approximations,
see Cane (1979) and CZ. Vertical velocities are given by the divergence of
the horizontal velocities and the values of surface currents and upwelling
into the surface layer by the sum of anomalous mean and shear con-
tributions plus the climatology: v = & +up+us, w = wt+w,+wi.

Because SST serves as a key interfacial variable, careful para-
meterization of processes that affect SST are largely responsible for the
success of the CZ model. The direct effects of temperature variations in
the surface layer on pressure gradients are neglected in (1), but a prognostic
equation for SST is carried separately which contains all the essential
nonlinearity of the CZ model:

ST+ ul , TH+HOeW(T— T +08, TH+e(T—Ty) =0 3

in nondimensional form. Here T is total SST and H is an analytic
version of the Heaviside function due to upstream differencing into the
surface layer. The Newtonian cooling represents all physical processes that
bring SST towards a radiative-convective-mixing equilibrium value, T,,.
The subsurface temperature field, T, characterizes values upwelled from
the underlying shallow-water layer and is parameterized nonlinearly on
the thermocline depth—deeper thermocline results in warmer T,,. Motiv-
ated by the fact that the strongest SST response to upwelling, advection,
and thermocline depth change are confined to a fairly narrow band along
the equator for the phenonena of interest, Neelin (1991) applied this
equation to the SST in an equatorial band, where each of the variables in
(3) need only be evaluated at the equator, and where the vd,T term is
replaced by a suitable upstream differencing. In the IN ICM, this captures
all the essential behavior of the CZ model while permitting a number of
analytical results to be generated in special cases.
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The simple atmospheric models that provide a zeroth-order approxi-
mation to the wind-stress response to SST anomalies can be written

= uA(T:x,y), (4)

where u is the coupling coefficient and A(T”; x, y) is a linear but nonlocal
function of T” over the entire basin. For a Gill (1980) model with a specified
meridional profile of the forcing appropriate to the assumed SST y-depen-
dence, A is a simple integral operator.

Coupling is carried out by a version of flux correction: running the
ocean model with observed climatological wind stress to define the ocean
climatological state (@, w, T, . . .), then defining SST anomalies, 7", with
respect to this. A known climatological solution to the coupled system is
thus constructed. For sufficiently small coupling, this state is unique and
stable; interannual variability must arise by bifurcations from this state as
| Increases.

USEFUL LIMITS We introduce terminology for limits that are useful for
understanding how coupled modes relate to simpler cases and for com-
paring various theoretical models. The weak-coupling limit is reached at
small g, i.e. little wind-stress feedback per unit SST anomaly; these modes
are found not to be good prototypes for fully coupled modes. At large ,
one obtains the strong-coupling limit. When the time scale of dynamical
adjustment of the ocean is small compared to the time scale of SST change
by coupled processes (i. ¢. small ), one has the fast-wave Limit; which is
very useful for generating analytical results that provide understanding of
spatial structure and growth characteristics. The fast-SST limit is reached
at large J; this is the converse to the fast-wave limit, i.¢e. sea surface
temperature adjusts quickly compared to ocean dynamical processes.

In the uncoupled case or in the fast-wave limit, the modes of the ICM,
linearized about its climatology, separate into a set associated purely with
the time derivatives of the shallow-water equations, referred to as ocean-
dynamics modes, and a set associated purely with the time derivative of
the SST equation, referred to as SST modes. In an uncoupled, zonally-
bounded basin, the ocean-dynamics modes consist of a set of ocean-basin
modes (Cane & Moore 1981) and a scattering spectrum (JN). At low
frequencies and basin scales, the ocean-dynamics modes are very different
from the Rossby and Kelvin modes of the infinite-basin case. In the
coupled system, the distinction between corresponding coupled modes 1s
maintained in the idealized fast-wave and fast-SST limits, but in most of
the parameter space the coupled modes will have a mixed nature, for which
we use the descriptive term mixed SST/ocean-dynamics modes when it is
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necessary to be specific; otherwise the term coupled modes is taken to imply
this.

WIND-DRIVEN OCEAN RESPONSE  Extensive theory exists for the adjustment
of the uncoupled shallow-water ocean to time-varying winds (see Moore
& Philander 1978, Cane & Sarachik 1983, McCreary 1985 for reviews).
Much of it is phrased in terms of adjustment to abrupt changes in wind;
a much better prototype for understanding interannual coupled oscil-
lations is the case of forcing by low-frequency, time-periodic winds (Cane
& Sarachik 1981, Philander & Pacanowski 1981). Figure 6 shows a time-
longitude plot of thermocline perturbations along the equator for such a
case. The western Pacific leads the eastern Pacific by between 90 and 180

4

TIME (ycars)

LONGITUDE

Figure 6 Time-longitude plot of thermocline depth anomalies along the equator from a
shallow-water ocean model forced by specified wind stress: constant in longitude through
the western half of the basin, zero in the eastern half, Gaussian in latitude (scale 5°), and
periodic in time with period 3 years and amplitude 0.2 dyne/cm’. Following Cane & Sarachik
(1981) with specified modifications, and with frictional damping of time scale 0.5 yr in the
ocean. Contour interval 2.5 m.
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degrees in temporal phase. The fast-wave limit case, in which the ocean
approaches equilibrium with the wind, would correspond to 180° phase )
difference between these, which would remove the apparent slow eastward
“propagation.” It should be emphasized that this s not a wave propagation
in the sense of any individual free wave of the system, but rather the sum
total of the ocean response which is not quite in equilibrium with the
wind forcing. The slight departures from equilibrium, as measured by the
difference from a 180° phase lag, characterize the oceanic memory which
is so important to interannual variability.

SIMPLE MODELS: POINT COUPLING One special case where solutions of (1)
can be carried forward isif the surface-layer feedbacks are dropped (6, = 0)
and if it is assumed that coupling to the atmosphere occurs at a single point,
¢.g. at the eastern boundary. The wind-stress magnitude is taken to be
proportional to SST at that point and the spatial form of wind stress is
fixed, for instance to be a patch of very small longitudinal extent (here placed
at mid-basin for ease of presentation), with Gaussian y-dependence of
curvature «. We give here an extended version of the MCZ model (or
Schopf & Suarez 1990) using this approximation; the SS§T equation (3)
and ocean shallow-water dynamics (1) can be reduced to

50T +[(T =T oh)] = 0 (5)
W) = 3 aleall(t~4)+1 Y bo, e T (= 1/2-2)), (5b)

where 7" and #" are SST and thermocline depth anomalies at the eastern
point, respectively, and the coefficients a;, b, summarize information about
the ocean dynamics, boundary conditions, and parameters. The reduction
of ocean dynamics to sums over discrete transit times results, of course,
from the point-wise coupling assumptions. In contrast to (1), here time
has been normalized by the time scale characterizing ocean dynamics (the
Kelvin-wave basin-crossing time), so & appears in the SST equation and
the integer lag dependences on the past history of A" and T” are due to
wave transit times across the basin with reflection at basin boundaries.
This rescaling is because the MCZ model has been used primarily in the
fast-SST limit (6—o0), which results in dropping the time derivative in
(5a). In this case, (5) becomes an iterated map of high order for modes
related to the time derivatives of the shallow-water equations, which
yielded the lags.

A simpler delay equation which has proven influential in the field can
be derived from the above by a series of simplifications which cannot be
rigorously justified but which retain essential features of the dynamics:
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(#) Set all g; = 0 in (5b) while retaining the 5;, which amounts to removing
" eastern-boundary wave reflections while keeping those at the western
boundary. This does irreparable damage to the uncoupled ocean dynamics,
so the usefulness of this simplification depends on the coupling dominating
the spatial structure of the mode-—we show below how this comes about
in an ICM. (if) Move the wind stress to the point of coupling to SST (the
position of the eastern boundary is now immaterial); this is reasonable
when the coupled frequency is much less than the Kelvin transit time
across the separation. (ifi) Truncate the sum over b; to only two terms—
a single westward Rossby wave plus an eastward Kelvin wave. Because
the series converges siowly, this can only be justified qualitatively. We
present the model linearized about the climatology, since this determines
the pertod and the location of the bifurcation:

AT = (uby— DT (1) — ub, T (1 — 49) (6)

This is the SSBH delayed-oscillator model. Note that we have restored the
time nondimensionalization used in (1-3). Nonlinear versions are straight-
forward to derive from (5) and differ significantly from that given by SSBH
for more realistic Ty, (h'); dTy/dh ] = 1is used without loss of generality
for this simple case. When the model is uncoupled (i = 0), the solution is
a purely decaying mode whose eigenvalue is determined by the SST equa-
tion, i.e. an SST mode, in contrast to the MCZ model which also has
uncoupled ocean modes. In the fast-wave limit (6—0), the model has
stationary (i.e. nonoscillatory) SST modes which become unstable for
coupling above p = (by—b,) . For realistic values of 6, this unstable mode
becomes oscillatory due to'the adjustment time scales of subsurface ocean
dynamics, here represented by a single delay. The SSBH model may thus
be summarized as an SST-mode whose growth can be understood from the
fast-wave limit, perturbed to give oscillation by aspects of ocean dynamics
which are nor characteristic of the uncoupled case. We will show below
that this interpretation can be carried over to an ICM.

On the other hand, consider the modes of the extended MCZ model
(Equation 5), linearized about climatology, with time dependence exp{o1).
The infinite series in (Sb) can be summed exactly (Cane & Sarachik 1981)
under certain conditions (note the contrast to the severe truncation of the
SSBH model which has sometimes been interpreted too strongly in terms
of individual waves). Equation (5b) becomes, in the simplest case:

[sinh (20)/sinh ()i’ = pT” (5b°)

In the fast-SST limit, there is a singularity at u = 2, with two equal
eigenvalues, demarcating the boundary between oscillatory eigenvalues
below and stationary eigenvalues above, one of which is strongly growing.
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In this case, the singularity leads to a codimension 2 (double-zero) bifur-
cation. When any other destabilizing process is added, the bifurcation is
oscillatory (Hopf); with damping and no other destabilizing process it is
stationary (transcritical)—but note that stationary bifurcations must be
treated with caution since they are not robust to relaxation of assumptions
used to construct the climatological state.) The oscillatory case is the one
that applies to ENSO, but it is worth asking why the ocean dynamics
“break” from oscillatory behavior, as would be expected of wave-related
modes in a bounded basin, into a growing stationary mode. Consider
the case where coupled feedback processes are very strong; then local
interactions dominate nonlocal wave-propagation processes yielding pure
growth-—the mode grows too fast to be affected by weak return signals
from the western boundary. The transition has to occur at moderate
coupling. The remarkable feature which will be shown in an ICM below
is that the stationary mode, even in the fast-SST limit, shares more charac-
teristics with the SST mode in the fast-wave limit than with the uncoupled
ocean modes. In fact, at strong coupling, the stationary mode eigensurface
is continuously connected across the whole range of .

SIMPLE MODELS: FAST-WAVE LIMIT  Although the time scale of subsurface
dynamics is the dominant factor in setting the period of ENSO, the strong
simplifications that occur in the fast-wave limit permit insight into spatial
structure. Setting 8 = 0in (1), i.e. assuming that oceanic adjustment occurs
fast compared to other time scales, and considering that the damping e,
is very weak, reduces the shallow-water equations to Sverdrup balance
along the equator:

o =1 (7)

with negligible vertical mean currents. The off-equatorial ocean solution
plays a significant role which can be summarized in boundary conditions
to (7) suitably derived as the limit to wave adjustment processes, as dis-
cussed in JN and in Hao et al (1993), both of which provide further analysis
of this fast-wave limit case. The multiple coupled feedback mechanisms
can be seen from a linearized version of the SST equation (3), with /’ given
by combining Equations (7) and (4) (see Neelin 1991).

A number of physical mechanisms contribute to destabilization of SST
modes. However, these mechanisms tend to compete in terms of whether
the mode will be purely growing or will propagate slowly along the equator.
For instance, a warm SST anomaly will lead to westerly wind anomalies
above and to the west of the warm SST, which will lead to eastward current
anomalies and reduced upwelling and thus to a warming of SST which
will both enhance the original anomaly and cause it to shift slightly west-
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ward. In the ICM, these feedbacks are controlled by é,. On the other hand,
the thermocline slope will tend to be reduced below and slightly to the east
of the SST anomaly. The subsurface waters being carried to the surface
will be warmer than normal, thus tending to enhance the initial anomaly.
Since both the thermocline response and wind-stress response are nonlocal,
the shape of the anomalies will evolve to satisfy basin boundary conditions,
leading for a broad range of parameters to a stationary growing mode.
Analytical results for both propagating and stationary cases can be
obtained in the fast-wave limit (JN); Hao et al 1993 give nonlinear
solutions. The mode with the largest spatial scale in the basin is always
the most unstable, with SST and wind structure similar to observations.
The larger SST anomalies in the east and central basin are produced
partly by the shape of the climatological upwelling, and partly by purely
dynamical effects, with east-west asymmetry introduced by the latitudinal
derivative of the Coriolis force. The analytical results also indicate the role
of the eastern boundary in keeping the mode from propagating; the point-
coupling models emphasize the role of the western boundary on the
ocean—but for spatial structure, eastern boundary effects enter mainly
through the atmosphere.

The feedback loop described above sounds very similar to that described
in the Bjerknes hypothesis. It gives the mechanism maintaining interannual
variability and, suitably extended by the analytical results, the spatial form.
However, it only gives the interannual period in regimes with coherent
zonal propagation along the equator. This is a good prototype for the
slowly-propagating modes in a number of coupled models (e.g. Meehl
1990b, Lau et al 1992), but to understand how this mode relates to the
observed system, it is essential to see how time scales of subsurface ocean
dynamics perturb it in the vicinity of the stationary regime to produce
osciliations with standing-oscillatory SST anomalies.

PARAMETER DEPENDENCE OF LEADING MODES IN AN ICM A global picture
of the connection of coupled modes in the ICM (1)-(3) can be delineated
by tracing the behavior of the few leading (fastest-growing or slowest-
decaying) eigenmodes as a function of parameters u and 8, beginning with
o, = 0 for simplicity. In the fast-wave limit (§ = 0), a stationary (i.c. purely
growing) SST mode becomes unstable. Its spatial structure is suggestive:
It looks like the warm phase of Figure 4, except that the thermocline
component has eastern and western parts of the basin exactly out of phase,
so there is no oscillation. As one moves from the fast-wave limit to realistic
relative-time-scale ratios (larger ) one finds that this stationary eigenmode
is scarcely changed. In fact, for coupling values stronger than a certain
threshold (where coupled processes dominate those associated with oceanic
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wave propagation, as discussed above), the eigensurface extends without
substantial change from the fast-wave limit all the way to the fast-SST
limit. This is pivotal in understanding the coupled system because 1. it
allows the spatial form and growth mechanisms of important coupled
regimes to be understood from the fast-wave limit; and 2. it implies that
modes associated with ocean dynamics must connect somehow to this
strongly-growing mode.

To illustrate how this happens, Figure 7 shows a typical slice through
parameter space as a function of coupling, for a realistic value of 6. The
eigenvalues of the five leading modes are plotted as dots on the complex
plane (growth-rate, frequency), for evenly spaced coupling values in the
range i = 0 to 0.8. Left-right symmetry occurs because oscillatory modes
always exist as conjugate pairs. The strongly growing stationary (i.e. non-
oscillatory) branch in the strong-coupling range is indicated as “‘stationary
regime” on the figure, since it is the only unstable mode in this parameter
range. This is the mode that is so closely related to the SST mode in the
fast-wave limit. At a slightly lower coupling value a singularity occurs
where this is converted into an oscillatory mode—this singularity (cor-
responding to a codimension-2 double-zero bifurcation) extends as a curve
in the u-8 parameter plane connecting the eigensurface associated with the
gravest SST mode to surfaces that are associated with ocean dynamics
modes at low coupling. To the lower-coupling side of this singularity one
finds the regime with oscillations that have a standing SST component
(denoted in the figure as “standing-SST oscillatory regime; SSO regime),
corresponding to that shown in Figure 4 for the CZ ICM. The spatial
form is similar to the stationary SST mode, and the mode is destabilized
by the same coupling mechanisms, but subsurface oceanic dynamics pro-
vide the memory for the oscilation, characterized by temporal phase lag
of the thermocline across the basin as in observations (Figure 3). This
regime extends across a large range of J, from & = O(1) to the fast-SST
limit. ‘

In contrast, the connection of this standing-SST oscillation regime to the
uncoupled case is complicated. In Figure 7, the SSO regime eigensurface
eventually connects to one of the modes from the discretized scattering
spectrum, but as it does so the mode rapidly changes in spatial form. When
one includes variations in &, one finds that the standing-oscillation regime
connects, not to a single mode from the uncoupled oceanic dynamics
spectrum, but to a series of them: The low coupling end of the branch
attaches first to the lowest-frequency scattering mode (as in Figure 7), then
to sequentially higher-frequency scattering modes, and finally at large d,
near the fast-SST limit, it connects to the gravest ocean basin mode, much
as in the MCZ point-coupling model. These successive connections are
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Figure 7 Eigenvalues of the five leading modes of the Jin & Neelin (1993a) intermediate
coupled model as a function of coupling coefficient, g, for a realistic value of the relative
time scale coefficient, 8 = 1.5. Dots give frequency and growth rate of each mode on the
complex plane, with dot size representing coupling for constant increments from =0 to
i = 0.8. Eigenvalues trace out continuous paths as a function of coupling (indicated by
interpolated lines for clarity). Uncoupled modes (ocean basin mode B, discretized scattering
modes §, and an SST mode) are indicated at y = 0 (smallest dots). The modes have mixed
character for larger p: The purely growing mode which produces the stationary regime,
indicated over the range of large u, is closely related to the stationary SST mode; this is
connected at a singularity to the important standing-SST oscillatory regime which extends
over a range of moderate coupling values.

accomplished by a sequence of additional singularities; a “‘near-singular”
point is shown, where the SSO regime connects to the next scattering mode
at larger 8. However as ¢ varies, the characteristics of the SSO regime are
almost completely insensitive to which uncoupled ocean mode it is attached
to; its properties are fundamentally deterined by the coupling and it is thus
best approached conceptually from the strong-coupling side.

It is thus much simpler to view the standing-oscillation regime as an
extension of the strongly-growing stationary mode towards lower
coupling, where ocean dynamics begin to regain some aspects of wavelike
behavior. In this interpretation, one begins by understanding the spatial
form and instability mechanisms of the mode in the fast-wave limit at
fairly strong coupling. As one follows the stationary mode out to realistic
values of the relative time-scale parameter and down to moderate coupling,
it retains its form but acquires a frequency associated with “picking up”
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a degree of freedom from among the low-frequency part of the scattering
spectrum on the low-coupling side. This view is consistent, in terms of
physical content, with the original interpretation of the SSBH delayed
oscillator mode! (Equation 6) (as long as it is understood that the sub-
surface memory is not associated with individual waves). Furthermore,
the smooth connection from the fast-wave limit to the fast-SST limit
implies that the seemingly contradictory approaches to the problem rep-
resented by (6) and (5b’) are just alternative approximations to the same
gigensurface.

Finally, to make the connection to propagating regimes such as occur
in some of the models, which may be relevant to the differences in evolution
of certain ENSO events, consider reintroducing a third parameter, such
as d,. As this changes, it is easy to move smoothly and gradually
from the standing-oscillation regime to a regime of the mixed SS8T/ocean-
dynamics modes where propagation occurs during parts of the cycle and
contributes to the period (JN, Kleeman 1993). The standing-oscillation
regime provides the clearest case emphasizing the role of subsurface
dynamics in determining periodicity; the fast-wave-limit propagating cases
provide alternate simple cases in which periodicity is provided by zonal
phase lags. Between these continuously connected regimes, both charac-
teristics can coexist within the same coupled mode. There is thus no
contradiction between evidence for importance of subsurface dynamics in
the ENSO cycle and indications of other contributing mechanisms.

TRANSITIONS TO IRREGULARITY The modeling consensus is thus that
ENSO dynamics are fundamentally oscillatory. In particular, for models
whose uncoupled components have no internal variability, interannual
variability arises as a forward Hopf bifurcation of the coupled system,
yielding a limit cycle. The obvious question is then the source of irregularity
in the observed cycle: (a) transition to chaotic behavior by higher bifur-
cations associated with the coupled dynamics, and/or (b) stochastic forcing
by atmospheric “noise” from shorter-lived phenomena which do not
depend on coupling?

With regard to internal dynamics, CZ pointed out early on that their
model achieved a degree of irregularity through deterministic coupled
dynamics alone. Disagreement by Battisti & Hirst (1989) over whether this
was due to the CZ numerical implementation seems to have been settled
in the larger picture in favor of the original finding; for instance, the
smoothly posed, simpler version of JN also possesses irregular regimes.
Explicit discussion of the bifurcation structure of the coupled system and
secondary bifurcations to regimes of complex behavior was given in an
HCM in Neelin (1990), but the first clear demonstration of a bifurcation
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sequence into chaotic behavior was given by MCZ in the point-coupling
model (5). An unfortunate footnote must be added for Vallis (1986), who
attempted to raise these questions in an ad hoc model (now thought to
lack essential physics) and instead illustrated the dangers of spurious chaos
due to highly-truncated numerics (Vallis 1988). As to the scenario for the
transition to chaos, MCZ cite the Ruelle-Takens-Newhouse scenario (e.g.
Eckmann 1981) as a possibility, based upon their observing irregular
behavior subsequent to one period doubling. However, it is clear that the
presence of parametric forcing by the annual cycle plays an important role
in the prevalence of chaotic regimes in parameter space (Zebiak & Cane
1987, MCZ) and in the widespread frequency-locked regimes (CZ, Battisti
& Hirst 1989, Schopf & Suarez 1990, Barnett et al 1993). A “Devil’s
staircase” scenario (e.g. Jensen et al 1984) is among current postulates (F.-
F. Jin et al, personal communication; E. Tziperman et al, personal com-
munication).

On the stochastic forcing side, early discussions of ENSO were often
phrased in terms of random wind events initiating an El Nifio warm phase.
Among modelers this has given way to the view that stochastic forcing
more likely disrupts the cycle (or possibly excites a weakly-decaying oscil-
latory mode, if below the Hopf bifurcation). Zebiak (1989) indicates that
such effects have only a minor impact in the CZ ICM; Latif & Villwock
(1990) and T. P. Barnett et al (personal communication) indicate that the
effects of randomized atmospheric forcing can be considerable on an
uncoupled tropical ocean model. Problems in quantifying the importance
of stochastic effects involve estimation of spatial coherence, which is
extremely important to ocean response and to separation of the stochastic
component from the atmospheric deterministic response to SST.

Prediction and Predictability

The underlying periodic aspects of ENSO and the above theoretical con-
siderations imply a good deal of ENSO predictability. A hierarchy of
ENSO prediction schemes has been developed which includes statistical
and physical models (Inoue & O’Brien 1984, Cane et al 1986, Graham et
al 1987a,b, Xu & von Storch 1990, Goswami & Shukla 1991, Keppene &
Ghil 1992, Barnston & Ropelewski 1992, Latif et al 1993b, Penland &
Magorian 1993). A more complete list of references can be found in the
review papers by Barnett et al (1988) and Latif et al (1993c). The most
succesful schemes, the coupled ocean-atmosphere models, show significant
skill in predicting ENSO even at lead times beyond one year. Figure 8
shows the anomaly correlation of the observed with the predicted SST
anomalies averaged over the region of greatest variability for the CZ
ICM-—the first coupled model used for ENSO forecasts. Comparable
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Figure 8 Skill scores of prediction ensembles as a function of lead time for forecasts by the
Cane & Zcbiak (1985) intermediate coupled model (dotted curve), compared with skill
obtained by assuming persistence of anomalies (so/id curve). The measure is correfation of
predicted and observed SST averaged over the region of largest ENSO anomalies (£3°
latitude, 150°W to 90°W longitude), during the period 1972 to 1991. Note that 6-month lead
can differ from observed because SST data are not used in the initialization. Data from S.
Zebiak {personal communication); for methodology see Cane et al (1986).

results have recently been obtained with CGCMs (Latif et al 1993b) and
HCMs (Barnett et al 1993).

At lead times of a few months, the coupled models do not beat the
persistence forecast which assumes that the SST anomalies remain constant
throughout the forecast period. This is due to the fact that up to present
no ocean observations are used in the initialization of the coupled models.
Instead, the observed wind stresses are used to spin up to the ocean
component, but errors in the forcing and the model formulation manifest
themselves as considerable errors in the initial SST anomaly fields. Thus
significant improvement of the forecasts at small lead times can be achieved
by assimilating in situ ocean obervations (e.g. Leetmaa & Ji 1989} which
are becoming increasingly available (e.g. Hayes et al 1991), and/or obser-
vations from space (e.g. Tai et al 1989). In the case of coupled GCMs, a
further reduction of climate drift will greatly aid this process. Upper limits
on predictability are an area of current investigation (Blumenthal 1991,
Goswami & Shukla 1991, Keppenne & Ghil 1992).

THE EXTRATROPICAL PROBLEM

Already in the late 1950s and early 1960s possible large-scale air-sea
interactions in midlatitudes over both the Pacific and Atlantic Oceans
were described by several authors (e.g. Namias 1959, Bjerknes 1964).
Theoretical work by Hasselmann (1976) showed that the ocean can convert
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the white noise forcing by the atmosphere into a red noise SST spectrum
through its large heat capacity. Such low-frequency SST anomalies can
potentially feed back onto the atmospheric circulation. Recent modeling
results suggest that the muidlatitudinal atmosphere may indeed be sig-
nificantly influenced by midlatitudinal SST anomalies, especially on inter-
decadal time scales (e.g. Hense et al 1990). The response characteristics,
however, appear to be much more complex than in the tropics. Since the
understanding of the extratroptcal problem is still at a rather low level, we
restrict ourselves to pointing out four of the most important differences
from the tropical problem.

First, the midlatitudinal circulation is influenced not only by midla-
titudinal but also by tropical SST anomalies, as shown in many obser-
vational and modeling studies (e.g. Shukla & Wallace 1983, Lau 1985). A
characteristic response pattern, the Pacific/North-America pattern,
describing the response of the atmospheric winter circulation to tropical
Pacific SST anomalies associated with the extremes in the ENSO cycle,
has been identified (Wallace & Gutzier 1981) and exploited for short-range
climate predictions for the North Pacific/North American region (Barnett
& Preisendorfer 1987).

Second, both atmosphere and ocean have a much higher level of
uncoupled internal variability. Uncoupled ocean models can produce deca-
dal- or centennial-scale variations (e.g. Weaver et al 1991, Mikolajewicz
& Maier-Reimer 1990). The effect of slowly-varying ocean boundary con-
ditions on the atmosphere can be overwhelmed by the atmospheric noise
level; for instance, Lau (1985), comparing AGCM runs with observed
and climatological SST, found that observed SST variations produced a
significant increase in atmospheric variability only in the tropics, while the
midlatitudinal atmosphere exhibits a realistic level of interannual varia-
bility even in the case with climatological SST (Lau 1981b). Both effects
make it difficult to assess the role of coupling on observed interannual to
interdecadal variability (e.g. Gordon et al 1992). For instance, Delworth
et al (1993) provide an analysis in a coupled GCM integration of Atlantic
interdecadal variability involving changes in the overturning thermohaline
circulation and advection-induced changes in density. While these
phenomena have signatures in SST and air temperature, they are hypo-
thesized to be uncoupled oceanic phenomena, driven by stochastic forcing
from the atmosphere.

Third, the response of the general circulation in midlatitudes to SST
anomalies (tropical and extratropical) is highly nonlinear (Kushnir & Lau
1992), while the response of the tropical atmosphere can be approximated
by linear dynamics (e.g. Gill 1980). Experiments with general circulation
models provide an opportunity to further investigate the relationship
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between extratropical SST anomalies and atmospheric flow regimes.
Palmer & Sun (1985) investigated the reponse of the atmosphere to SST
anomalies in the northwestern Atlantic. They showed that the model
response was consistent with data and concluded that a positive feedback
between ocean and atmosphere is possible during certain times of the year
which might contribute to persistent climate anomalies. Some evidence of
impacts of extratropical SST anomalies on the general circulation is also
provided by Lau & Nath (1990) and Kushnir & Lau (1992) but the
relationships between midlatitudinal SSTs and atmospheric indices appear
to be far more complicated than in the tropics, in part due to the import-
ance of transient disturbances to the time-averaged response.

Finally, direct effects of local air-sea heat exchange on the ocean play a
more active role at midlatitudes than in the tropics where SST anomalies
result primarily from variations in the surface wind stress. Persistent large-
scale midlatitudinal SST fluctuations can be identified in Atlantic, Pacific,
and global time series (Wallace & Jiang 1987, Wallace et al 1990, Foliand
et al 1991, Ghil & Vautard 1991). These anomalies may be driven by
anomalies in the surface heat flux (e.g. Alexander 1992a, Cayan 1992), at
least on monthly-to-interannual time scales. Kushnir (1993) argues that
ocean circulation is important on longer time scales. Part of the interannual
variability of SST in the North Pacific is linked to the ENSO phenomenon
(Weare et al 1976, Luksch et al 1990, Alexander 1992a) and results from
changes in the atmospheric circulation over the North Pacific in response
to tropical SST anomalies. During an El Nifio (warm) phase, for instance,
an anomalous low-pressure system develops over the North Pacific,
thereby strengthening the Aleutian Low. The changes in surface wind
stress and more importantly those in surface heat fiux force negative SST
anomalies in the central North Pacific; the reverse occurs during an ENSO
cold phase. The temperature near the American west coast tends to vary
in phase with the tropical anomaly and is probably related in part to
coastal Kelvin waves, which are generated by the reflection of equatorial
Kelvin wave packets. Anomalous warm air advection in response to the
strengthening of the Aleutian Low also plays a significant role in the
generation of these anomalies. Pitcher et al (1988) show that these North
Pacific SST anomalies can contribute a considerable atmospheric response;
on the other hand, Alexander (1992b) finds that the local ocean-atmo-
sphere feedback tends to act as a damping on the North Pacific SST
response to ENSO.

SUMMARY AND DISCUSSION

The past decade has seen our knowledge of ocean-atmosphere interaction
for the tropical problem go from the level of hypothesis to that of a field
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with rapidly developing theoretical and numerical modeling components.
Theory for the El Nifio/Southern Oscillation phenomenon has reached a
relatively mature level for understanding the mechanisms contributing to
the maintenance and period of the cycle, as they relate to the primary
bifurcation from the climate state in models of different levels of
complexity. The relationship between several regimes of interannual varia-
bility found in models has been largely understood, as has the comp-
lementary relationship between simple prototypes for the modes of coupled
variability. These illustrate both the importance of subsurface ocean
dynamics in providing the memory of the system, and the fundamental
impact of coupling in determining the spatial character of these modes.
The exact mechanism of the two apparent time scales in the ENSO signal
and the dominant sources of irregularity in the cycle are not yet under-
stood, although hypotheses have been posed in terms of the higher bifur-
cations of the coupled system or stochastic forcing due to uncoupled
variability.

Models that capture the primary bifurcation in a realistic regime have
been used to skillfully predict ENSO-related tropical Pacific SST anomalies
at lead times out to a year. The potential for predictability beyond this is
not yet known; a major area of current endeavor is ascertaining to what
degree such tropical predictability can translate into useful midlatitude
climate predictions on seasonal-to-interannual time scales.

Simulation of tropical climate and ENSO-related variability with
coupled GCMs is improving at a rapid rate. The climate drift and variety
of regimes of variability in earlier versions of these models are charac-
teristic of the sensitivity of the coupled system and provide an apt dem-
onstration that a coupled model is more complex than the sum of its
uncoupled components. Because three-dimensional feedbacks tended to
exacerbate relatively small errors in physical parameterizations in some of
the early versions, small improvements in these parameterizations have in
several cases provided highly encouraging improvements in simulation.
This rapid learning curve for the tropical problem is partly the result of not
needing to explicitly simulate the global thermohaline circulation which
maintains the deep-ocean temperature and salinity through high-latitude
convective sinking, Coupled GCMs for phenomena involving this cir-
culation may have a longer development time to achieve accurate simuli-
ation without flux correction.

Exciting new areas within the tropical problem include: ocean-atmo-
sphere interactions within the Atlantic and Indian basins, multi-basin
interactions, and possible interactions with neighboring land processes
(e.g. Southeast Asian and Indian Monsoon circulations, Tibetan plateau
snow cover, Sahel rainfall, and South American convergence zones). Mon-
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soon-ENSO interactions have already received considerable speculation
(e.g. Yasunari & Seki 1992, Webster & Yang 1992); given the complexity
of coupled processes in the tropical Pacific basin alone, unraveling next-
order linkages to other subsystems will be a true challenge to models at
all levels in the hierarchy. Circumstantial evidence from the coupled GCMs
suggests the importance of coupled interactions in maintaining major
features of the tropical climate and seasonal cycle, for instance, the warm-
pool/cold-tongue configuration in the Pacific, and that the mechanisms
involved may be qualitatively similar to those active in interannual varia-
bility. Developing a theoretical understanding of how these apply to the
climatology would be a valuable asset both from a conceptual point of
view, and for distinguishing the plausible from the speculative in tropical
aspects of global-change scenarios.

While the midlatitude coupled problem is complicated by large internal
variability of both atmosphere and ocean, there is reason to hope that the
enthusiasm and experience that have accumulated for coupled interactions
in the tropics will be carried to higher latitudes. There is growing attention
to internal climate variability at decadal and longer time scales both in the
tropics and extratropics, due to its importance in the problem of detection
of anthropogenic warming and as a new frontier in simulation and theory.
This will no doubt lead to a plethora of hypothesized mechanisms which
may take decades to refute or verify due to the lack of long observational
time series of dynamically-important quantities. Nonetheless, we can look
forward to the need for a review of coupled ocean-atmosphere dynamics
for the extratropical problem and new aspects of the tropical problem
within a relatively few years.
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