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Unified Approach for Molecular Dynamics and Density-Functional Theory
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We present a unified scheme that, by combining molecular dynamics and density-functional
theory, profoundly extends the range of both concepts. Qur approach extends molecular dynamics
beyond the usual pair-potential approximation, thereby making possible the simulation of bath co-
valently bonded and metallic systems. In addition it permits the application of density-functional
theory to much larger systems than previously feasible. The new technique is demonstrated by the
calculation of some static and dynamic properties of crystalline silicon within a self-consisient pseu-

dopotential framework.

PACS numbers: 71.10.+x, 65.50. +m, 71.45.Gm

Electronic structure calculations based on density-
functional (DF) theory! and finite-temperature com-
puter simulations based on molecular dynamics? (MD)
have greatly contributed to our understanding of
condensed-matter systems. MD calculations are able
to predict equilibrium and nonequilibrium properties
of condensed systems. However, in all practical appli-
cations MD calculations have used empirical intera-
tomic potentials. This approach, while appropriate for
systems like the rare gases, may fail for covalent
and/or metailic systems. Furthermore, these calcula-
tions convey no information about electronic proper-
ties. On the other hand, DF calculations have provid-
ed an accurate, albeit approxirmate, description of the
chemical bond in a large variety of systems,! but are
computationaily very demanding. This has so far pre-

cluded the application of DF schemes to the study of |

Elly, R, o)t = 2, [ 2 97 (01— 672m) V24, (0) + Uln (1), (R}, la) ]

Here |R,} indicate the nuclear coordinates and a,} are
all the possible external constraints imposed on the
system. like the volume (2, the strain €,,, etc. The
functional U contains the internuclear Coulomb repul-
sion and the effective electronic potential energy, in-
cluding external nuclear, Hartree, and exchange and
correlation contributions.

In the conventional formulation, minimization of
the energy functional {Eq. (1)] with respect to the or-
bitals ¢, subject to the orthonormality constraint.
ieads to the self-consistent KS equations, L.e.,

R
|‘ﬂv -

The solution of Eq. {2) involves repeated matrix diag-
onalizations with a computational effort rapidly grow-

35U ~
6}1(1’) ]lb,(r) = E;q‘J,—(r).

(2)

© 1985 The American Physical Society

very large and/or discrdered systems and to the com-
putation of interatomic forces for MD simulations.

We wish to present here a new method that is able
to overcome the above difficulties and to achieve the
following results: (i) compute ground-staie electronic
properties of large and/or disordered systems at the
level of state-of-the-art electronic structure calcula-
tions; (ii) perform ab initio MD simulations where the
only assumptions are the validity of classical mechan-
ics to describe ionic motion and the Born-
Oppenheimer (BO) approximation to separate nuclear
and electronic coordinates.

Following Kohn and Sham® (KS) we write the elec-
tron density in terms of occupied single-particle ortho-
normal orbitals: n(r)=zﬂtb,(r)iz. A point of the
BO potential energy surface is given by the minimum
with respect to the y,(r) of the energy functional,

(

ing with the size of the problem. Since the whole pro-
cedure has to be repeated for any new atomic confi-
guration, the theoretical prediction of the equilibrium
geometries, when these are not known from experi-
ment, still remains an unsolved problem in most cases.

We adopt a quite different approach and regard the
minimization of the KS functional as a camplex optim-
ization problem which can be solved by applying the
concept of simulated annealing, recently introduced by
Kirkpairick, Gelatt, and Vecchi.* In this approach an
objective function O{{8]) is minimized reiative to the
parameters 8}, by generation of a succession of
i81’s with a Boltzman-type probability distribution
cexp(—0(B))/T) via a Monte Cario procedure.
For T— 0 the state of lowest O(8]) is reached un-
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less the system is trapped into some metastable state.
In our case the objective function is the total-energy
functional and the variational parameters are the coef-
ficients of the expansion of the KS orbitals in some
convenient basis and possibly the ionic positions
and/or the {a,}’s. We found that a simulated anneal-
ing strategy based on MD, rather than on the Metrop-
olis Monte Carlo method of Kirkpatrick, Gelatt, and

A

L= z,—%#fnd:’fllihlz'*“ ZI{.—MfR{Z‘F EVIT[.L,,(.IE"‘E[NJ,‘}. ‘R,r]- {Qg“,

where the &, are subject to the holonomic constraints
[ drureou(n=s, )

In Eq. (3) the dot indicates time derivative, M; are the
physical ionic masses, and x and u, aré arbitrary
parameters of appropriate units.

The Lagrangean in Eq. (3) generates a dynamics for
the parameters {y;}'s, {R;]’s, and le,]’s through the
equations of motion:

wib (r,0) = —8E/BU )+ 3 Aubi(rn),  (5a)
M[R‘]: —vR.,E' (Sb)
ru'v&v == (BE/BC!,,), {5¢c)

where A, are Lagrange multipliers introduced in order
to satisfy the constraints in Eq. (4). The ion dynamics
in Egs. (5) may have a real physical meaning, whereas
the dynamics associated with the [#,]’s and the la,!'s
is fictitious and has to be considered only as a tool 10
perform the dynamical simulated annealing. Equation
(3) defines a potential energy E and a classical kinetic
energy K given by

K=3tuf drluits MR+ X Fual
(6)

The equilibrium value (K) of the classical kinetic en-
ergy can be calculated as the temporal average over the
trajectories generated by the equations of motion {Egs.
(5)] and related to the temperature of the system by
suitable normalization. By variation of the velocities,
i.e. the [b;)"s. [R/)'s. and l&,l’s, the temperature of
the system can be slowly reduced and for T— 0O the
equilibrium state of minimat £ is reached. At equilib-
rium ¥;=0, Eq. (5a) is identical within a unitary
transformation to the KS equation [Eag. (2)], and the
eigenvalues of the A matrix coincide with the occupied
KS eigenvaiues. Only when these conditions are satis-
fied does the Lagrangean in Eq. (3) describe a real
physical system whose representative point in config-
urational space lies on the BO surtace. For large svs-
temns our scheme is more efficient than standard diago-
nalization Le.c:hniques5 Furthermore. in the present
approach, diagonalization, self-consistency. ionic re-
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Vecchi.* can be applied efficiently to minimize the KS
functional. This approach, which may be called
““dynamical simulated anneaiing.’’ not only is useful as
a minimization procedure but, as we demonsiraie
here, it ailows also the study of finite temperature
properties.

In our method we consider the parameters i .
(R)). la,) in the energy-functional [Eq. (1}] to be
dependent on time and introduce the Lagrangean

(3

f

laxation, and volume and strain relaxation are
achieved simuftaneously. The amount of classical
kinetic energy is a measure of the departure of a sys-
tem from the self-consistent minimum of its total en-
ergy.

It should be stressed that the dynamical simutated
annealing technique introduced above is a method of
quite generai applicability in the context of functional
minimization. As such it can be useful in many areas
of physics. For instance, it can be applied to the study
of classical field theories or to obtain the ground-state
energy in Hartree-Fock or configuration interaction
schemes. We also observe that, as far as functional
minimization is concerned, Newtonian dynamics may
be conveniently replaced by Langevinf' or other types
of dynamics.”

In order to illustrate how our method works in prac-
lice, we present results obtained for the ground-state
electronic structure of Si as follows, We have con-
sidered a simple cubic superceil containing eight atoms
subject to pgriodic poundary conditions. We have
used a local pseudopotential® and a tocal-density ap-
proximation to the exact exchange and correiation
functional.? The single-particie orbitals for the valence
electrons have been expanded in plane waves with an
energy cutoff of 8 Ry, which amounts to inctuding 437
plane waves at the ' point. For simplicity, only the
point of the Brillouin zone (BZ) of the supercell has
neen considered in the evaluation of the energy funu-
tional.!® This leads to a total of 16x437 complex ele<
tronic variational parameters, since sixteen 15 lhe
number of doubly occupied KS levels. A simulated
annealing run is iilustrated in Fig. 1. The latuce
parameter was ailowed (o vary while the ions were kepl
in their perfect diamond arrangement. The total ener-
gy. the lattice parameler, and the eigenvalues of the
matrix of the Lagrangean multipliers are plotted us
functions of the simulation *‘time.” The initial condi-
tons for the electronic orbitals were fixed by flling
the lowest available plane-wave staies and giving 4
Maxwellian distribution of velocites 10 the com-

ponents of the fields. The value of » was chosen 0 ne
i au. The mass wq associated with variation
volurme was taken to be

in the
10-% a.u. The Verlet aig®
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FIG. 1. Evolution of total energy per atom, lattice con-
stant, and eigenvalues of the A matrix, during a typical
dynamical annealing run. The partial averages of the classi-
cal kinetic energy K during each subsection of the run are
indicated in the lower part of the picture. For K— 0 the
eigenvalues of the A matrix tend to the KS eigenvaiues.
The various multiplets are labeled according to the sym-
metry of the diamond lattice.

rithm!! with a time step of 0.1 a.u. was used and the
values of the Lagrange multipliers were determined by
the method of Ryckaert, Ciccotti, and Berendsen.'?
After some initial equilibration the temperature was
progressively reduced to very small values. A satisfac-
tory degree of convergence is seen to be achieved after
~ 200 time steps, when our results agree within nu-
merical errors with those of a conventional self-
consistent calculation for the same model."

We can consider now a situation in which the ions,
10 which we associate their actual physical masses, are
allowed to move at a given temperature, while the
kinetic energy of the electronic variational parameters
remains equal to zero. In this case the electrons are at
any time in their ground state and the ions move
un-er the action of BO forces. This can be achieved
etther by conveniently reoptimizing the electronic vari-
aticnal parameters or by iealizing a metastable situa-
tion in which the kinetic energy associated with the
Wr,’s remains always very small compared to the typical
variations of the potential energy of the system. This
is equivalent to giving the BO surface a finite thickness
proportional to the temperature associated with the
%;'s, 1f this temperature remains very smail, the ion
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FIG. 2. From top to bottom, temporai evolution of aver-
age atomic displacement along €r ., poiential energy per
15

atom, and [, and [, multiplets for two different MD runs.
The lattice constant was taken to be equal to the experimen-
tal value of 10.26 a.u.; Arand u were taken to be 10 and 300
a.u., respectively. The dashed line in the second panel from
the top indicates the T=0 ground-state energy. The trian-
gles indicate a doubly degenerate level.

dynamics generated via Eqs. (5) provides a good
representation of the actual dynamics of a physical sys-
tem.

In Fig. 2 we report the results of two different sets
of calculations in which we have performed dynamical
simulations for our model. In these calculations it was
not necessary to reoptimize the electronic variational
parameters at each point along the trajectory, since the
thickness of the BO surface never exceeded the value
of 7% 10~% a.u. per atom, a rather small fraction of the
potential energy variation. This is perfectly adequate
to represent the interionic forces in this particular case.
If the thickness of the BO surface were too large. not
only would the forces be incorrectly estimated but also
they might depend upon the path along which a given
point of the potential energy surface is approached.
On the other hand, for very small thicknesses the iow
velocities of the electronic variational parameters
might lead to intolerably long relaxation times. In
such a case a compromise would be necessary. In Fig.
2(a) the atoms were initially displaced from their per-
fect lattice position according to the eigenmode e

25

corresponding to the optical phonon mode at the r
point of the diamond lattice. The system undergoes
slightly anharmonic oscillations whose frequency is 20
THz. in perfect agreement with the results of a static
frozen-phonon calculation for the same modet,
showing that the thickness of the BO surface was ade-
quate. In Fig. 2 (a) we also report how the effect of
the ionic oscillatory motion is reflected in some elec-
tronic properties. Notice that the threefold degenerate
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topmost rzs' level splits, in perfect phase with the ion-
iIc motion, into a singlet and a doublet, whereas the
low-lying I'; state is hardly affected by the ionic
motion. These resuits are contrasted with those re-
poried in Fig. 2(b). Here the ions were first randornly
displaced from their equilibrium position and a simu-
lated annealing was performed in order to bring the
electrons in the corresponding ground state. The ions
were then allowed to move. After some equilibration
the average kinetic energy associated with ionic motion
had a value corresponding to ~250 K and the
behavior of the system was as illustrated in Fig. 2(b).
The projection of the ionic dispiacement along the erﬁ,

eigenvector and the electronic properties do not show
any apparent correlation. The degeneracy of the T’ 25"
one-glectron eigenstate is completely lifted by thermal
disorder. while the I'; state still remains hardly affect-
ed by the ionic motion.

The calculations presented here can ali be performed
on a VAX-like minicomputer. Access to supercom-
puters can make possible the simulation of larger sys-
temns and more realistic models. Because of the simpli-
city of Newton’s equations the computer code can be
fully vectorized with not much effort. However the
main advantages of the present approach lie in its abili-
ty to perform a global minimization of the energy DF
and, more importantly, in offering a convenient and,
in principle, exact tool for studying finite temperature
effectsand dynamical properties.

We benefited from discussions with A. Baldereschi,
P. Carnevali, A. Nobile, S. T. Pantelides, A. Selloni,
E. Tosatti, and A. R. Williams. Special thanks are due
to S. Baroni for precious suggestions and valuable
help. This work has been supported by the Gruppo
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This paper deals with the ground state of an interacting electron gas in an external potential »{r). It is
proved that there exists a universal functional of the density,
pression = [o(ryn(r)dr+ F{n(r) ) has as its minimum vajue the correct ground-state energy associated with .
is then discussed for two situations- (1) n(r) =netii(e), A/ng< <1, and he ]
(2} n{r) = @(r/ro} with & arbitrary and ro — = . In both cases F can be expressed entirely in terms of the cor- B
relation energy znd linear and higher order electronic polarizabilities of a uniform electron gas. This approach ]
also sheds some light on generalized Thomas.Fermi methods and their limitations. Some new extensions of

#{r). The functional F[n(r)]

these methods are presented.

INTRODUCTION

DURING the last decade there has been considerable

progress in understanding the properties of a
homogeneous interacting electron gas.! The point of
view has been, in general, to regard the electrons as
similar to a collection of noninteracting particles
with the important additional concept of collective
excitations.

On the other hand, there has been in existence since
the 1920's a different approach, represented by the
Thomas-Fermi method? znd its refinements, in which
the electronic density n(r) plays a central role and in
which the svstem of electrons is pictured more like a
classical liquid. This approach has been useful, up to
now, for simple though crude descriptions of inhomo-
geneous svstems like atoms and impurities in metals,

Lately there have been also some important advances
along this second line of approach, such as the work of
Koempaneets and Paviovskii," Kirzhnits,+ Lewis,® Baraff
and Borowitz,® Barafl,” and DuBois and Kivelson.® The
present paper represents a contribution in the same area,

In Part I, we develop an exact formal variational
principle for the ground-state energy, in which the den-
sity n(r} is the variable function. Into this principle
enters a universal functional F[n(r)], which applies to
all electronic svstems in their ground state no matter
what the external potential is. The main objective of

* Supported in purt by the U. 8. Office of Naval Research,

7 NATO Post Doctoral Fellow.

I Guggenheim Feliow.

“or a review see, for example, D. Pines, Llementary Ficiiations

in Solids (W. A. Benjamin Inc., New York, 1963).
* For a review of work up to 1956, see N. H. March, Advan.

Phys. 6, 1 (1957).

YA. S. Kompaneets and E. S. Paviovskii, Zh. Eksperim, i.
Teor. Fiz. 31, 427 (1956) [English transl.: Soviet Phys.—JETP
4, 328 (1957;].

!D. A. Kirzhnits, Zh. Eksperim. i. Tecr. Fiz. 32, 115 (1957)
[English transl. : Soviet Phys. —JETP 5, 64 (1957)].
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*G. A. Baraff and 5. Borowitz, Phys. Rev. 121, 1704 (1961).

PG A. Baraff, Phyvs. Rev. 123, 2087 (1961).
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Fn(r)], independent of (), such that the ex-

theoretical considerations is a description of
functional. Once known, it is relatively easy to deter:

a

T

mine the ground-state Energy in a given externy”
potential. e

In Part IT, we obtain an expression for F[n] when §*
deviates only slightly from uniformity, ie., n{r)=oS%
+#(r), with #i/no— 0. In this case Fln] is entirely}if
expressible in terms of the exaet ground-state energy’
and the exact electronic polarizability a(g) of a um:fmf;i.ﬂ‘
electron gas. This procedure will describe correctly
the long-range Friedel charge oscillations® set up by#e
a localized perturbation. All previous refinements of theH
Thomas-Fermi method have failed to include thege, |

In Part III we consider the case of a slowly varying,“$
but not necessarily almost constant density, nf),
= ¢(r/rq), ro— . For this case we derive an expansion -
of F[n] in successive orders of ro"' or, equivalently of3

3

"

el

of ]
the gradient operator ¥ acting on n(r). The expansion
coefhicients are again expressibie in terms of the exadt.

ground-state energy and the exact linear, quadratic,s
etc., electric response functions of a uniform electrou’s)
gas to an external potential v(r). In this way we recover, 3
quite simply, all previously developed refinements of 4
the Thomas-Fermi method and are able to carry them
somewhat further. Comparison of this case with the
nearly uniform one, discussed in Part I1, also reveals'd
why the gradient expansion is intrinsicaliy incapabley
of properly describing the Friedel oscillations or thes
radial oscillations of the electronic density in an atom?
which reflect the electronic shell structure. A parti
summation of the gradient expansion can be carri
out (Sec. ITL.4), but its usefulness has not vet been#
tested. 3

I. EXACT GENERAL FORMULATION
1. The Density as Basic Variable

We shall be considering a collection of an arbi
number of electrons, enclosed in a large box and mo

* J. Friedel, Phil. Mag. 43, 153 (1952).
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“'aoder the influence of an externa] potential #(r) and
the mutual Coulomb repulsion. The Hamiltonian has
. the form

H=T+V+1, (1)
'berclﬂ
1
ra- / V() Ve (rdr, @
y= [ oI (¢ ()dr | (3)
1 1
v f T O O (3

- Weshall in all that follows assume for simplicity that
wseare only dealing with situations in which the ground
ste is nondegenerate. We denote the electronic density
i the ground state ¥ by

n(r)= (T y* (W (r)¥),

which is clearly a functional of #(1).

We shall now show that conversely ©(r) is a unique
hactional of #(r), apart from a trivial additive constant,
| The proof proceeds by reductio ad absurdum. As-
‘mme that another potential ¥(r), with ground state
¥ ives rise to the same density n(r). Now clear]y
[emdess u’(r)—v(r)=const] ¥’ cannot be equal to ¥
moe they satisfy different Schrédinger equations.
Hence, if we denote the Hamiltonian and ground-state
Jacrgies associated with ¥ and ¥ by &, H' and E, £,
‘w bave by the minima) property of the ground state,

E= (V BV < (v, H"¥)= ¥, (H+V'— ),
o that

{5)

E’(E-f—/[v’ (r)—v(r) In(r)dr. {6)

hlt:l'chz-'.nging primed and unprimed quantities, we find

Rerctly the same way that

E<E'+/[v(r)—z-’(r)]n(r)dr. (7)

Udition of (6) and (7) leads to the inconsistency
E+E<E+E. (8)

Thus (r) is (to within a constant) a unique functional
{a(r); since, in turn, o(r) fixes § we see that the full
;‘)'.}'-partide ground state is a unique functional of

2. The Variational Principle

Snce ¥ is a functional of n(r), so is evidently the
and interaction energy. We therefore define

* Mo unite are used.

{9)

INHOMOGENEOQUS ELECTRON GAS

B 865

where F[n] is a universal functional, valid for anv
number of particles! and any external potential. This
functional plays a central role jn the present paper.

With its aid we define, for a given potential v(r), the
energy functional '

E,[u]E/t'(r)n(r)dr—f—ﬁ'[n]. (1m

Clearly, for the correct n(r), E,(n] equals the ground-
state energy .

We shall now show that E.[n] assumes its minimum
value for the correct n(r), if the admissible functions
are restricted by the condition

:\‘[n]E/n(r)dr= N (11}

Itis well known that for a svstem of N particles, the
energy functional of ¥

&L ]= (¥, V) +(¥, (T+U)w) (12)
has a minimum at the correct ground state ¥, relative
to arbitrary variations of ¥ in which the number of
particles is kept constant. In particular, let ¥ be the
ground state associated with a different external po-
tential ¢'(r). Then, by (12) and (9)

é'.,[\It']=/v(r)n’(r)dr+F[n’],
(13)

> 8.[‘1’]=/u(r)n(r)dr+F[n].

Thus the minimal property of (10} is established rela-
tive to all density functions n'(r) associated with some
other external potential o' (r).2

1f Fn] were a known and sufficiently simple func-
tional of #, the problem of determining the ground-state
energy and density in a given external potential wouid
be rather easv since it requires merelv the minimization
of a functional of the three-dimensional density func-
tion. The major part of the complexities of the many -
electron problems are associated with the determination
of the universal functional F[n].

3. Transformation of the Functional F In]

Because of the long range of the Coulomb interaction,
it is for most purposes convenient to separate out fron

" This is obvious since the number of particles is itself 2 simple
functional of n(r).

¥ We cannot prove whether an arbitrary positive density distri-
bution »'(r}, which satisfies the condition S n’{t)dr =integer, can
be realized by some external potential #'(r). Clearly, to first order
in #(r), any distribution of the form #’(r) =no-+#ifr) can be so
realized and we believe that i fact all, except some pathological
distributions, can be realized.
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Abstract: We have performed density functional theory based ab initio calculations on the crystal structure of sodium
guanylyl-3"-5’cytidine (GpC) nonahydrate. Qur calculations are in good agreement with the experimentally determined
X-ray structure. This is one of the first attempts to model ab initio nucleic acids in laboratory-realizable conditions.
Comparison is also made with empirical force field based structure calculations.

L Introduction

Molecular dynamics simulations based on effective potentials
have been crucial in understanding the properties of a large
variety of biological systems.!™* This approach derives its
strength from its suitability to study very large systems and to
follow their evolution on a relatively long time scale. However,
this approach is not devoid of problems. For instance, effective
potentials present some difficulties in describing the structure
of nucleic acids.® so much so that very recently an ad hoc
reparametrization of the effective potentials to fit nucleic acids
properties explicitly has been attempted.” However, only very
limited results are yet available on the overall performance of
these new potentials. Furthermore, it is becoming increasingly
clear that there is the need to transcend the effective potential
approach if one wants to study biological processes that involve
a change of the chemical bond such as enzymatic reactions.?
These are better and more reliably described by ab initio
quantum-chemical approaches,

Owing to the size of the biological molecule, the quantumn-
chemical calculations have been confined to the study of
fragments in vacuum.®-2' This, however, is far from being

" Max-Planck-Institut fifr Festkorperforschung.

* University of Florence. Present address: [BM Research Division,
Zurich Research Laboratory.
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(1) McCammon, J. A.; Harvey, 8. C. Dynamics of Proteins and Nucleic
Acids; Cambridge University Press: Cambridge, 1987,

(2) Brooks, C. L., III; Karplus, M. Petitt, B. M. In Proteins: A Theoretical
Perspective of Dynamics, Structure and Thermodynamics; Prigodinen, L,
Rice, 8. Eds.; Wilcy Series on Advances in Chemical Physics, Vol. 71;
Wiley: New York. 1988,

(3) van Gunsieren, W. F.; Berendsen, H. J. C. Angew. Chem., Int. Ed.
Engl. 1990, 298, 9921023,

252{4) Kollman, P. A_; Merz. K. M., Jr. Acc. Chem. Res. 1990, 23, 246—

{3) Beveridge, D. L... Swaminathan, $.; Ravishanker, G.; Withka. J. M.;
Srinivasan, J.; Prevost, C.: Louise-May, S.; Langley, D. R.; DiCapua, F,
M.: Bolion, P. H. In Water and Biological Macromolecuies;, Westhof., E.,
Ed.. MacMillan: London. 1993; p 165.

(6) McConnell, K. I; Nirmala, R.; Young, M. A.. Ravishankar, G ;
Beveridge. D. L. J. Am. Chem. Soc. 1994, 116, 4461 —4462,

(7) MacKerell, A. D., Jr.: Widrkiwicz-Kuczera, I.; Karpius, M. J. Am.
Chem. Soc. 1995, 117, 11946—11975.

(8) Warshel, A. Computer Modeling of Chemical Reactions in Enzymes
and Solutions; J. Wiley and Sons: New York, 1991.

5049) Clementi, E.;. Mehl, !.; von Niessen. W. J. Chem. Phys. 1971, 54.

(10) Del Bene, J. J. Mol. Struct.. THEOCHEM 1985, 124, 201.

(11) Hobza. P.; Sandorty, C. J. Am. Chem. Soc. 1987. 109, 1302.

(12) Aida. M. J. Compur. Chem. 1988, 9, 362.

M(ﬁ;}Divc‘ G.; Dehareng, D.; Ghuysen, J. M. Theor. Chim. Acta 1993,

actually relevant because water and the environment are known
to play a crucial role in determining the structure, dynamics,
and function of proteins and nucleic acids.!® Nevertheless,
progress in ab initio molecular dynamics combined with the
power of parallel computing has dramatically increased the size
of systems currently accessible. Keeping future applications
to biochemical processes in mind, it is important to investigate
the accuracy of ab initic methods to describe biologically
relevant processes in as realistic an environment as possible.
To this end we have studied the structure of sodium guanylyl-
3’-5'-cytidine (GpC) nonahydrate, which has been determined
by single-crystal X-ray diffraction.?22¢

This structure is favorable in many respects: it has a large
but manageable number of atoms (368), and yet it contains all
the basic ingredients concerning the stability of the nucleic acid
helix. Itis a small segment of right-handed, antiparallel double-
helical RNA, with Watson—Crick base pairing (Figure la).
Therefore, it contains both the base—base and the base—sugar
backbone interactions. Furthermore, it is fully hydrated, thus
allowing a stady of the hydration process, and it contains the
counterions (Figure ib). The combination of all these elements
has never been investigated by fully ab initio methods. This
also provides a stringent test of the ability of ab initio methods
to describe nucleic acids.

II. Computational Section

Qur calculations are performed within the framework of density
functional theory and use the generalized gradient approximation. The
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Figure 1. (a) Side view of the GpC crystal structure, which exhibits
the stacking of the Watson—Crick base pairs. The water molecules
and the hydrogen atoms are not shown. The two RNA fragments are
held together by the sodium counterions shown in the picture. The
interstice is filled with water. The structure of this water channel is
shown in part b.

local funcdonal for correlation in the Perdew—Zunger parameterization
was used together with Becke’s gradieni-corrected exchange func-
uonal.’® We treat explicitly only the 1160 valence electrons. The
interaction between valence electrons and ionic cores is described by
supersoft pseudopotentials of the Vanderbilt type.”” The Kohn—Sham
orbitals are expanded in plane waves up to an energy cutoff of 24 Ry,
resulting in 45477 degrees of freedom per state. This scheme has been
tested eisewhere.’®?! We have used the CPMD?*? code. and optimized
the structure using a combination of DIIS for electronic minimization
and a Newton—Raphson method for ionic retaxation. This program
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Table 1. Root Mean Square Deviations (A) (Heavy Atoms) with
Respect of the X-ray Structure for the Elements Contained in the
Unit Ce!l of GpC, Namely the Two RNA Duplexes, the 16 Water
Oxygens. and the 4 Sodium lons

RNA water sodium
ab inito calculatons 0.40 0.31 0.37
force field calculations 1.01 0.93 0.87

Figure 2. Comparison of the X-ray structure of the GpC duplex {thin
lines) with (a) the ab initio structure (thick lines) and (b) the force
field structure (thick lines).

uses periodic boundary conditons; the Coulomb interactions are
evaluated by the Ewald sum method. No symmetry restriction was
imposed on the calculation. We stopped the relaxation when the root-
mean-square value of the force was less than 107 au. We estimate
that the resulting uncertainty in the position is less than the experimental
error.

The crystal structure of sodium GpC nonahydrate, as determined in
ref 22, contains four molecules per monoclinic unit cell. The space
group is €2, with cell dimensions @ = 21460 A, b =16927 A, ¢ =
9.332 A, and 8 = 90.54°. The cell parameters were not optimized,
and f§ was set to 90° for computational convenience. The coordinates
were taken from the Cambridge Data Base.®® The hydrogen atom
positions. not resolved in the X-ray structure, were given in an arbitrary
way, respecting only the constraint of standard bond angles and bond
lengths. This yielded a rather unlikely initial configuration in which
the water dipoles were pointing in the same direction. This has been
meant to be a test of the ability of our scheme 1o generate spontaneously
a hydrogen bond network (Figure 1b). As we shail demonstrate below,
this test has been successful. In this respect the ab initio appreach
appears [0 be more robust than the effective potential. which at times
has difficuities dealing with high-energy startng configurations.**

III. Resuits

The root-mean-square deviations from experiment are shown
in Table 1 for the RNA moiety. The water oxygens and the
sodium counterions are compared with the results of a standard
force field model >’
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and the Abteilung Paminello of MPI Stuttgart.
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Macrae, C. F.; Mitchell, E. M.; Mitchell. G. F.; Smith, J. M., Watson, D.
G. J. Chem. Inf. Comp. 5ci. 1991, 31, 187204,

(34) The atomic coordinates of our optimized soucture are avaslable by
anonymous fip (address: pamixl.mpi-sturtgart.mpg.de, directory pub/
outgoing).



Table 2. Backbooe Torsion Angies for the Two RNA Duplexes

9 2059 £(5) a B y 3 € x(30) &3
X-ray 13 89 211 292 285 184 50 32 77
ab initio 14(2) 85(1) 210(5) 298(6) 281(4) 193(4) a49(1) 37(4) B1(4)
force field 15020) 115(4) 213(10) 285(8) 23817) 184(6) 98(28) 51(13) 105(5)

¢ For the ab initio and force field structures, the average values of the four GpC moieties are reported. Standard deviarions are also reported in

parentheses. For the definitions of the torsionai angles, see ref 36.

We do not compare our results with the very recent
parametrization in ref 7 because more extensive tests are
necessary to establish its wransferability.

We now examine the various structural building blocks of
the crystal in more detail. First, and most important, we
reproduce with good accuracy the Watson—Crick hydrogen
bond distances (see Figure 2) and the conformation of the bases.
A measure of the planarity of the nucleobase rings is given by
the maximum deviation with respect to the ideal value of 180°,
We find thar this value is 5° for the ab initio and 10° for the
force field-based structure,

These small but significant deviations between ab initio and
force field structures are due to the well-known difficulty for
force ficlds to ensure the planarity of the aromatic rings.! This
is one effect of electronic origin, which in the force field method
is mimicked by the so-called “improper” torsional forces.!

Another important feature of the conformation of two
complementary nucleobases is their noncoplanarity.® The vaiue
of the “propeller twist” angle?836 of the X-ray structure of GpC
is 9°. In the case of our optimized structure, we find values
between 7° and 9°. For the force field structure, the values are
larger, between 10° and 17°.

The other important building block is the sugar—phosphate
backbone, whose torsional angles are crucial in determining the
RNA structure. As the corresponding torsional barriers are very
small (typically of the order of 1 kcal/mol),2® they are rather
difficuit to model with effective potentials. The results are
shown in Table 2. We note that they arc again in very good
agreement with experiment and appear to give a better descrip-
tion than do molecular models.

Finally, the hydrogen bond network obtained in their relax-
ation process is identical to that postulated by the X-ray
crystallographers.’>2 The water molecules form hydrogen
bonds with themselves as well as with the RNA motety. This
can be considered a real prediction because, as stressed above,
protons are invisible to X-rays.

IN our calculations we find that some of the nucleobase amino
groups are distorted: the hydrogens are out of the plane
(maximum displacement: 17° for a guanine) to form hydrogen
bonds with a neighboring water. Again, this effect is missed
by the effective potential,

(35) For our classical simuiations, we have used the XPLOR 3.1 package
running on a Silicon Graphics Iris. The standard onited arom CHARMM
force field, avaiiable in the package, was used for the GpC and the sodium
ions.“® For water, we have used the TIP3P model® The unit cell was
duplicated along the ¢ direction. in order to be able to use a larger
nonbonding interaction cutoff. A cutoff of & A was used. The crystal
packing interactions are calculated in XPLOR with the periodic image
convention. The geornetry optimizations were performed with the conjugate
gradient method up to an energy gradient of less than 1 x 1072 keal/mol
for all the atoms.

(36) Saenger, W. Principies of Nucleic Acid Strucrure; Springer: New
York. {984,

(37) Parminelio, M.; Carloni, P.; Andreoni, W. Paper in preparation.

(38) Carloni, P.; Andreon:, W. Submitted for publication.

Our calculations also reproduce well the highly symmetric
octahedral solvation structure of the sodium ions, which is more
distorted in the effective potentiai calculations.

IV. Concluding Remarks

In conclusion, we have shown that it is now possible to
perform ab initio simulations of molecules whose size ap-
proaches that relevant for biologically interesting systems. The
quality of the results is very high even in the case of nucleic
acids, which bave traditionally been very difficult to model.5
The ab initio modeling automatically includes all the physical
and chemical effects that are so difficuit to mimic in effective
potential simulations, such as polarization effects, many-body
forces, and the rigidity of aromatic rings. For instance, in our
simulations the electronic structure of water is modified by the
local environment, giving different properties to different water
molecules.,

Another important advantage to the ab initio method is that
no painstaking parametrization is needed to extend the domain
of applicability of the theory. We know it works for water,¥
water solutions,’! and peptide bonds.?” We have shown here
its validity for the study of nucleic acids. It is expected that it
will work with similar accuracy in a very large variety of
biological environments, and have considerabie predicting
power. In particular, one can reliably model bioinorganic
molecules, which contain transition metal ions, such as metal-
loproteins and metal-based drug—~DNA adducts.3®

Furthermore, and this is at odds with most effective potentials
and ab initio codes, the Coulombic forces are calculated using
the Ewald summation procedure. We believe that this is very
important for periodic systems and that the use of cutoff in the
Couiombic interactions introduces spurious effects.’

Of course, these kinds of simulations are several orders of
magnitude more demanding than those based on effective
potentials. However, progress in computer architecture and in
the algorithms used gives us confidence that this gap can be
narrowed in a short span of time and that a new dimension can
be added to the simulation of biochemical processes.
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Nanotubular structures made up of polypeptides have recently become available.

We present a

characterization of the structural and electronic properties of one such >ystem within density functional
theory with calculations using gradient-corrected exchange-correlation functionals. Comparison with
data on natural amino acids, and with the predictions of empirical models, is drawn from the structural
features, A large gap in the low-energy electronic excitation spectrum is predicted, and the presence of

extended as well as localized states near the gap is found.

PACS numbers: 81.05.Zx, 81.05.Rm

Hollow tubular structures have a variety of potential
applications in biochemistry, chemistry, and materials
science, ranging from catalysis to separation technology,
from optoelectronics to the construction of drug delivery
vehicles [1,2].

A very interesting approach to tailor-made nanostruc-
tures is the process of self-assembling that mimics what
naturally occurs in living matter and is thus able to pro-
vide materials with especially high conformational sta-
bility and unique functional properties [2]. Along these
lines, well-characterized crystal structures exhibiting par-
allei open channels have been synthesized. Their build-
ing block is a cyclic polypeptide subunit consisting of an
even number of alternating D- and L-amino acid residues,
which stack to produce B3-sheet-like tubular structures [3]
(see Fig. 1). These regular arrangements do not occur in
nature and are a consequence of the presence of D-amino
actds which, as is well known, are not present in biopoly-
mers, except for rare cases such as that of antibiotic
gramicidin A.

A set of experimental data that includes high-resolution
x-ray crystatlography, cryocelectron microscopy, electron
diffraction, and Fourier-transform infrared spectroscopy
have led. with the aid of molecular modeling, to a
qualitative interpretation of the structure. Quantitative
structural refinement, however, is necessary to determine
the steric and chemical selectivity of these channels {4]
and theretfore to assess their potential practical use.

Classical molecular dynamics simulations can be and
have long been used to refine polypeptide structures {5].
However. for this particular polypeptide the accuracy of
such refinement is questionable. In fact, the force fields
that are normally used have been parametrized on the natu-
rally occurring L-amino acids, whereas D-amino acids are
also present in this case. Moreover, the complexity of
the architecture, for which covalent as well as hydrogen
bonds are egually crucial. and the importance of the spe-
cific amino acid side chains for self-assembling and fune-

0031-9007/97/79%4)/761(4)$10.00

[S0031-9007(97)03727-7]

tionality, make an ab initio approach to this class of ma-
terials highly appealing. First-principies geometry opti-
mization has not yet gone beyond isolated monopeptides
and dipeptides [6]. The electronic structure of idealized
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FIG. 1. Crvclo[-(D-Ala-Glu-D-Ala-Gindy ] structure. (a) View

of the ordered arrangement of the nanotubes, The internal
diameter is 9.5 A. Hydrogens are omitted. Spheres of
increasing darkness represent C. N, and O atoms. respectively.
(b) 2D representation of one individual subunit and (c} of the
H-bond interacting subunits at an average distance of 4.8 A,
from Ret. [3}.
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polypeptide chains has been studied with density func-
ttonal theory (DFT) based caiculations in the local density
approximation, using small basis sets for the electron wave
functions [7].

We present here a nonempirical determination of one
of these organic nanotubular structures, namely, the oc-
tapeptide cyclo[-(D-Ala-Glu-D-Ala-Gln),] [8] (Fig. 1) in
the solid phase [3]. Our calculations are based on DFT
with a gradient-corrected exchange-correlation functional
[9]. and use efficient plane-wave-based schemes for the
optimization of this reiatively complex structure [10]. In
particular, the angular-momentum-dependent pseudopo-
tentials were derived using the Troullier-Martins pro-
cedure [11], wave-function optimization was performed
with the direct inversion in iterative subspace (DIS)
method [12), and geometry optimization with combined
DIIS-Newton-Raphson methods.

The accuracy of our approach has already been
proved for biologically relevant systems [13]. However,
the present work is the first application to a real-life
polypeptide.

Comparison with the results of empirical potentials is
drawn, and the differences between them and the DFT
structure are evaluated in terms of the database of natu-
rally occurring polypeptides. Details of the backbone
structural pattern as well as the structural links between
side chains are determined. Our results show that, elec-
tronically, the system is a large-gap semiconductor with
impuritylike states at the band edges.

Octapeptide cyclo[-(D-Ala-Glu-D-Ala-Gin),] crystal-
lizes in a triclinic lattice (@ = 9.5 A, b = ¢ = 15.1 A,
a =90°, B8 =y =99 [3). The two peptide subunits,
which are related by local C; symmetry, correspond to a
totai of 112 heavy atoms per unit ceil and 100 hydrogen
atoms. The basic characteristics are illustrated in the 2D
scheme in Fig. 1: the chemical composition of a subunit
{Fig. 1(b)], the antiparallel stacking, and the hydrogen-
bond network {Fig. 1(c)].

In our optimization, all the atomic positions are relaxed
in the periodically repeated cell with lattice parameters
fixed to the experimental values. For the starting configu-
ration, we adopted the model obtained by Ghadiri et al,
[3,14] and use this as a basis of discussion. The overall
initial conformation is preserved, namely, the backbone
torsional angles remain close to the original value [15],
although acquiring a 10° dispersion. The backbone amine
and carbonyl groups remain nearly parallel to the tube
axis, and the entire postulated intratubuiar hydrogen-
bond network is confirmed. However, relaxation brought
significant changes both in the rigid part of the structure —
the backbone—and in the side chains. An analogous
minimization carried out with classical potentials well
established for proteins (CHARMM) {16] yields a geome-
try fairly similar to ours. However, some unexpected
distortions of the structure are present, notably that of the
peptide unit. In the model of Gadhiri er al. the OCNH
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torsion angle of the peptide unit is nearly 180°, as in the
case of amino acids [17]. Deviations are as large as 35°
in the CHARMM force-field derived structure, and are at
maost 107 in DFT,

Figure 2 shows how some basic features of the DFT
structure nicely fit into the expected range according to
the amino acid database [18]. Similar overall agreement
is found with the CHARMM force field, but not with
the original model. This emphasized the discrepancies
between L- and D-amino acids. However, the difference
between the C,-C and N-C, bonds in L- and D-amino
acids turns out to be minor in the DFT structure (0.01 A
on average), and the C-N bonds connecting L- and
D-amino acids become close to those occurring in natural
amino acids (average difference 0.01 A).

Novel information is obtained for the intertubular
interaction, namely, concerning the way the side chains
interact. This is the more flexible part of the structure,
where discrepancies between empirical and ab initio
determinations are expected to be larger. DFT reduces
the repulsion between the Ala residues, which leads to
a significant decrease of the intertubular region. The
interaction between Gln and Glu residues is attractive.
Beyond the formation of H bonds between the Gin groups
already postulated in Ref. [3], we find that H bonds are
also formed between the Glu side chains. In addition,
Gln and Glu interact via cross-link intratubular H bonds.
Figure 3 shows the local structure associated with the
formation of this H-bond network, which enhances the
stability of the surfaces.

Considering the electronic properties of this material,
a few questions arise as to the possibility of electrical
conductivity, the effects of doping, and the existence
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FIG. 2. Calculated distribution of key bond lengths in the
backbone of the peptide subunits (solid line), compared to
the range of experimental values in the amino acid database
{dashed) (from Ref. [18)). Both mean value and standard
deviation arc reporied for the latter. The same type of
agreement is found for the bond angles.
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FIG. 3. Local structure of Gln and Glu side chains in the
intertubular regions. H bonds are represented by dashed lines.
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of localized states. The system is a large-gap (=4 eV)
semiconductor, consistent with the satisfaction of atl
bonds in the peptide subunits. The charge distribution is
illustrated in Fig. 4(a). The overlap between neighboring
tubes is minor.

{a) (b)

FIG. 4(color}. (a) One representative isodensity surface [(.2¢/
(au.)*] of the valence charge distribution. (b) Probability
density corresponding to the highest peak of the densuy of
occupied states (see text). The surface value is 0.01e/{a. .

T T T T T T
12+

i |
'
w8r o
Q »
a | o
¥

4 - : ‘)

[

' .:

P

1 ll

0 1 gt
20 -15 -10 -5 5

Energy (eV)
FIG. 5. Electron density of states: occupied (solid} and unoc-

cupied (dashed).

The electron density of states (see Fig. 5) presents two
characteristic peaks, both extending =2 eV below and
above the energy gap. Both correspond to states having
 character, mainly extended over the amide group of the
backbone, but including contributions from the Glu and
Gln groups. The spatiai distribution of the peak in the
occupied part of the spectrum is illustrated in Fig. 4(b).
The top of the occupied spectrum and the bottom of the
empty one consist of impuritylike states, namely, orbitals
that are highly localized on the side chains (Gin and Glu,
respectively). This feature suggests that adding a few
electrons by doping will not alter the structure.

In conclusion, our DFT-based calculations have re-
vealed interesting new structural features of self-assembled
organic nanotubes and established their electronic proper-
ties. The way is now open for ab initio investigations of
technological applications that require filling the tubes with
water or incorporating specific chemicals, and for the use
of Car-Parrinello [19] simulations of dynamical processes
and thermodynamic stability.

We are grateful to M. R. Ghadiri for providing us with
the atomic coordinates of his model, and to M. Ferraroni
for providing us with the CHARMM geometry.
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