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1. Introduction

Recent years have witnessed a fowering of theoretical and experimen-
tal interest in spin-polarized hydrogen, its growth propelled in no small
part by the final realization of techniques for creating the substance in
the laboratory, and for studying it. These lectures attempt to portray
the main body of the research: the intellectual problems which sparked
first interest, the theoretical studies of spin-polarized hydrogen, the
experimental techniques for creating it, the results of the initial
experiments, the new scientific opportunities which have been
generated by these developments. We do not, however, attempt to
offer a comprehensive review, and we apologize in advance to our
colleagues whose work may not be adequately represented. The field is
so diverse that such a review would conflict with the spirit of these
lectures, and in any case the work is moving so rapidly that it would
soon become obsolete.

A number of summary articles have been published and will be cited
in the text. We wish to make reference here, however, to three articles
by prime movers in the field: Nosanow [1]. Silvera [2], and Hardy and

Berlinsky [3].
1.1. Background

Statistical mechanics originated with Boltzmann's probabilistic analysis
of the motion of ideal gas atoms. The velocity distribution for a gas of
atoms of mass M at temperature T is described by the well-known

Maxwell-Boltzmann law:

f(”)=(T1:_;)';exp(-v2la’). (1.H

where a = V2KT/M (k is Boltzmann's constant.) In a stream of
atoms eflusing into a vacuum, an atomic beam, the distribution of

speeds is

I
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1130 T.1. Greytak and D. Kleppner

g(v) = (1/a*Y exp{— v¥a?). (1.2)

The Maxwell-Boltzmann law was tested by Otto Stern in 1920 with a
primitive atomic beam experiment in which the time of flight of the
atoms was manifested as a smear in the beam’s image on a rotating
drum. Much more refined studies of velocities in atomic and molecular
beams were carried out by Estermann and by Kusch in the 1950s.
Recent experiments by laser spectroscopy have confirmed the accuracy
of the Maxwell-Boltzmann distribution to high precision. The limita-
tions of Boltizmann's theory are now well understood: the Maxwell—
Boltzmann law is only accurate for weakly interacting atoms at high
temperature. In the absence of interactions, departures from the
Maxwell-Boltzmann law are insignificant until quantum mechanical
cflects assert themselves; this does not occur uatil the temperature is
so low that an atom’s deBrogiie wavelength becomes comparable with
the mean distance between particles.

The characteristic wavelength for a gas in thermal equilibrium is the
“thermal™ deBroglie wavelength

A(T)= Quk*IMKT)? . (1.3)

If the pariicle density is n, the mean distance between particles is n *?
and the quantum effects are to be expected when n~ ' ~ A(T). Con-
sider, for instance, an intense atgmic beam of sodium. Taking T =
900K and n=10"cm>, then n*=5x10cm® A 5 10~ cm. This
system is safely in the classical regime. To witness quantum effects one
evidently needs atoms of low mass at low temperature and a relatively
high density. Helium is the obvious candidate. Unfortunately, as the
gas density is increased at constanl temperature the saturated vapor
pressure is reached and the helium liquifies before the quantum regime
is achieved in the gas. Instead of a simple weakly interacting gas one is
presented with the complex problem of a strongly interacting liquid.
Other substances are worse; they form solids long before quantum
effects can occur. As a result, the quantum mechanical ideal gas has
never been observed, nor even the quantum mechanical weakly inter-
acting gas. A fundamental branch of statistical mechanics remains
experimentally unexamined.

These lectures describe an attack on the problem of finding an
atomic system which remains gaseous in the quantum regime. The
alom is hydrogen. It is believed that spin-polarized atomic hydrogen

— e e

never

ratures do
:)lfeory of fuids, hydrogen would be u
medium, however,
invariably combine 1o form
overcoming this problem h_as ecent
caused renewed interest in quantum .ﬂUIds, :1nd thl_ xper
advances have already led to numerous interesting applica .

spin-polarized hydrogen. and de
A concluding section discusses som

polarized hydrogen.
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a i .- P ‘cm_
condenses under its own pressure and remains a gas at om
wn to absolute zero. As a testing ground for the quantu )
nique. As an experimenta
atomic hydrogen has a serious flaw: the alom;
molecules. Dramatic progress towar
been made recently. The enterprise has
¢ experimental

i i dations of the study of
summarize the theoretical luun_ )
e e scribe the experimental achievements.

e potential applications for spin-

1.2, Elementary picture of Bose—Einstein condensation

sed of two fermions, an electron and a
beys Bose statistics. The most drfimat_lc
s the Bose-Einstemn

Because hydrogen is compo:
roton, the atom as a wholq obe | !
?eature of quantum bechavior 1n a Bose gas

it i iefly review.
ansition, which we now brie ' - o
! Our starting point is the result for the mean occupation numbe

i i TRY €,
non-interacting particles in a state with momentum p and energy &,

RS E— Bose particles ,
expBle, - #) |
N S W Fermi particles ,
Ne= ) expBle,—w)+1
exp —Ble, — 1) Boltzmann law — classical limit. (1.4)
»

m the grand canonical ensemble. In
gy, E, and the mean number of

nt equations. As usual, g = VkT.*

-

These results are obtained fro
this ensemble the mean total ener|
particles N, are specified by constrai

S'M E +
h’, N .

The normalization equation, (1.5b), determines lh‘? chemical potential

oy —
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function of N i
v and T. The chemical potential is adjusted so that

a
= N as follows: the system i
1 . Ry is taken to be in a bo
L’. Imposing periodic conditions on the momenta yierd:f volume

M as
z
v

i

2 2nh 2mwh
po==,  p =l
Lk p= T =t (1.6)

wh . .

h :sr: r;r,, (;,_. /» arc integers. Each state is specified by the set of

o v Un JnJ:), and the sum over states can be P
cgral over momenta- converted to an

;—b(uzwﬁ)’fffdpx dp, dp==fij(p)dp, dp,dp,, (1.7)

where D(p) = V/QwhY i ;
For a non-interm:tin)J 15 the density of states in momentu

et m space,
Hence 8 835, £, =p'/2M and p’dp—V ZM’\}E d:.

;"(“2%’(%)”]‘5“#1)@)48.

(1.8)
where D(e) is the density of states as a function of energy:
)= Gy ('iT) Ve. (1.9)
N(e) must satisfy )
N=Iﬂ(e)D(s)ds, a
10y
where
ﬁ(s) = ﬁ_!___
expBle —p)=1 (1-11)

mcl:rg'u;:“:l-;(ra)orillusnmes several features of N(e). Notice that th

order of 1. The im:ur);n: occupying any single particle state is of th:

shown in fig. | l(b)g'n? in €q. (1.10) is the product of N(£) and D(¢)
. L. . The width of N(e) decreases with temperature so'
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Fig. 1.1. (a) Mcan occupation number N(e) of a statc with energy ¢ for the ideal Bose

gas with chemical potential 4 and temperature T. (b) N(s) and density of states Die) for

ideal Bose gas. The chemical potential adjusts itself so that [ N(e)D(c)de = N. As the

temperature decreases, p increases, For p >0 the integral would diverge, the Bose-
Einstein transition takes piasce when u = 0. .

that for the area under N()D(¢) to remain constant as T decreases, p
must increase. However, i cannot be positive: the divergence in N(e)
for £ = u would cause the integral to diverge. Hence, the behavior
changes abruptly at the temperature T, for which u = 0. This tem-
perature is found from

V. 2M\M [ Ve de MKT\" 2 (" Vxdx
= —— T2V
N ot (B [ e v L e
vl
=V A(To),xz.m. ~ (L12)

(The integral is discussed later.) This result defines the transition
temperature

_ 2wkt n P

To="onr (z613) (.13

Provided that T > T, the above procedure can be used to find the

ry ™

o
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value of u; if T< T, however, the procedure fails
’ il i
;:a;::z l';)e:lcic':lomu_n;ldau? alI. the particles in the available et:::r:;);s::::e;s
Detore dealh ;fnw" this c.lllﬁcu.lly. note that it would not arise if wc'
Niore consider 3 a t:vo-d:mengwnal. gas. The density of states in two
cutar !e)— 3.21rMIIl » which is independent of £. In parti-
, D(e) remains finite at € = 0. As a result eq. (1.10) can be solved

for a physical u (that i i
is, .
temperatures: # is less than or cqual 1o 0) for all

# = kT In{l — exp(- N[A(T)F/A) , (1.14)

where A is the area of the sample.
c,“\:?::'Sh:t ha.ppens in the three-dimensional case when 7 < T,? The
Sxce w[;z?r(ljlcles start to populate the zero-energy state. This pa:t.icular
state i: : m!)lped in the process of transforming the sum over states
o n i egral over energy, €q. (1.8). It plays a unique role, however
o Tni;:;“gy_tn:)ff the system is unaffected by its occupation number‘
o @ finite fraction of the particles, that i :
of N, oceapics the sermn , is a number of the order
» O ergy state. The mean occupati
a function of energy then consi i D Eiven by o
. consists of a continuous part giv
(l.l!cl': '3:““; ?r discrete part, Nyb(¢). This is shown in ﬁg. ].ngafn by <o
i o ON€e can sho_w. that the chemical potential is “pinned™ at
m . The number of positive energy particles N' is

T/ 1

Fig. 1.2 Mecan occupati .
lu:ctiluz\ .El: ~ 0 describes the § number in an ideal Bose condensed gas. The delt
of Bose particies in the ¢ =“(.]e finite pﬂti(.)n of the zero-energy state. (b) The I'ractio:
state as a function of the temperature. T, is the transiti
temperature. ion

| e e e A e g = et
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kTM\¥ 2 (*Vxdx T\»
L V = = —_— .
N ZﬂJ Vol e-1 NQJ (1.15)
Thus the number of particles in the zero-energy state is
No= N-N'= N[1-(TIT)*]. (1.16)

This is shown in fig. 1.2(b).

The abrupt occurrence of a finite occupation in a single particle state
at T, indicates a spontaneous change in the symmetry of the system,
albeit an ordering in momentum space rather than in real space, and
therefore a thermodynamic phase change. One says that at T =T, the
system undergoes a Bose-Einstein transition to a condensed state. The
condensate fraction, No/N, is the squared magnitude of the *‘order
parameter” in the low temperature phase. In the modern theory of
phase transitions, a transition is first order if there is a discontinuous
change in the order parameter at the tramsition temperature and
second order if the order parameter goes smoothly to zero at To.
According to this classification, fig. 1.2(b) indicates that the Bose—
Einstein transition is second order.

1.3. Evidence for the Bose~Einstein fransition

In searching for a system in which to observe the Bose—Einsicin
transition, most gases can be rejected immediately because the tran-
sition temperature Ty is so low that the system is no longer a gas, itis a
solid. The possible exception is helium. In 1938 Fritz London pointed
out that if liquid *He were treated as an ideal Bose gas with a density
equal to that of the liquid, 2.20% 102 atoms cm’?, the transition

temperature would be T, = 3.15 K. This is remarkably close to the

temperature at which superfluidity occurs, T, = 2.17 K. The fact that
3He, a fermion, did not display superfluidity gave added weight to his
suggestion that superfluidity is due to a Bose transition.

London’s suggestion has tantalized theoretical and experimental
condensed matter physicists for decades. It motivated much of the
theoretical development of the weakly interacting Bose gas. Un-
fortunately, liquid belium is manifestly not a weakly interacting gas,
and no microscopic theory of the liquid has yet been developed.
Nevertheless, effects related to the Bosc-Einstein transition are pre-
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dicted, though they are smail. Accordi i
Bose condcr.nsale fraction at zero lempcr:fu:: i;hcfnl;rbe:(boe::“('}“;'es' the
!iq'lll‘ih: ti:sx?::lm_;n::l task of meas:uring the momentum distribution in the
e mi able. One possible approach is to use neutron spec-
rose ;:y. ut until recently the results were inconclusive. Sears et al. (4]
have gportfd measurcments that yield No(O)/N = 0.139(23), and
j o(TYN0) = (1 - (TIT, )), where a = 3.6(14). Their results are ;how
in ﬁg 1.3, along-wilh theoretical estimates. Thus, 44 years after l;onclon'n
:‘r;egmal suggestion, th_erc is reason to believe that Bose condensation ha:
o n t:ibserved. As an ideal gas, ht.Jwever, liquid helium leaves much to be
sired. Are there better candidates for laboratory study? What is
::lqulrec! is smaller mass and lower liquifaction temperature. Aside from
:,twhl_ch l;)beys Fermi statistics, the only possibility is H (see postscript)
omic hydrogen is not an obvious candidate for study since under.

SUPERFLUID ?He
020 - oo I R [ - 1 . —

0051

CONDENSATE FRACTION

ooo} -

oo o3 o 's 20 25
TEMPERATURE (K)

Fig. 1.3, on i
8- 1.3. The condensate fraction in mperﬂniq *He (ref. [4]). Filled symbols are values
» open symbols are from obser-

Lectures on spin-polarized hydrogen 1137

viev)

sl

Fig. 1.4. Interatomic potentials for two hydrogen atoms, calculated by Kolos and ,
Wolniewicz [5].

ordinat > circumstances it forms a molecular gas, H;, which liquifies at
20 K. The molecule is tightly bound, as the potential curve in fig. 1.4
shows. The dissociation energy of the 'Z, state is 4.48 eV. The 3,
potential, however, is essentially repulsive and supports no bound
states. Hydrogen with the electron spins all pointing in the same
direction, spin-polarized hydrogen (H ), interacts according to this
potential and should form a close-to-ideal Bose gas. The quest to
create H | is the subject of these lectures.

1.4. A short history of spin-polarized hydrogen .

We present here an abbreviated history of gaseous spin-polarized
hydrogen. Numerous important contributions are omitted, though many
of these will be discussed later. '

1959: Hecht [6] points out that if H could be spin-polarized, for
instance by using a high magnetic field so that the reaction H+ H-H,
is suppressed, the system should remain a pas even at zero tem-
perature. The gas should undergo a Bose condensation and become a
superfluid. The paper is ahead of its time: experimental techniques,

e

e

ra
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particularly superconducting magnets and dilution refrigerators, are
not yet available, and the paper does not attract attention for many
years,

1973: Dugan and Etters {7] calculate the ground-state energy of
spin-polarized hydrogen and deuterium, H| and D | . They conclude
that neither is bound at T = 0.

1975: Eters et al. [8} report more detailed calculations of H, D and
T. T is found to be a liquid at T = 0.

1975: Miller et al. [9] demonstrate the power of the law of cor-
responding states to predict liquid-gas transitions at T =0 as a func-
tion of the system parameters.

1976: Stwalley and Nosanow [10] point out and extend the cal-
culations of Etters et al. The Letter urges experimentalists to get to
work. They do.

1979: Crampton et al. [11) and Hardy et al. [12] report observation
of hyperfine resonance in H at 4.2 K, using a H,-lined cell, and
demonstrate the ability to thermalize and transport atomic hydrogen at
42K,

1980: Silvera and Walraven [13] create spin-polarized hydrogen.
H | is observed in a helium-lined cell at a temperature of 270 mK with
a density of at least 1.8x 10" ¢m 2, H | is officially launched as an
experimental field!

1980: Meeting on spin-polarized quantum fluids is held in Aussois,
France [14]. Theoretical resulfs and experimental problems are dis-
cussed. The MIT group reporis production of Hg at a density of
2x 10" cm .

1981: Morrow et al. [15] report values for adsorption energy and
recombination rates of unpolarized H in a He-lined cell at zero
magnetic field.

1981: Cline ct al. [16] obitain proton-polarized H | and demonstrate
that nuclear polarization plays a key role in the dynamics of molecular
recombination. Attainment of high nuclear polarization opens the way
to technical applications including polarized sources and targets for
nuclear and particle physics.

Several groups have now made H | . The maximum density so far
achieved at 0.3K is about 3 x 10" ¢ip3. Higher densities appear to be
possible*, but it is difficult to predict whether the Bose-Einstein tran-
sition can be achieved. There is hope; the sweepstakes is still on!

* See Postscript.

1y
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1.5. Some parallel history

The earliest theoretical study of H | was a 1958 report by Jones et al.
[17] on the use of H| as a rocket fuel:

H+H->H;+48eV.

Hydrogen has by far the highest energy per unit mass. Example:

H;+30,+ H;0+25eV (1.3x10"ergg™)
H,+F,»HF + 28eV (1.3%x 10" ergg™')
H+H-H;+48eV (2.2x 10%ergg™).

keoff is in its fuel, the
t of the mass of a rocket at ta ‘
Bc:::r:‘t?:l ";g:amages of H| are enormous. Jones et al. coml:;leenc:
l:rof.:orrevt:lly) that H} could not be stabili_zed. Nevertheless, at ':::,d ot
gnseems unlikely that high enough densities of H | can be crea
ocket fuel. . -
usi)?:ii?ngr the late 1950s inierest grew in lh_e use of mcrtdsurf:n:ci ;:::
inhibit nuclear and electronic spin relaxation in gases luc o 1o
::ollisions About 1960 it was discovered by Berg ar.ld ‘:( ::2::: er 18]
on i i ial for storing atomic hy -
that Teflon is a suitable maiena ) o oo, maser
ibili riace is the central idea of the hy ,
Doy ot potur s in a maser is 10" cm™?, about 8
ical density of polarized H atom er i N
A(;ypwof magnifude too low to sce the Bose-Einstewn l_ransnlu:;.l .
orleri%B Kastler [19] proposed inhibiting the formation of ;Ia [O(he
alk:Ii metal molecules by optically l[:iun;.pmg t:;;j cat::‘m:.h :o ":0|:cmar
i s would then co
slectrons are polarized. Atoms W ;
:n'l'plct state. The effect was observed by Alzetia el al. (204

-~

1.6. The motivation for studying H |

i rrectness of guantum statistical

e hml'\‘i"csd:::t:o ::‘ ‘i:s \::sr‘::l:::lki:; why one should study yet another
elomentary tem. There are a number of reasons: ‘

e theory for H| exists, and it can be refined to cs;enlifnlly any

—-'l"he tlmo“ife‘.ic‘:)l: This is p(I)ssiblc because the Bose-Einstein tran-

;;?::m::zt sucifl a low density that the separation between atoms Is
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large compared to the range of the interatomic force. Perturbation
methods are excellent; the results should converge without the need of
going to high order.

~A Bose gas is expected to be a superfluid. Superfluidity in a gas has
never been observed. Thus one has the opportunity to study new
phenomena.

~The transport properties of a spin-polarized gas are of considerable
interest in their own right because of the dramatic effect of quantum
properties on macroscopic behavior. The theory is discussed by Liil-
lier and Laloé [21, 22).

~The experimental challenge of creating H{ is attractive because
one may reasonably expect new scientific opportunities, and possibly
technological advances. As we shall see, this has been born out.

-Underlying all the activity is the thought that the most dramatic
transport phenomena, supercondictivity ar.d superfluidity, were dis-
covered, not predicted. There is always the hope that Nature has
further surprises.

L7. How 1o create H|]

To make the discussion more concrete, we briefly summarize the
experimental steps in creating H | . More details will be given later.

The method centers on wha might be called a “magnetic bottle"
[23]. The hyperfine energy for the ground state of hydrogen in a
magnetic field is illustrated in fig. 1.5. States atand b are essentially
electron spin “‘down” states, whereas states ¢ and ¢ are spin “‘up”,
Atoms in states a and b are altracted into a high magnetic field; atoms
in ¢ and d are repelled. In thermal equilibrium at a temperature of
0.3K, the ratio of the populations is n(1)/n( | )=~ exp(-14 K/0.3K) =
10-%,

The principle of operation is shown in fig. 1.6. Atoms in states 2 and
b are pulled into the solenoid, They thermalize by collisions with the

Atoms in states ¢ and d, on the other hand, are strongly repelled by the
magnet. The magnetic field selects the spin state with essentially 100%
efficiency. In addition, it confines the atoms and inhibits spin
depolarization due 10 collisions.

This method has yielded densities up to 3 x 10V cm™’, and may be
capable of achieving somewhat larger values. Substantially higher
density will require additional steps. Work continues.

1141
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1.8 What has been leamed so far?

The quest to witness the Bose-Einstein transition in hydrogen has
stimulated a great deal of new science and technology - certainly
enough to justify the effort irrespective of whether the final goal is
achieved. Scientific accomplishments include studies of

- binding energies of H (and D) on H;, He*, He?

= recombination processes

~ hyperfine perturbations in H-He systems

- nuclear relaxation

- lransport properties.
Experimental advances include developing methods for

- efficient production of H a1 4K and <0.3K

- magnetic confinement of H |

~efficient methods for producing proton-polarized H | .
Proposed applications for H| and the H | techniques include

— atomic physics with cold (4 K) and very cold (T <0.5K) hydrogen

~a low temperature H maser

~a cold tritium source for neutrino rest mass experiments

- polanized proton (and deuteron) sources and targets for nuclear
and particle physics

~ a polarized deuterium and tritium source for fusion reactors,

¢

2. The idesl Bose gas

Spin-polarized hydrogen is a weakly interacting Bose gas. The starting
point for understanding its properties is the theory of the ideal Bose
gas, which we review in this section. Useful references are: K. Huang,
Statistical Mechanics (Wiley, 1963); L.D. Landau and E.M. Lifshitz,
Statistical Physics, Part 1 (Pergamon, 1980); F. London, Superfluids,
Vol. It (Wiley, 1954).

2.1. The grand partition function

In statistical mechanics based on the grand canonical ensemble, ther-
modynamic information about a system is obtained from the grand
partition function, S(z, V, T). This function depends on the tem-
perature T, the volume V, and the variable 2 which is a measure of the
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potential u (z =e*). The pressure P and the mean number

chemical
of particles N are found from
.1
PV=kThh5(z, V. T),
2.2)

N=z3-(n 5z V, Tr.

In order to find the equation of state for the system, P(N, V, T), these

i ined so as to eliminate 2.
o equations can be combine : : Huane,
thhe? grand partition function for a non-interacting Bose gas ( 2

p. 199) is
1 @.3)
Bz, V.T)= [']—l—:m .

. . . b
where 1, indicates a product over all single par(t;cle s|:atees ;:?:x;;i 1::
y i o hav .
i (Th fes are assumed 1
momenium_p. € partic ume . o
Ig'::(::::ral N =3%,N, An alternative expression 1§ obtained from eq

{2.3) and (2.2}
S T 24)
N= E': 2 expBe,) - 1
Evidently the mean occupation number of a single particle state 1s

N ! @.5)

Ne = eplBley - p (T - 1

" cular
i i .2. The probability that a particu
i ult was used in section 1.2 ' eular
T’:lslc“::nsarliclc state is occupied by exactly N, atoms can bcl. efm::’ i from
::leg grand canonical ensemble — it is described by a simpie g

distribution:

__1 (“.EL_)N' . (2.6)
prob(N))= TR \TH N,

v g . - — 4.
i his probability density for N, 4. _
Flglf;:fi:::::i)\::; :Islep thermodynamic functions 1t is worth noting a

i i ] one can show
valuable constitutive relation. For a non-interactung gas
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Fig. 2.1. Probability that N, Bose particles occupy a state whose average occupation
number is 4,
that
E=-2mEe v,y @7
3ﬂ Ly ¥, LV .

This expression, together with eq. (2.1), gives
E =3PV . (2.8)
«

for any non-interacting gas. The same result can, of course, be derived
from simple kinetic theory arguments,

2.2. Thermodynamic functions

The thermodynamic functions can be obtained from eqs. (2.1-2.3).
The density is found from ¢q. (2.4) by carrying out the sum over states.
The sum over p can be converted to an integral as in section 1.2, with

onc important modification; the zero momentum state is explicitly
retained.

Zﬁ,:4ﬂ#jﬁ,pzdp+ﬁo. 2.9)

The reason for retaining the term N, is that although particles in the
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ibuti integral, their

contribution to the wn
-momentum state u_nake no 0 ' - megrl _
f:::*lbzr can be large. No=2(1-2)", which diverges a Com

bining egs. (2.5) and (2.9) yields

LA 1 pidp + No, 2.10)
N = 4= @mh) Jo 27 exp(+Bep) - 1
N_ 1 2J'-= Vide (1 _z @.11)
Vv AVael zte-1 Vi-z
where A(T)= Qmh*IMKT)". Similarly
l .
P —-—1———2—r\/;ln(l-—zc“)dx-—vln(l—z). 2.12)
kT AVal
The integrals are discussed in Landau and Lifshitz, and in London.
Defining
S @13)
gn(z)—' ~ "
it can be shown that
2.14
———2--I-\/;|n(l—ze")dx= gsn(2). 2.19)
Vrl
2.15)

_%_I-__.V—ax-.——dx = 83’2(2)'
\/;l'_ 0 z'e -1

i i ot ith
o It the Ricmann scta function with
‘The value of go(s) at 2= 148 L(n). h Jo
a::;u:a:n:n [LG2) = 2612, . ; {(572) = 1.342.. ). Thus ‘

(2.16)

1 1 z
I_‘V/_ = gal2) + vi-z'
@17
- X(lﬁ;g,n(z)—lvmu - 2).
ion of state for the ideal Bose gas. For instance,

These define the equat solve for P. Equation (2.16) can be

given N, V and T, one can
rewritten,
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| NA(T)(1-Ng/N)
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1o} :
!
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i
o 1 Il i i .:
1.0

Z
Fig. 2. i
18- 2.2. gyAz) vs 2. The solution of eq. (2.18) is illustrated

nAYTK1 - No/N) =
)= gw(z). (2.18)

th;: ::h?;llo;)of &x(2) is shown in fig. 2.2. From the drawing one se
! - (2.18) can be solved by Setting Ny/N ~ /N (a [ ven
y ea 2.5) 2 tomp o ‘s would be given

nANT) < gi(1) .
(2.19)

When this condition holds

ST h »Z2<land g <0. At z =1
attains n? maximum value, 2.612. For values of H‘All]();ever, &w(z)
remains “pinned” at 1 and No/N becomes finite: (N>2612, 2

No/N = 1-2.612/nAY(T)
= 1= T To(n))¥ . e

This resuit was found in section 1.2 by a more physical argument

Bose-Einstein ;
condensation
when n - ny: occurs when 21 or equivalently,

32
no= 4L = 2612( .
@.21)

sy
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Table 2.1
Density and mean atomic separation for hydrogen st the Bose—Einstein trunsition
Tu(K) i em”?) 1(A)
1 495 x 10 13
03 8.13% 10¥ 23
0.1 1.57x 10” 40
003 2.59x 10M 73
0.01 4,98 x 10" 126

Values of n, for atomic hydrogen are shown in table 2.1.
Below the transition temperature the second term on the right in eq.
(2.16} is negligible and the thermodynamic equation of state is given by

1
PIKT = 177 46/2). 222

The pressure is independent of the density at constant temperature.
Above the transition temperature the 1/V terms in eqs. {2.16) and
(2.17) are negligible. The equation of stale can be found numerically by

eliminating z between the two expressions

PIKT = A—(‘Tr—), gsnl2), 2.23)

n= T(IT_) gnl2). (2.24)

At high temperatures (low z) one can use the leading terms in the
power series expansion of g(2) to find the leading quantum correction

to the ideal gas law for spinless bosons: .

P~ N“‘/—T (1 - 2%0AX(T)]. 2.25)

The plot of the equation of state, fig. 2.3, shows that in the

condensed state the pressure is independent of the density at constant
explained on kinetic grounds: pressure

tribution of velocities and on the density n
ure the velocity distnbution is in-
t temperature the pressure is propor-

temperature. This can be
depends on the thermal dis
of particles. At high temperal
dependent of n so that at constan
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. [ 4
tional to n. Below T.

' o # =0 and the velocit
independent of 5. However, the density of pa

_lribulion is a constant, P = 2.612

y diswibution is again
rticles having that dis-
[{1('{')]‘3. As the total density is

of thermodynamic fluctuations (

mean square density fluctuation is proportional to .:
T

(dNY/N? = kT/‘T xr.
(2.26)

":he diverg'ence of the fluctuations is act
acroscopic occupation of a single-part
argument demonstrates: The variance of 1

’ually a consequence of the
icle state, as the following
he occupation number of any
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single-particle state can be found from eq. (2.6),
(AN, ¥ = N,(N, + 1). 227

For all states, except possibly the ground state, this is a number of
order 1. In the grand canonical ensemble for non-interacting particles,
the single-particle states are statistically independent. Thus, the vari-
ance in the total number of particles is the sum of the variances for the
single-particle states:

(ANY = No(Na+ )+ 3 N,(N, + 1). (2.28)

F il

The second term on the right is of order N. Below the transition,
however, the first term is of order N? so that (ANY/N? is of order |
and the fluctuations are anomalous.

An experimental consequence of the anomalous fluctuations is that
the non-interacting Bose gas exhibits critical opalescence below its
fransition. A theoretical consequence is that one must worry about the
validity of thermodynamically derived quantities below T, for ther-
modynamics is based on the assumption that fluctuations in the vari-
ables are negligible compared 1o the means. As we shall see in the next
section, this problem is avoided if there is the slightest interaction
between the particles.

3. The weakly interacting Bose gas

References: K. Huang, Studies in Statistical Mechanics II (J. DeBoer
and G.E. Uhlenbeck editors, North-Holland, 1964); E.M. Lifshitz and
L.P. Pitaevskii, Stafistical Physics, Part 2 (Pergamon, 1980),

Although the theory of the imperfect Bose gas was originally
motivated by the problem of superfluid helium, liquid helium bears
such little resemblance to a gas that this application of the thecory has
not been particularly successful. The theory of the imperfect Bose gas
is a perturbation theory, however, and for H | it should be excellent.
This is fortunate considering the many unphysical properties of the
ideal Bose gas. (Some of these were mentioned in the previous
chapter.) The existence of even a tiny interaction between the particles
can drastically change the properties of a Base gas.
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3.1 The simplifying approximations

The interaction between two particles is normally described by a
potential V(ry ~ r;), but it can alternatively be described by the wave-
vector dependent partial-wave phase shifts, 8i(k). These phasc shifts
determine the form of the scattering cross section. At sufficiently low
energies only S-wave scattering need be considered. (An exception
occurs when S-wave scattering is forbidden by the particle statistics, as

in the case of polarized spin 1/2 fermions [24]). The S-wave scattering
length, a, is defined by

lim k cot 8e{k)=-1/a. (3.1)
]

The total scattering cross section at low energy is

hm oy =4ma’. 62)
k-0

Equation (3.2) also describes the quantum result for hard spheres of
diameter a. Therefore, in the weakly interacting gas as long as a >0, a
may be thought of as an effective hard core diameter. We shall assume
that the scattering is predominantly S-wave. This is valid if the tem-
perature is sufficiently low that

r

alA(T)<1. - 3.3)

in addition, we shall also assume that the density is small enough for
three-body collisions to be neglected. This is true if

an 173 < l . (34)

When both the temperature restriction, eq. (3.3), and the density
restriction eq. (3.4) are satisfied, the many-body behavior of the system
depends solely on a single parameter, the S-wave scattering length a.
The particular features of the potential are unimposiant; a gas of
Lennard-Jones particles and a gas of hard spheres will behave iden-
tically provided that their scattering lengths are equal.

The S-wave scattering length for spin-polarized hydrogen has been
calculated by Friend and Etters {25] using the potential of Kolos and
Wolniewicz [S]. They found
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3.5
a=0T2A. (3.5}

. . L w

Because the form of the interatomic potential is unimportant :t :?is

temperature and low density, we are free to choose any l'urp‘n w |cl :
computationally convenient. A point contact, or delta function, pote

tial is most often used,

3.6
Vir,— r)= Voblri— 1), (3.6)
where V, is related 1o a by
v,= 3, a1
0 g .

M

3.2. Self-consistent field approximation

The simplest calculations of the cquali::n of “slalc ‘[::n llht;,] c:’ea:'l)y
i y the self-consis -

i ting Bose gas are based on

mrl::?::atiin. An immediate result is that at zero temperature lh: mc_:m

l1:::.nc=rgy per particle, E(O)/N, increases linearly with the number density.

For the model potential of eq. (3.6),

38
E@Q)N =Von. (3.8)

Becausec the mean encrgy increases linearly with the |qe"1$“ltdm?:'g
i .interacting gas are chminated.
sical features of the non-i ‘ are | ate

::Z:l,[')!c the pressure at T = 0 no longer vanishes; 111s pmpumonal to

the density squared,

E| _tvn? (39
=0)=-—;| =iVon*. .
P(T=0) F172 kAl
i ibility remains finite, the den-
sequently, the isothermal compressi ;
gfyn ﬂt?ctuatif)ns do not diverge and the system can be described by
ic equilibrium states. _ _ o ‘
[h“:l'l;\n:zo?:;::ls:: ?: interaction energy with density chmnqates a:::‘l:lzr
i : spatial collapse of the system into a -
otk ﬁge:lz‘::n::‘ Tp='0 the density of a non-m;eractmg gas
0 and x = L is proportional to sin’ 11;1/[.; the
he center of the container. In a 1cm volume

particle grou
confined by walls at x =
atoms tend to bunch in t
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the zero-point energy of each particle is less than 10-* K. The density
in such a system would be supersensitive to applied potentials. A small
harmonic potential would force the density into a narrow Gaussian
distribution; a gravitational field couid fatten the gas against the
bottom of the container.

Ginzburg and Pitaevskii [26] and Gross [27) have considered the
spatial behavior of the superfluid condensate wavefunction in a weakly
interacting Bose gas using the self-consistent field approximation. They
find that in a box with rigid walls the condensate density Ny/V is
conslant everywhere except near a wall where it goes to zero as
tanh’(x/n). The healing length 7 is

n = hM2MV,n)2 (.10

Substitution of eq. (3.7) into eq. (3.10) gives n = (Bman) 2 Physically,
the healing length is the distance in which the Zero-point energy
becomes comparable to the interaction energy. For H] at a density of
10", the healing length is 235 A.

_The sclf-consistent field equations for the condensate density
No(r)/V can be solved for an inhomogeneous external potential U(r).
Assuming that U(r) does not vary significantly over distances as smali
as n, the condensate density is given by

¢
Nuryv ‘:Ue' U N I Uy .
1]
<0 E~ U, G.A1)

where £ is a normalization constant with the dimensions of energy.
Consider a gas of H | trapped by the magnetic field near the center of
a superconducting solenoid. Along the axis the field decreases
parabolically from its maximum value and the potential energy in-
creases parabolically. Equation (3.11) predicts a parabolic decrease of
No(r)/V along the axis. The width of this distribution is much larger
than that associated with a non-interacting gas, but it is narrower than
the thermal distribution of ““non-condensate” atoms. Walraven and
Silvera [28] have suggested that the change in the total density profile
at To might be used to detect the transition.

3.3. The Bogoliubov theory

In a classic paper Bogoliubov {29] in 1947 presented a theory of a
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ion

kly interacting Bose gas at temperatures far below thf’:dlra:;;mt:e

rem ):'alure He found that if a measurement were made o e
:::n‘:ma of the individual atoms when the system 1s in its groun

(T = 0), a finite number

3.12
No= N[1-3(a’n/m)"?) ¢12)

1d be tound to have zero momentum. One says lh_a-llNr Ny :t‘c:n; :il::
e “condensate”. The remainder of the atoms, N s ha te
e co“'l‘h rob.abili(y density for the momenta _of_ the non-co
Sensate. atoms rI’las a maximum near the characlem‘suc momentum
densa\l/%haml(“s:e fig. 3.1), though it is important to realize that becaustc
o the « tions t.he momenta of individual atoms are not copstan s
o e .'mera:\‘other result is that the finite condensate frflcuon :o
;)fn:::?i:::?l'ses : divergence of the fluctuations, since the motion of the

o

indiVidua! a(mr;:ilti:z?afg r(e):a:leteakly interacting Bosg gas can b:
LO"N-Iym'g el rms of a collection of elementary excitations, e?c

fjesmbedb "?ts emomentum p and having an energy ‘r:(p?; The excita-

ll'..de?‘el?ehy:: as an ideal Bose gas of ‘“‘quasi-particles’. T:'he n;e::

::::ber inava given momentum state is represented by a function of t

6

Probability Density

e

i

0 l 2 3 s >
P/P,

Prob i i he momenta of non-condensale atoms
ili nsity for the magnitude ol’ t . . ¢ aoms

_Fll- 3Buscj‘ ;:Ill,::ld: lenrl of weakly interacting pnrhclgs according to the Bogoli

"e - l‘lheor::s Po = (4MV,n)' is 8 characteristic momentum.
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fom_1 of eq.-(2.5) wit_h # = 0. Because of the interactio
particles cannot be identified with individual atoms.
curve g(p) is shown in £

form, £ = up, where the sound velocity u is given by

wo o

Wl[1)en P ® pu, £(p) becomes free-particle-like, € ~ p*/2M.
escribing a m.any-body system in terms of elementary excitations is
a powerful and widely used technique. The weakly interacting Bose gas
is one of the rare systems for which the properties of these excitatio
can be calculated directly. o
TTPe number of clcmenla}ry excitations in a weakly interacting Bose
g:s s zero at T = 0. and increases as T increases. A corresponding
change takes place in the momentum distribution of the individual

10
/
4
8} il
’
’
. ’
’
= ’ i
N P
P ,'
< il
w ’Iezpz/zm
qr ’
'
I
Fd
’ r
7, 'o’
2 . ol
| # -
- €=
.r’ - up
’I"
1ot
-
- 1 L
P/Po

:u:e. 3.5. Di—spcrsion curve for elementary excitations in a weakly interacting Bose gas
n f'r) = VmS(f). Al low encrgies it represents phonons of velocity u = {nVoM)Y7; at
igh energics it is larger than the free pasticle result by an amount nV,. l

ns, the quasi-
The dispersion
8. (3.2). When p < py, €(p) is of the phonon

I:
aM = Bran)”. G.13)
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atoms as the temperature is raised. The number of atoms with zero
momentum decreases from the T = 0 value given in eq. (3.12),

Ny(T)- NJ0) _ _ Mk’T?
No{0) 12nuk®’

(3.19)

and the momentum distribution of the remaining atoms changes from
that pictured in fig. 3.1. The Bogoliubov theory applies only when the
fraction of atoms not in the condensate, (N - No)/N, is much less than
one. For temperatures near T, the condensate [raction approaches zero
and a more extensive theory is required.

3.4. Superfluidity

Landau {30} has shown that a fluid will exhibit superfluidity if the
dispersion curve for every set of elementary excitations in the system is
such that e(p)/p > v, for all momenta p. v, is a critical Aow velocity
below which the fluid cannot lose energy to the walls of the confining
channel. From fig. 3.2 one sees that v.= u; therefore the weakly
interacting Bose gas is a superfluid near sbsolute zero. The non-
interacting Bose gas is not a superfluid because its elementary excita-
tions are single particles, and ¢(p)= p*/2M for which v.=0. These
arguments only apply near T = 0. Whether the superfluid-normal fluid
\ransition occurs at the Bose-Einstein transition Ty, or some lower
temperature, appears to be an open question [10}.

e

3.5. Hard sphere Bose gas

In 1957 Lee et al. [31] published the results of an extensive theoretical
study of a Bose gas of hard spheres of diameter a. (Recall that a is also
the S-wave scattering length for scattering of these hard spheres.) The
reference by Huang listed at the beginning of this section presents a
thorough review of that work. We summarize here some results which
are relevant to spin-polarized hydrogen:

—The pair distribution function which describes the relative prob-
ability of finding two particles a distance r apart exhibits a “correlation
length” r; given by .

ro= (Bman) \? . (315
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This is identical to the expression for the healing length which came
from the self-consistent field approximation. It also sets the scale for
the characteristic momenta of clementary excitations in the Bogoliu-
bov theory.

~The dispersion curve for elementary excitations e(p) depends on
the temperature T. It reduces to the Bogoliubov form when T < To.

~The temperature T, and the mean volume per particle 1/n, at the
Bose-Einstein transition exceed their values in the non-interacting gas,
but only by corrections which are of order (a’n)'?,

—The calculations for the hard sphere Bose gas apply for a wide
range of values of the dimensionless parameter naA*(T). When this
parameter is much less than unity, however, the thermoedynamic func-
tions assume simple analytic forms. This condition can be written

2
kT >21Ar: LI iVon = EQOYN. (.16)

In words, the thermal energy is large compared to the mean interaction
energy. By using eq. (1.13) for To, it can be shown that this is
equivalent to

TITo>» (2.612Y”an' ~ 2(aj1y, G.17)

where [ is the mean spacing between the particles. For example, in a
H{ gas of density 10"cm~® the expressions given delow for the
thermodynamic quantities are valid for reduced temperatures 7/ T, as
small as 0.1. (The general limits imposed on the temperature, eq. (3.3),
and the density, eq. (3.4), must also be satisfied.)

~The temperature dependence of the condensate fraction is difficult
to calculate in general. It can, however, be expressed analytically in
two limits. Near T = 0, where (N = NN < 1. the condensate fraction
is given by eq. (3.12) and (3.14). Near the transition, where the
inequality (3.17) holds, the ideal gas result applies:

NoATYN = 1 - (TITy. (3.18)

In mean field theories of second-order phase transitions the order
parameter goes to zero as [(T.~ TYTJ'. Since NAT} is the squared
magnitude of the order parameter in this system, the behavior given by
eq. (3.18) and sketched in fig. 1.2() is consistent with mean field
behavior.
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i i jven in table 3.1 in terms of the
rmodynamic functions are given in erms
de'[:': ‘:eand lh,; temperature T. The equations have l.)c:en simplified by
usi':lg !tlhe temperature-dependent density at the transition

1 MLT\% 3.19)
noT) = {G12) 1375 = 2.612(2 L

When T > T, the value of z is determined from the relation

.20
gv:z) = {3/2)niny(T) . (3.20)

These thermodynamic functions possess a slmp!c m:a:gg.?e;allc;z
when they are suitably normalized, usually to th'enr v;e 3 only on

d V.= 0. At constant density the scaled functions depe g
all: (‘;uced temperature § = T/T,, and at constant tempera u;e ey
:ie::d only on the reduced density n/no. The natural unit for

interaction strength is

3.21)
a‘£%=2[(312)z—%‘-ﬂ—). (

The scaled functions are simplified by introducing the following

m:ni;ynmic functions for the weakly interacting Bose Gas
Pressure
v T<Th
Pen. Ty = EE2 T 1) + 31 0T+ 07
T> T.
- Bsnlz) Vanl
= o) KT Von
Entropy
S ¢52 _3 Ve, _ m~{T) . T<T,
s‘*”““i%%ﬁﬁﬂ 3 kT [‘ " ]
Sgulz)mdT) . T>T,
S3(6R)
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Imeraal encrgy

2¢002)

=;MT@+EK“
k

U(n.TyNh‘—@@r"'-iJ "V"[l_ +2 i))]

Specific hear at constan) volume

(0GR a4 kT

= B snlz) ndT)
s o a e

Specific heat difference

Crtn TNk = S EOBMT) SndTVe[,_ i)
n

(Cr(n, T)- Cy(n, TIYNK = L’l ["_@_2)3_ 352&&@]

2¢{(3/2y n nkT
= |Balz) ZnVu 2)ng(T)
Igwlz) )
Sln(l) ] [2 {(/2) n 250(2)
lsothermal compressibility: xr w — %g—;’
NT
'i‘l("- T)= Vun?
= 2Vont 4 B42(2)
" i) T
Adiabatic compressibility: xg = — 3 EZ .
i T) = V' [ £ D) | 30KTV,
wn +ka[“3m - 5" °]
(5/2)nlT) 1 54 Vo ndT)
[((m) n 5 u( -4 )]

=2Vent+ 5%}5}"‘”“7

Expansion coefficient: o = + 2Y
VTl

- St 22 iy

n Vo

(6R)
_;[3-"31—1 n(T) 3&3@(.)][@;() 2nV.,]

3
2
]
=3 WO n spp)lga(z)

T<T,

T>T,

T<T

T>T,

T<T

T>T,

T<T,

T>T,

T<T

T=>T,

T<T

T>T,
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parameters:
cm{B2LGR)=195. ..,

b(z)=gsal2)((512),  bU)=1, G.22)
f(2)=gnl2Vigalz),  f1)=0.

In terms of the pressure P, of the non-interacting gas at the transition
Pu= {(5/12YM/2mh Ak TY" - (3.23)

the scaled equation of state for an isotherm (pressure as a function of
density at constant temperature) is

jl;—l+1ca[l+(nlnu)2] nine>1,
1]

= b(z)+ ca'(ninoy , ning<1. (3.24)

Figure 3.3 shows the behavior of this scaled equation of state. It
demonstrates a unigue feature of the weakly interacting Bose gas: the

2 r
[’!
i P"‘ﬂkT I/’:
1
I S a'=02
fo) ! .
| 7 ' ;
a | / ' a =01
ri 1
i+ I’ :
. : GI:O
N / .
/ ! -
v i
L / !
4 ]
] |
I
:
0 1 2
n/ng

Fig. 3.3. Equation of state for a weakly interacting Bosc gas. &’ is the reduced scartering
length, eq. (3.19). @ = 0 describes the ideal Bose gas. For H | a0 3K, a' =01,
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f
Tabie 1.2 f
Scaled thermodynamic functions at constant density ) \
]
Pressure: Py(n) = _Ef_(ﬁﬁl!_ [“312)] , U/ Uy :'
PiPo= 4 lea'(1 + 1) 1<) .
1
=82+ ca’ =1 !
|
Entropy: Sy(n) = }Nk/c | PR
! : T e
S1So= £ fea'paqy - iy <t P
D - - 1
=M -{cin; 1>1 - : Cy/ N T :
3WM )
Internal energy: Unn) = [ ] l
3 :
£372) . 1
UlU.,:r"’+ica'{]—t’”+2:’) r<i i+ :
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slope of an isotherm changes by a factor of 2 at the transition,
corresponding to a discontinuous increase by a factor of 2 in the
isothermal compressibility as the system enters the ardered phase. This
effect could serve as an cxperimental signature of the Bose-Einstein
transition in H | .

The dependence of the scaled thermodynamic functions on tem-
perature at constant density are presented in table 3.2 and illustrated in
fig. 3.4. Because of the interactions, the pressure and internal energy
are non-vanishing at T = 0. The entropy and specific heat at constan
volume are independent of the interaction strength V; when T> T,
The specific heats, the expansion coefficient, and the isothermal com-
pressibility are all discontinuous at the transition, providing possi-
bilities for detecting the transition as well as for measuring the strength

of the interaction. For example, the discontinuity in the constant
volume specific heat is directly proportional to g;

Ct=1-)-C(t=1+)= 2 3/2)Nkal A(Ty) . (3.25)

The adiabatic compressibility, however, shows no anomolous behavior
at T, precluding the use of the velocity of sound as a signature of the
transition. Finally, note that for the ideal Bose gas (G — Cy) ' is zero
for T < Ty. This reflects the unphysical result that for the non-interac-
ting gas Cp is infinite below T,

It must be borne in mind t'hal the results presented in 1ables 3.1 and
3.2 and displayed in fig. 3.4 are subject to the iggquality (3.17): they
are not valid near T = 0. Consider, for example, the specific heat. For
the interacting gas in the limit of small momenium or energy the
elementary excitations are phonons; therefore as T >0 1he specific
heat should be proportional 1o T2, In the analytic forms of tables 3.1
and 3.2, however, as T -0 the specific heat is proportional to T2, as is
the case in an ideal Bose gas. This is consistent with eq. (3.16) (which
implies that the mean thermal energy of an atom must be large
compared o its interaction energy) and with the fact that the dis-
persion curve for the clementary excitations, fig. 3.2, approaches the

free atom result at high energies.

3.6. Critical behavior near T,

The Bose-Einstein transition is one member of a large class of phase
transitions which are the subject of modern theories of critical
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int of view of these theories all second-ordf:r
p::ns:"t‘::nas.it[i:orz:] (::: II)::“:rm.lpet.! into what arc'called urfivcrsamy
Ir;lasses {32]. Members of the same class exhibil. similar beha\'rlo_r at the _
transition, notwithstanding that lhe_ir non-critical charatct‘cflsluzs_ “l:::y-
vary widely. A universality class is defined by the sp‘:l.la iln e
sionality, d, of the system and the number of_c;mgonc: a.h:;c ! the
order parameter. For the free gas of H|, d = ..( r;)r l:t ey
sition in the film of H | adsorbed on a He co_a!ed su atfe, - -scalar
order parameter for the Bosc—Ein§le|n transition is a_c.u.mp x scalar
[33] so that n = 2, corresponding either to its real and imaginary p i
or to its amplitude and phase. Other systems Il: the sa:jnc unwet::'ss:l 5:
class include superconductivity, superfluidity in ‘He, and magn

. . .
-dimensional planar ferromagne . _ -
: llhl: t:;:rim::iplf.:, to predict the behavior at the Bose—Einstein transition

in H] one need only examine the transition in a sgperconductor (r)ir
the lambda transition in ‘He. For one of the most nrnpgnanl e:fp:m
mental parameters, however, the specific heat at cnmsfantl‘ I:‘l"evbi _“;
there appears 1o be a paradox. As fig. 3.5 shows, (,.‘ cddino. -
walitatively different manners in l.hc ..supcrcum'lm.u‘)rl. in in e
;'uperﬂuid To explain this apparent violation qi.unwersa iy, on
consider the role of fluctuations near Il'he transn_l?n. < is that the mag.
isti second-order phase transition
A characteristic of second rans ) - ’
nitude of the order parameter decreases with increasing temperature

Cp Ce

|
i
T T T T

., 4
Superconductor Superfluild "He
i fielkd behavior of Cp al a second-order phase -lransmon. (Ic.ff} Cnuc‘:;ll
o 3:5‘ s at a second-order phase lransition {right). Whu:!l bchawqr is ubn::w
bChﬂmV_‘Ol' " Cr& nds on the fractional width of the critical region. H | is expect
i mially depe display mean field behavior.
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fg‘:::lcr:g S'{NOOI!IIY to zero at the transition temperature, T.. In contrast
dive:::: 1::15“:: (the p.rder parameter grow as T, is approached ami
_ ransition. At temperatures well below T. the fiu
:::nmss artr': small and the behavior of the system can be¢des:n!‘l;]:(;uian.
te l‘,:c'ohlh:l: mean value of the order parameter. Theories which
n eg o st edt::tuz;:ons are called mean field theories. These include
> and the Ginzburg-Landau theories of : ivi
thcl:fvanous theories of the weakly interacting B::cp;l:mdllﬂlvlly. and
.l ":::::r aggrmt:;it::s tl‘:: s;; h(;loisely oftha:' Ructuations in the order
; vior the system, the

:::g:::: :o !opger apply m!d one is said to be in the critical Tee:izn ﬁ;!:

; escribe behavior in this region directly, though one can rc-sort

of C:I":z?:;i ‘E’;] t:l‘: pt:l::atined (;“f'f approximate expression for the value
ure difference ¢ = (7, -~ .
passes from mean field to true critical behavii)r, TYT. at which one

k!

" agacH vy (3.26)

::::ndﬁc.; di:s tl:; jump in constant pressure specific heat at T. based on
model, and r, is a T = 0 non-critical correlation length,

ean field behavior. For ‘He,

h .
owever, £ ~ 10! and the plot of Cp for a superfluid in fig. 3.5 (right)

displays true criticai behavior.
lh;l:ne tfheog of the weakly interacting Bose 2as is the mean feld
“kcl;ytoc:iris ll. By evaluating £ we can determine whether Hl is
oy play mean field or critical behavior. The value of r, can b
rom eq. (3.15) and AC, can be obtained from table 3.1? "o

AG = Go(s = 1-—)-C,(t=l+)=%§gz—,[l+§ca’]’. 3.27)

For our purposes the bracket
ed term can be taken ¢ : .
©9s- (3.15) and (3.27), the Ginzburg criterion (3.26;11:.:‘;::,:: 1ty Using
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As might be expected, the behavior is governed by the ratio of
scattering length to De Broglie wavelength. However, the fact that £
depends on the fifth power of this ratio means that a system is likely to
display decisively one form of behavior or the other.

Consider H} with T,=0.1K, which corresponds to a density of
1.57%10%cm™ and A(Ty)=55A. Under these circumstances &~
2 % 1077. ‘The cross-over from mean field to critical behavior occurs less
than 107K from T,. Thus a mean field description, in particular the
theory of the hard sphere Bose gas, should be adequate for experi-
ments on H | in the foreseeable future (see Postscript).

3.7. Extensions of the theory for H ]

Interest in H ] has motivated several extensions of the theory of a
weakly interacting Bose gas. We summarize three of these.

Lantto and Nieminen [35] have carried out numerical calculations of
the ground-state properties of a Bose gas using the accurate Kolos~
Wolniewicz potential [5]. They considered densities as high as 4x
10*' em™3, where a’n = 0.11. The calculations yielded the ground-state
energy, the condensate fraction, the radial distribution function, the
static structure factor, and the wave-vector dependent exchange
energy. At low densities the results are in accord with those of the hard
sphere Bose gas, but at higher densities substantial deviations are
observed, These deviations would be interesting to study, but for
reasons to be described later it scems unlikely that high enough
densities of H] can be achicved for them to be important.

Siggia and Ruckenstein [36] examined the consequences of having
two hyperfine states in the Bose gas. They found that atoms in the two
states could constitute two separate gases, each with ils own transition
temperature. When both gases are in the condensed phase in a high
magnetic field, a rotating transverse magnetization should spon-
tancously appear. The situation is complicated by the possibility of
magnetic domains and phase separation. Unfortunately, a practical
requirement for achieving densities high enough for the Bose transition
is that the gas be prepared in a single hyperfine state, which makes it
unlikely that this collection of magnetic phenomena can be observed.

oy W
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Following the original su i
' ggestion by Walraven and Silve
;arw.ms groups [37-39] have considered the spatial depcndenc::aof[ zlflle
c::::: in ar(: ;nhon:logeneous magnetic field. The motivation is that a
In n(r} at the transition can signal the o i
and the precise shape of n(r) fi ' rovide o
_ _ or T<1, can provid itati
information about the ¢ i Y Fe comman 10 thees
. _ quation of state. A feature common 1 S
calculations is that the gradieat of n(r) increases by a fa::)ul'r]e:;

approximately 2 where the condensate first i
. a g .
can be explained physically as follows. ppedrs in the cell. This

For a magnetic field B varyi s i
by reuin ying along the x-axis hydrostatic equili-

daP _ dB
dx ni{x)p. ax (3.29)

where u. is the magnetic
: moment of the el ]
nifor temperati, ectron. In a system at

aP
ax

- 9P
T an

dn
rdX

.1 dn
T nxpdx

- (3.30)
Combining these two equati i
binin quations yields an expression for the densi
gradient in terms of the isothermal compressibility © demy
[

dn!x)| = nix dB <
dx |y THe gy - (331)

fl‘his 'rcsul't is valid bol'h above and below the transition. The factor of 2
\ncrease in the grac!lenl i a consequence of the doubling of the
isothermal compressibility «; as one enters the condensed phase.

[;E'qualioq (3.3!) can be integrated to obtain the density profile. Below
the transition temperature where ;- = 1/V,n? the result is

= He .
n{x) V, B{x) + constant . (3.32)

E.Recall that V, is deﬁneq in eq. (3.7). It has the dimension of encrgy
imes volume.) These simple arguments assume that n(x) is ap-
proximately constant over distances of the order of the healing length
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Under these circumstances eq. (3.31) reproduces many of the useful
results of the more involved calculations.

4. Adsorbed H | : a two-dimensional Bose gas

The need to find suitable surfaces to help to coafine gaseous H|
constitutes a serious experimental problem, but it also provides
scientific opportunities. In most experiments H} recombines pre-
dominantly on the surface; from this point of view the surface is an
undoubted nuisance. On the other hand, the adsorbed layer of H |
forms a weakly interacting Bose gas which is of considerable interest in
its own right. The gas is predicted 10 undergo a two-dimensional phase
transition, a Kosterlitz=Thouless transition {40]. This surface transition
may occur before the Bose-Einstein transition takes place in the gas.

In addition to confining the atoms, the surface serves another
experimenial role: it is the site at which heat is extracted from the gas,
allowing (one hopes) thermal equilibrium 1o be attained. At high
densities the question of heat transport can assume major importance,
but the mechanisms are not well understood at present and we will not
discuss the problem here.

4.1. The aniiferromagnetic instability

Adsorption of H| can cause high densities on the walls of the
container. This is potentially worrisome for the followiag reason.
Berlinsky et al. [41] have pointed out that for sufficicntly high
density H| becomes unstable with respect to pertusbations in the
uniform parallel spin alignment, cven in a high magnetic field. The
effect is usually discussed in terms of an antiferromagnetic exchange
interaction between neighboring atoms. For three-dimensional sohd
H | the instability is associated with the spontaneous creation of spin
waves; the depolarized spins would cause rapid recombination. Such
an instability is not limited to the solid: the gas [35] and the two-
dimensional array of H} on a surface [42] are also unstable. Precise
calculations are difficult because they depend sensitively on the radial
distribution function. For example, receat calculations by Kagan and
Shiyapnikov [43] find that the critical density is somewhat higher than
that calculated by Berlinsky et al. {41]. However, the origin of the
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Fig. 4.1, Interatomic po!cn!ials. for H in the triplet state in a field of 10°T. The dashed
linc indicates the singlet potential. .

effect can be understood i iti iti
obta-lined from simple en:r';: :2'32::::?0?12 e critical densities can be
m;ﬁ:{,’i ‘:i:ksjh?]‘?hs the p_olenu‘:a_l for a pair of hydrogen atoms in a 10 T
separation is g;'eat:r ;':lsa; ;blott:gki'sf?:e . ;‘able ararions s s the
ter ¢ ; smalier separati
3:1 :u‘\:l:nitnbon:hqg in the sing_lel state exceeds ll:'he Z:J:::':: ::::g
dimensj("[:al !po arization. W.c infer that a solid, a gas, or a two-
Simensiona atyer o_f H| will be unstable when the mean spacing
e € atoms is of l!'le order of 4 A. This corresponds to bulk
tes of order 102 cm™. Such densities lie beyond the goals of

curre
nt research, however, so at least for the present this instability is

unimportant in the bulk. The critical surface density is somewhat

above 10" cm™2, This can be ex
' . ceeded at low temperat
adsorption of H | on the walls is extremely weak.pe plres unless the

4.2. Surface adsorption

Hydrogen atoms are attracted to the walls of the container by Van der
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Waals forces. To minimize this interaction the surfaces should be a
material of low density and low polarizability. Onc material which
must be considered is molecular hydrogen, for at low temperature
almost any other surface adsorbs hydrogen so strongly that it will
recombine to form H;, building up a blanketing layer.

In thermal equilibrivm the surface density o of a classical non-
interacting two-dimensional gas is related to the volume density n by

o = nA(T)exp(+ E/kT), @.1)

where E, is the (positive) binding energy of an atom on the surface. This
expression holds for real gases at low temperatures provided that the
mean spacing between atoms on the surface and in the gas is much larger
than the De Broglie wavelength A(T).

The binding energy of Hl on solid H; has been measured by
Crampton et al. [44] to be about 34 K. Consider the adsorptionof H | on
H, when n = 10"cm™>. At T =4K the surface density is reasonable:
o= 4% 10" cm 2 At 1K, however, the surface density would be un-
physically large: 102 cm™2. Molecular hydrogen walls are useful (and
perhaps unavoidable) for transport of atomic hydrogen at temperatures
down to 4 K, but for transport and starage at lower temperatures some
other wall coating is needed. .

The only atoms with a lower Van der Waals attraction than H, are
‘He and ‘He. The Van der Waals attraction between H and atomic
helium is identical for the two He isotopes. As a surface coating, each
isotope has its own advantage. ‘He forms a superfluid below 2.17K.
The superfluid flows up the walls of any vessel containing it and forms
a self-healing film of thickness d ~ 300 A/h'3, where h is the height in
centimeters of the film above a liquid puddle. This constitutes an ideal
arrangement for applying the surface coating. Liquid He is not a
superfluid, but because of its lower mass and larger zero-point motion,
its density is about 25% less than that of liquid ‘He. As a result the
binding energy of H } on liquid *He is significantly less than on liquid
“He, which is an important advantage.

4.3. Binding energies for hydrogen on helium
The potentia)l cnergy V(z) for motion perpendicular to a helium

surface is essentially independent of which isotope of hydrogen is being
considered. ‘The systematics of binding energics for hydrogen on

o

re

e
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Fig. 4.2.. Model potential for asom-surface wnteractions, according to Stwalley [45]. The
surface is treated as a hard surface with a 2°* Van der Waals attraction. The values of zg
and c¢; are those appropriate te a *He coaled surface.

helium have been studied by Stwalley [45) using scaling arguments
based on a simplified mode! for the surface potential. His model for
V(z) is shown in fig. 4.2. The z¢? behavior is appropriate 1o the Van
der Waals attraction of a wall. The cut-off at z, réplaces the com-
plicated hard core repulsion at short distances. Table 4.1 presenis the
resulis for the binding energies based on this model. In some cases
there is a second bound surface state, but the binding energies are so
low that the occupation probability is negligible. Although the results
in table 4.1 are intended primarily 10 demonstrate how the energy
depends on the adsorbent and adsorbate masses, they are, in fact,
remarkably close 10 the measured values.

Maniz and Edwards [46] have calculated the binding of the hydrogen
isotopes on liquid *He taking into account various details of the free
‘He surface. The approximations involved are expected to give genuine
lower limits to the binding energies. They find 0.62 K for H, 1.39 K for
D, and 183K for T. Another calculation based on different ap-

proximations by Guyer and Miller [47] gives 0.10K for H, 1.1 K for D
and 24K for T.
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Tabie 4.1
Binding energies from the Stwalley model
System v E, (K)
H on *He 0 O.gs
‘ 0 2.
D onHe 1 00013
‘ 0 32
T on *He ; 2
H on *He 3 tl!gb
? -
B on e 1 Sex 10"
3 0 19
Ton He ] 0.0030

» i the bound state quantum number (from ref. {45D).

Experimental measurements of E, are discussed in sect:mns 6 and 7
and results to date are listed in table 4.2. Note that the ratios E, (D on
‘He)/E, (H on *He) and E, (H on ‘He){fE., (Hlon ‘He) are close to
those suggested by Stwalley’s analysis. 1t is puzzling, however, that the

Table 4.2 .
Mecasured adsorption energics
Adsorbent Adsorbate Eu(K} Reference
‘He 1.1M5) Morrow et al. [15)
" 1.01(6) Cline e al. {16]
0.8%7) Maithey et al. [48]
3He : 0.42(5) lochemsen et al, [49]
H YHe-*He 0.33(3) Van Yperen el al. [50]
g ‘He 2.5(4) Silvera and Walraven [S1]
Table 43 ‘
Surface density of adsorbed atomic hydrogen
T (K) ‘He 'He
03 89%10* 1.2 W
02 S8x 10" 29% 10°
o1 1.2 10% 30 % 10"

Density (atoms em’ 7 calculated from the classical nbwrplio:l isutherm, q. (4.1). Buik
density s = 10% cm*; binding energy LUK for “He, 0.4 K for *He.
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measured adsorption energy for H on *He is larger than for H on a
solution of *He and *He; physically one would expect the reverse.

Table 4.3 displays values of the surface density of H} from eq. (4.1),
using binding energies of 1.0 K for *He and 0.4 K for *He. In the case
of ‘He at 0.1 K the surface density is so high that interactions between
the H] atoms must be considered and eq. (4.t) no longer applies. We
next consider these interactions and their implications.

4.4. Interactions between H | atoms on the surface

The problem of a Bose gas confined in a vessel with interacting walls
provides another example of how one can be misled by neglecting
interactions between the atoms. For an ideal gas the chemical potential
Ha for the H] on the surface is given by eq. (1.14) with an additional
term, —|E,|, due to adsorption

sa = ~|Ey + kT In[1 — exp(—aAXT))] . @.2)

The chemical potential for the H| in bulk, xy, can be obtained from
€q. (2.18) and the definition g = kT In(z). In equilibrium g, = uy; this
relation determines the adsorption isotherm o(n, T). Note that u, is
always less than —|FE,|, whereas Bose-Einstein condensation in the
bulk requires sy = 0. As a result, adsorption on the surface prevents
the Bose—Einstein transition frém occurring in the bulk. The atoms
find it encrgetically preferable to adsorb on the wafls rather than to
buitd up the bulk densities needed for condensation.

This situation is unphysical because it assumes that the surface
density can increase without limit. (It is also unphysical in that it
assumes the atoms can interact with the surface but not with each
other.) In reality the density of adsorbed atoms saturates at the point
where the cost in interaction energy for adding one more atom to the
surface exceeds the adsorption energy. Once the surface saturates, uy
is free to rise 1o zero.

The first study of interactions between H} atoms on a surface was
undertaken by Miller and Nosanow [52] who verified that the ad-
sorbate would form a two-dimensional gas rather than a two-dimen-
sional liquid. They showed that the energy per atom a1 T = 0, EQU)/N,
is a monotonically increasing function of o. (A liquid would have a
minimum in E(O)N at a finite o rather than at ¢ =0.) Their cal-
culations were based on the quantum theory of corresponding states
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using a Lennard-Jones potential whose Qaramelers were chosen lofﬁt
the Kolos-Wolniewicz potential (see sections 5.2, 5.3). The resuits o;
E(0)/N are shown in fig. (4.3) along with lhe‘results of La_muo| ann
Nieminen [42] who employed a diﬁerem. lthHIQ!JE based dlrlci:ct y 1:
the K-W potential. In both cases E()/N is linear in o for small o. The
shape of E(Q)/N gives the surface interaction strength y:

lim EQ)YN = vo. 4.3)
o0

i = 14 Kcm? while Lantto and

ltler and Nosanow found y =0.97x10 . ‘
:ldileminen obtained y = 0.65 x 10 Kem?. The chemical potential of the
two-dimensional gas at T =0 can be obtained from eq. (4.3).

_EQ) _ (1N gy )
plr-o=SN7], aN(A) 2yo

To determine the adsorption isotherms for H | we need expressions
for py and p,, including the interactions. To obtain uy we use the
thermodynamic identity

u = (E+PV~TS)N, (4.5)

5

N Lo b
T T T

Energy per Particle (K)
o

0 16'4 2x10'
olem-2)

Fig. 4.3. Mcan encrgy per particle vs susface density lor H | in strictly two-dimensional

motion. Curve (a), Miller and Nosanow [52]; curve (b). Lantto and Nieminen [42].
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and the thermodynamic functions for a weakly interacting Bose gas
from table 3.1. The resuli is

FV=“«VJ]+2VUH. T)To,
=pPtViln +0fT), T<T,. (4.6)

Here 4%} is the chemical potential of the non-interacting gas (u{¥ =0
when T <Tp), V,is the effective scattering strength given by eq. (3.7,
and ny(T) is the density at the transition given by eq. (2.21). Note that
the result uy(T =0)= Vyn could be obtained directly from eq. (3.8)
for E{0)/N:

—m=2EQ)] _ 3 (VuN®
ulT = 0)= 228 v‘aN’(zv )-Von. @7

Edwards and Mantz [53] have considered the interaction of two H |
atoms adsorbed on the surface of *He. Their calculations differ from a
strictly two-dimensional model in that the finite spread of the H |
wavefunctions perpendicular to the surface is taken into account. (Two
atoms can pass "“over” as well as “around” each other.) They define an
effective surface interaction strength V§? and find it to be proportional
to the V; used for interactions in the three-dimensional gas:

VE = (0.095% 1P ecm )V, . © (4.8)
“

The chemical potential for H} on the surface is the sum of three
separate contributions: an adsorption term, —|E,|; a term representing
the kinetic energy, eq. (1.14); and an interaction term, 2 V{fo, analo-
gous to that used in eq. (4.6) for T >T,. (Because Bose-Einstein
condensation does not occur in two dimensions the result for T< T,
does not apply.)

pa = —|E| +2VFa + kT Infi - exp(aA}(T))] . 4.9)

It is worthwhile comparing the interaction contribution to g, used
here, 2V§%0, 10 the rigorous two-dimensional result 2yo of eq. (4.4).
Using the generally accepted value of g =0.72A from Friend and
Etters [25). V§'=0.41x 10-" K cm?. This is less than the values of y
discussed earlier [44, 52], 0.94 and 0.65 % 10" K cm?, which probably
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reflects the “softening” of the interaction due to the finite extent of the
wavefunctions perpendicular to the surface.

The adsorption isotherms obtained by eliminating u4 = ug from eq.
(4.6) and eq. (4.9) are shown in fig. 4.4. At low density and high
temperature the adsorption isotherms reduce 1o eq. {4.1). At high density
and low temperature, they approach a limiting behavior,

?ﬂcr:%%\» i'%(w nolT)). (4.10)

Under the experimental conditions which are expected o apply to
H | . the second term in eq. (4.10) is much smaller than the first. In this
case the surface density o saturates at a value |Eyj2 VE.

Adsorption isotherms for H | were first discussed by Edwards and
Mantz [53] and by Silvera and Goldman [$4]. Those calculations
contained a factor of 2 error in the interaction coatributions 10 the
chemical potentials which was corrected by Goldman and Silvera [5S).

The form of the interaction contribution for s, used in €q. (4.9) )
assumes a weakly interacting surface gas of H | atoms for which thAe
mean energy per particle is linear in the surface density o. This
assumption can be compared with the strictly two-dimensional results
at T = 0 shown in fig. 4.3. In that case E/N is noticeably higher than a
linear extrapolation of the low o result by the time o reaches 10" cm 2.
If the actual hydrogen film shows the same behavior, then eq. (4.9)
underestimates the interaction contnbution to g, near saturation. This
would lead 1o a saturated density somewhat lower than that given in

eq. (4.10) and displayed in fig. 4.4,

o
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Fig. 44. Adsorption isotherms for H} (lef1). Adsorption “isochores™ for H | (right).
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4.5. The Kosterlitz—Thouless transition

:idwgr_ds and Mantz [53] have suggested that a Kosterlitz-Thouless
t;"ansmon [40] to a superfluid state may occur in the H} adsorbed on
adc w:ll;. analogou:s to a transition which has been observed in thin
susor',| _dﬁlms 'o_f i—!e [56, 57). It is qualitatively different from the
superfluid transition in three dimensions because fluctuations are more
m{;;ortam in two t‘im?ensions than in three. Conventional long-range
:); er, : non-zero lll‘lll'l at large distances in the correlation function for
abe order parameter, is impossible in two dimensions. This implies the
” Os:l:tl:;lof 1:‘ ﬁt;lle condensate fraction. Nonctheless, systems of the
itz-Thouless type undergo a pha iti
state at a finite temperature T.. ’ Phase transition (o an ordered
Below T, the lwo-dimensi;nal i

. c . system is a superfluid. It can be
dg;c;tbcd by two-ﬂmd_hydrodynamics involving a superfluid density
:;.md )ant(! a nd(:'cmal fluid density p@(T) = Mo — p®(T). Bose-Einstein

ensation s not occur, however, si t actior i
zero momentum is never finite, - since the {raction of stoms with
o l:e :olhlre;--dgmensionlal system the superfluid density goes smoothly
toze 1: | o in two dlmen_smns AT drops discontinuously to zero

.- Nelson and Kosterlitz [58] have shown that the ratio of the

discontinuity in th i

e superfluid mass density to th iti
. . e t ;
perature is a universal constant: ! ransition fem

oy T-yT - 2K (MY ‘
pATHT.= S (F) . @.11)

This predicti i i

e 5|-J,] - ion has been confirmed in the experiments on ‘He films

woma;ese"(;:ut::l :r:iqu;s:aturehof the Kosterlitz-Thouless transition it
\ o observe the transition in a system as simpl

mathematically tractable as H| on ‘He. Edwards [59] has argmul:::; :‘h“ac:

the jump in the superfluid densit iti
t
o e ol sty domeit: y at the transition should be very close

PNT)~ Mo
4.12)

Using this approximation i i
oy pproximation in eq. (4.11) gives the following estimate for

T.~ mhiof2Mk . (4.13)

. o e e

PR -
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The two-dimensional transition temperature €q. (4.13) is shown on
the adsorption isotherms in fig. 4.4. The transition lies within a
temperature and density range which may be achieved in H | experi-
ments; indeed, it may be easier to attain the Kosterlitz=Thouless
transition on the surface than the Bose-Einstein transition in the bulk.

Unfortunately, a Kosterlitz-Thouless transition in H} will not be
easy to detect. There is no measurable anomaly in the specific heat as
there is in superfluid “He and the weakly interacting Bose gas. The
torsional oscillator technique used by Bishop and Reppy [57] relies on
the slipping of p® relative to an oscillating substrate below T.. In all
experiments with H | so far, the substrate has been superfiuid. In such
a case no change in the moment of inertia would occur when the layer
underwent a superfluid transition. The oscillator technique seems to
require a pure JHe surface to avoid superfiuidity in the substrate. It is
not yet known whether H } can be stabilized under these conditions,
though only small amounts would be required.

Guyer and Miller [60} have proposed using third sound in *He to
study the Kosterlitz=Thouless transition in H}. Third sound is a
density oscillation in superfluid films. They point out that a normal
layer of H adsorbed on superfluid ‘He would shift the resonance
frequency of a third sound oscillator by an amount which depends on
the H} coverage. Moreover, when the Hl layer becomes a
superfluid, two separatc resonance frequencies should appear where
there was only one before. Possibly the high resolution third sound
resonance methods which have been used to study ‘He films (61, 62]

can be adapted to the study of adsorbed H | .

4.6. Effect of dynamical modes of the surface

So far the helium on the walls has been treated as a fiat immobile
curface whose only effect on the hydrogen is to provide bound surface
states. This picture is inconsistent, however, since adsorption, of atoms
from the gas onto the surface requires inelastic collisions; the surface
must have degrees of freedom to accommodate the energy lost by the
atoms. These degrees of freedom are the elementary excitations asso-
ciated with surface waves on an incompressible fluid, usually referred
10 as ripplons. The surface is distorted in the vicinity of the H | ; this
distortion can move with the atom. The resulting complex is called a
surface polaron in analogy with the problem of an electron moving in
an jonic lattice. The first calculations [63, 64] indicated that the
interaction is so strong that the H | is effectively localized on the
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surface. Subsequent calculations [65, 66], however, have concluded that
the interaction is weak, its primary effect being to replace the actual
mass M of H] by an effective mass M*. The calculations indicate thal
M* is only a few percent larger than M. A value of M* = 1.11 M was
estimated by Edwards [59] using a semi-classical approach.

The fact that the adsorption rate is governed by the surface excita-
tions may have important experimental consequences. It is known that
the probability for a H| atom to be adsorbed during a collision with 2
He wall is small. Jochemsen et al. [49] measured the “sticking prob-
ability” for H to be 0.035(4) on *He and 0.016(5) on He in the
temperature range 0.18-0.27K. Zimmerman and Berlinsky [67] and
Kagan and Shlyapnikov [68] have calculated the temperature depen-
dence of the sticking probability and find that it approaches zero as
T—0. An interesting and perhaps important physical consequence of
such a temperature dependence has been pointed out by Kagan and
Shiyapnikov [68]: the decrease in the sticking probability may be
helpful in attaining the Bose-Einstein transition in the millikelvin
region. The reasoning is as follows.

We shall see in section 7.6 that the lifetime of samples with densities
near the critical value ny(T) may be limited by three-body collisions.
The lifetime could be too short to permit observing the transition in
the 300 mK region. This problem can be avoided by working at lower
temperatures, below 100 mK, where ni(T) is smaller and the three-
body recombination rate in the gas is much reduced. Unfortunately, as
the temperature is lowered the surface density o(T)dncreases rapidly
and the atomic lifetime decreases due to recombination on the surface
(see section 6.2). It is possible that there is no temperature at which the
lifetime is long enough to permit a quantitative study of the transition:
this can only be determined by further experiments. The above
argument, however, assumes that o(T) is in thermal equilibrium with
n(T). Kagan and Shlyapnikov [68] point out that the small sticking
probability at low temperature may prevent establishment of this
equilibrium. This would cause ¢ to be smaller, and the lifetime to be
fonger, than the equilibrium calculations indicate. They predict that o
will begin 10 fall below its equilibrium value (in this case the saturated
value of about 10" cm™?) at a temperature of the order of 5 mK. They
also poini out that the sticking probability decreases even more rapidly
with decreasing temperature once the Bose~Einstein transition occurs,
since the atoms in the condensate are effectively al zero temperature and
cannot be adsorbed.

1
!
1
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s, EquatlonsﬁmtorHl,

It is a tautology that H| cannot be viewed as a weakly interacting
Bose gas unless it is a gas, but is not a priori obvious that H | \..vill
never liquify under its own vapor pressure. In this section we review
the theoretical studies of the equations of state of H } and its isolopes.
The statistics of particles can have a decisive effect on their equations
of stale; our starting point is a discussion of the Bose properties of

H|.
5.1. Why is H] a Bose system?

Underlying our discussion of H | as a Bose gas is tl}e assumption that
H | obeys Bose statistics. The argument is essentially that two fer-
mions make a boson. More specifically, one can interchange two atoms
by first exchanging the electrons, reversing the sign of the ulfaveiunc—
tion, and then exchanging the protons, restoring the original sign. Here
is the abstract of the paper which first discussed the role of symmetry
on diatomic molecular systems, a 1931 article by Paul Ehrenfest and J.
Robert Oppenheimer [69].

From Pauli’s exclusion principle we devise the rule for the symmeiry of
the wave functions in the coordinates of the center of gravity of wo
similar stable clusters of electrons and protons, and justify the assumption
that the clusters obey the Einstein-Bose or Fermi—Dirac stasistics ac-
cording 10 whether the number of parsicles in each cluster is even or odd.
The rule is shown to become invalid only when the interaction between
the clusters is large enough to disturb their intemal motions. .

By way of illustration, note that in molecular physics the deuteron is
treated as a boson though in fact it consists of a proton and a neutron,
two fermions. At nuclear energies, MeV's, the deuteron must be
regarded as a system of fermions, whereas at chemical energics, eY‘s,
it behaves like a single Bose particle. The large ratio in the energies,
~10(#, assures that the approximation is safe. Similarly, a hydrogen
atom must be treated as a system of 2 fermions for energies which
approach electronic excitation, about 10eV. The _H §-Hl molecu]ar
interaction is about 10-*eV. The energy ratio is about 10, which
justifies the assumption. _ _

There are, however, conceplual problems when one considers inter-
actions which depend on the internal variables, for instance exchange
interactions which depend on the electron spin coordinates. A sys-
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tematic study of the role of symmetry on the equation of state of
hydrogen has been carried out by Lefevre—Seguin et al. [70]. These
authors calculated the second virial coefficient for hydrogen, and
showed that the interactions can be classified according to their
dependence on the internal coordinates. As anticipated, at low tem-
perature the system behaves like a simple Bose gas. In principle,
however, a complete description of the system requires consideration
of collisions in which electrons or protons arc separately exchanged.

5.2. The role of zero-point energy

The H]-H | potential is not dramatically different from the *He-*He
potential (see fig. 5.1), and *He is a liguid in the Bose transition region.
Why then does H} remain a gas down to absolute zero?

The decisive difference between H} and He is not the slightly
decper potential for He but the factor of 4 in the mass. At low
temperature the state of a system is determined by the conflict between
the attractive potential energy and the zero point kinetic energy. In
*He neither wins: ‘He does not form the most ordered state, a solid,
nor does it remain a gas. Rather, the system collapses to a state of

20

10} o

Hi-Hi

Potential Energy {K)
o

He-He

-20 1 1 4

Separation (R)

Fig. 5.1. Interatomic potentials, helium and hydrogen.
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intermediate order, a liquid. (Nevertheless, l_he density of the |Iqllld. is
dramatically lowered by the zero-point motion. It absc!ljt, the densn'l‘y
would be 6 102 cm™>. The actual density is 2x 102 cm ..) nH] the
zero point encrgy is so large that the system never liquifies under its
o‘:echl's :'iginll conjecture that H} is a gas at T =0 was basiedd; on
the quantiom theorem of cormresponding states. This ll.leorem prov sba
powerful guide to predicting the propertics ol diverse systems by
simple scaling arguments. We briefly summarize it here.

5.3 The quantum theorem of corresponding stales

. . . . . e 50
i tomic potentials for many simple dl_alomnc species ar
E:n::lxt they E:n often be charactcrized by just a few parameters.

A common example is the Lennard-Jones potential

V(r) = 4el(air)?~ (oir)] . .1

i i f all such
reasonable that the thermodynamic properties of
:;rsts:cmtsshould have basic similarities. To make use of this idea one

introduces dimensionless variables:

r*=ra, ©o*=Vier'Ye. T*=kTle., V*=VINe®. (52)

o is a scale length, and 1/V* is the density in volume units of a. The
following dimensionless quantity plays a key role:

n = A2/Meo? . (5.3)

describes the competition between zero point kinetic
x:;'::tge"pmenﬁal energy: i‘t)eis this competition which- dFter-
mincs the state of the system at low temperature. To see why lh.ls'ls s0,
consider 2 harmonic oscillator potential drawn tangent to the minimum
of an interatomic potential V(r). The curvature is V*|,. By dimen-
sional arguments

V1= Celo?, (5.9)

where C is a numerical constant which depends on the shape of the
potential. The zero-point energy is

vy

oy
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£0= thw = Y (V"IM)'"7 (5.5)

The ratio of zero-point energy 1o the potential well depth ¢ is
£ R h? 2 -
P —2— (m) = consl \/‘n . (5.6)

Because 7 is proportional 1o the square of this ratio it is evident that
'large 9 corresponds to the case where zero-point ¢nergy of a system is
important compared to the binding energy, i.e. the quanium limit,
wh_crcas small n describes a classical system where zero point energy is
ummportant.

The quantum theorem of corresponding states asserts that for all
systems which can be described by a potential having the same form,
.lhe free energy (or any other thermodynamic potential) can be written
in a reduced form,

F(T,V,N)= ¢F*(T*, V*,N,n). 6.7

F* depends only on the form of the potential and on the statistics of
the system (Bose-Einsicin or Fermi-Dirac). Once F* is known, the
thermodynamic properties of the entire class of systems is determined.
Nosanow et al. [71] made use of this result 1o survey the nature of
zero-temperature liguid-lo-crystal phase transitions in quantum sys-
tems. The theorem provides a nalural starting point for a study of the
gas 1o liguid transition. ‘

5.4. Equations of siate for H and its isolopes

5.4.1. Euners, Dugan and Palmer

Following Hecht's short note [6], the first detailed calculations on the
properties of H | were carried out by Dugan and Etters [7], and Euters
::t al. [8]). T_hc work follows W.L. McMillan’s study of the properties of
He as an interacting Bose gas [72]. The Kolos-Wolniewicz potential
{fig. 4.1) 1s fit to the Morse form

V(r) = elexp{2¢(l — rirg)] - 2 explc(l — rin)l} . (5.8)

The wave function for an N-particle system is taken to be of the
Jastrow type

PR — S
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12y = [T expl- by exp-bar)] - (59)

iy

!’l(n, ...

This function leaves the atoms uncorrelated at large distances, but
rapidly vanishes as they start to overlap. It is symmetric under inter-
change of any two particles as required for bosons. b, and b, are
treated as variational parameters. (EY=(T)+{(V) is calculated for
particles in a box by Monte Carlo methods using random configura-
tions, typically for 32 particles. As the system is compressed, the
energy per atom at T = 0 is found continually to increase for hydrogen
and deuterium, but initially to decrease for tritium. Thus H and D are
predicted to be a gas at T = 0, whereas tritium is a liquid.

5.4.2. Miller, Nosanow and Parish [9]

In this work the reduced pressure and energy for boson and fermion
systems interacting via a Lennard-Jones potential is studied as a
function of 7. The results are illustrated in fig. 5.2. For Bose systems,
the energy increases with density provided n exceeds a critical value,
1. = 0.45. Thus, whether or not a weakly interacting Bose system
liquifies at T = 0 depends on whether or not 5 exceeds 0.45. For Fermi
systems, the energy initially increases with density duc to the *‘Pauli
pressure” of the gas. However, if the attractions are great enough (e,
if » is small enough) there is a minimum in the energy at a finite
density, so the system will be a liquid.

Generalizations based on the guantum theorem of corresponding
states depend, of course, on the assumed form of the potential. The
Lennard-Jones potential is expected 10 be more schable than the
Morse potential because it has the correct long-range behavior; itis the
long-range force which detcrmines the onset of a gas to liquid tran-
sition. In cases where a system is on the border of a phase transition,

however, conclusions based on any simple modcl poteatial ar¢ suspect.

5.4.3. Siwalley and Nosanow [10]

The results of the previous studies were applied by these authors 10
hydrogen and its isotopes. Because the guantum parametcr varies with
the inverse of the mass, its value differs significantly among the

isotopes. The values are

Hl: n=055 Dl: 5=027, T): n=018.
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! Stwalley and Nosanow concluded that H { is gas at T =0 while T | is
' liquid. D is borderline. The Letter points out the significance of
research on H |, and discusses a possible experimental approach.
i D] has an additional interesting feature if .27 <n <0.31: two
phase coexistence at T = 0. At zero pressure the system is a gas, but
application of a pressure up to some critical value would cause the gas
{ and liquid phascs to coexist, separated by a meniscus. Above the
i critical pressurc the system is a homogencous liquid. Even if the
! ground state is a liquid, 7 <0.27, the boiling point could be low
i enough to allow the study of a Fermi gas of reasonable density at very

low lemperature.

!
5.4.4. Other calculations
Lantto and Nieminen [35] used the exact Kolos—Wolniewicz potential

to carry out variational calculations on H ] at T =0, obtaining the
velocity of sound and the condensate fraction. Friend and Etters [25]
found these quantities using the theory of the imperfect Bose gas. At
densities below 107 cm 3, the condensate fraction is greater than 99%.
(Contrast this to *“He, where the condensate fraction is about 10%.)
Panoff et al. [73] carried out accurate variational calculations for D |
which indicate that u is a liquid, though very weakly bound. The
binding energy is less than 50 mK. Their calculation was done for
electron polarized deuterium which has a three-fold degeneracy due to
' nuclear spin. Nuclear polarized deuterium (prepared in a single
1 hyperfine state) is expected to be even less weakly bound, possibly not

bound at all.

5.5. Summary of our current understanding

e — —n

H | remains a gas to T = 0. Its thermodynamic properties shopld he
accurately described by the theory of the weakly interacting Bose gas.
In particular, the transition temperature is very close to the value given
by the ideal Bose gas formula. Deuterium and tritium, however, are
expected to liguify.
i The fact that H] remains a gas whereas D] may liquify is
' counterintuitive from the basis of statistics alone, for bosons tend to
{  “fraternize” whereas fermions are ‘“antisocial”. However, the zero-
point energy plays the overriding role, and this is much larger in H
.‘ than in D due to the factor of two diffcrence in mass.

e

o

o

e e
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6. Molecular recombination of stomic hydrogen

Any chemical which can explode merely from a change in a magnetic
ficld must be counted among the world’s most unstable species. The
quest to create H | is essentially a fight against hydrogen's compulsion
to form molecules - a fight against recombination. fn this section we
describe the various routes by which hydrogen attempts 10 recombine.
As an introduction to the problem of recombination in H {, we start
by considering recombination in “ordinary™ atomic hydrogen.

6.1. Recombination of unpolarized hydrogen

Hydrogen atoms recombine to the '3, molecular state by the reaction

H+H-H,+AE, 6.1)
where AE is the recombination energy, 4.476 eV. The reaction will not
occur simply as wrilten because a two-body collision cannot conserve
momentum while simultaneously releasing kinetic energy—a third
body is needed. The third body can be a photon but the rate for this
process, radiative recombination, is negligible because: (a) radiative
recombination is a relatively slow process at best: (b) electric dipole
radiation is strictly forbidden for vibrational-rotational transitions in a
homonuctear molecule. Conscquently, recombination must occur by
the process <
H+H+X->H,+ X+ 4E, (6.2)
where X is another H atom, a foreign atom or molecule, or a surface.
The time evolution of density in a gas undergoing three-body
recombination is described by the rate equation
'iH = FK-”;"%I 0 (63)
where K, depends on the third body (X) and the temperature. We can
roughly estimate Ky,: hydrogen is most likely to recombine into a high
vibrational state of the 'X, potential rather than a low-lying state
because this involves a much smaller energy transfer and can take

place at a larger internuclear distance. Let the radius at which recom-
bination occurs be R,. The density of pairs of H atoms within this
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© distance is JG7R)nH. Recombination can take place whenever a third

atom comes within distance R, of one of these pairs. The rate of
recombination is thus

fin =~ (TR GrR)nt(1 - 1) . (6.4)
(The last factor, which is unimportant in this order of lnagni!u(?c
calculation, is the probability that at least one pair of the atoms is in
the singlet state.) We have

2
K= 20 o R3.

= (6.5)
i2

: e — S )
A room temperature the average relative speed is p, =2 X WP ems™h

Based on the potential in fig. 1.4, a reasonable choice for R, is 2.3 A.
The result is

Ku=7x10"%cmts ™!, {6.6)
This is typical of the values measured with various third bodies, as the
data in table 6.1 shows. The similarity of K for H;, He and N, suggests
that the nature of the third body is not terribly important.

Decay by a three-body process (with H as the third hm'iy) leads to a
time dependence of the density which is markedly different from

exponential decay:

n(t) = n(OX! + 47y 2, ©6.7)
Table 6.1 _ '
Three-body recombination rate constanis for atomic hydrogen on various pariners. From
Walkhausbas and Kaufman {74]. (K is in units of 100 % em™*57") .
X T (K) K X T K
H;, 298 8.1(4) cO, 295 16.4(8)
n 18.5(22) 175 53.2(4)
He 298 7.0(4) SF, 25 19.5(9)
o 12.(15)
N, 295 9.1(5)
7 S5.0(5)
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where 7 = (2Kn’(0))"". For a density of 10" cm™ at room temperature,
T~ s,

In most laboratory situations hydrogen recombines on surfaces
rather than in the gas, which severely shortens the lifetime. If the walls
arc metal, the hydrogen is usually lost through chemical adsorption by
processes which proceed essentiatly as quickly as the atoms hit the
surface. For certain wall coalings, however, a hydrogen atom can make
many collisions before being “lost™. In the case of Teflon, for instance.
up to 10" wall collisions can occur before an atom reacts with the
surface [18]. (The reaction is CF,+ H- CF + HF.) Teflon is useful for
confining atomic hydrogen at room temperature and temperatures
down to 80K, but at very low temperatures the atoms adsorb so
strongly that recombination on the surface is very rapid.

6.2. Magnetic resonance studies of unpolarized hydrogen

Magnetic resonance studies of atomic hydrogen have provided invalu-
able information on how hydrogen behaves at low temperatures and
on the recombination dynamics which should be important to spin-
polarized hydrogen. By studying line intensities, relaxation times and
frequency shifts, one can determine atomic densities and lifetimes,
surface adsorption energies, sticking probabilities and collision cross-
sections. Hardy et al. [3] and Morrow and Hardy [75] have reviewed
much of this work.

Because an important experimental step in working with hydrogen
at low temperature is cooling it first to liquid Nelium temperature,
4.2K. a non-reactive surface coating is essential. As discussed n
section 4.2, frozen H; is a natural candidate. lts effectiveness is difficult
to measure with conventional surface recombination detectors at low
temperature. Crampton et al. [11] solved the probiem by a resonance
experiment using the apparatus in fig. 6.1.

Hyperfine resonance in zero applied field was observed on the
transition (F=0,m =0)>»(F=1,m = 0), at 1420MHz. (The fran-
sition frequency is independent of the field to first order.) Atoms
produccd in a liquid nitrogen cooled discharge flowed to a glass cell
inside a resonator immersed in liquid helium. A pulse of radiation at
the resonance frequency induced a “ /2" transition, leaving the system
in a radiating state. The frequency and various relaxation times were
measured.

From the signal strength the atomic density was determined to be
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Fig. 6.1. Apparatus for observing hyperfine resonance of H ?l l_empc.rnmr: t:lou:: |:¢o
4'28.1( (Cnmplon et al. ref. [11]). The apparatus is immersed in liquid hcluuu;lt. F. re:n mn;
‘Dew ining liqui ; i ; ifice; E, quartz cell; F,
taining liquid Ny C, of discharge; D, oni :
B e iy, 1420 MHz: G, coupling loop; H, tuning rod.

- E imated 1o be at least
er 10"cm 2, and the flux of atoms was estima .
g\; r10"' s, This fAlux is comparable to thatin a rqbusl atomic beam, but
the apparatus is far simpler than a conventional hydrogen beam
ce. . ‘
SO};_LC adsorption energy of H on H, was dctermmed.by measuring the
hyperfine frequency. The observed frequency is shifted because ::«:
hyperfine frequency is perturbed while the atoms are adsorbed on the

surface. If the frequency shift on the surface is Sw,, then the observed shift
is

o b (6.8)
iL+1, * [ '

Awq = duw,

where 1, is the mean adsorption time, and £ is the mean time between

s

e

e
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coilisions. If the adsorption energy is E, and the H atoms are free 1o
move on the surface, then by combining the relations for the equili-
brium surface density, eq. (4.1), with the gas collision rate y. = nid,
the mean adsorption time is found to be

=YD i), ©9)

The collision time is 1. = df0, where d is the mean free path, and & is
the mean speed. Thus

Awy = dw, %D exp(Ew/kT). (6.10)

By plotting dw, vs 1/T, E, is obtained. The initial experiment [11)
obtained an erroncous value due to lack of thermal equilibrium, but
more careful work [44] yielded E,=358(3)K. If the H atoms are
frozen to specilic sites on the surface, the adsorption isotherm ditfers
from eq. 4.1 and the measurements would correspond to E,=
31.7(3) K.

The question of how rapidly H recombines on an H, surface is
important (o the technology of producing H |, but no quantitative
study has been carried out. The adsorption factor exp{Ey/kT) varies
rapidly with temperature in the liquid helium range. The adsorption
time at 4.2 K is 40 ns. At | K it is over ten years! «

Hardy and Berlinsky, and their co-workers, have carried out an
elegant series of hyperfine resonance experiments on unpolarized
hydrogen in a hetium-lined vessel at low temperatures [15, 49, 75]. The
apparatus is shown in fig. 6.2. This work has yielded data on a large
assortment of parameters governing the H-He system. Here we sum-
marize the resulis on recombination and adsorption energy.

At “high” temperature (T ~ 1.3 K), the ambient pressure of He is so

large that the hydrogen is lost dominantly by three-body recombination -

in the gas. The density of unpolarized hydrogen decays according to

-y 61y

which has the solution

1) = me) ©.12)
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Fig. 6.2. Apparatus used by Hardy et al. to swudy hyperfine resonance of H on liguid
helium surfaces [3]. H; and He are sealed in a glass cell; H is formed by an ff discharge.
Counesy of W.N. Hardy.

where 1/7 = Kny.nu(0). The three-body rate coefficient was found to
be -

K(He, 1 K)=2.83)x 10 ¥em®s™" . (6.13)

This rate is slightly less than hall the room temperatlure value. One
might expect roughly the same value for K(H, 1 K}.

Greben et al. [76] have carried out a theoretical study of l.he
three-body recombination for hydrogen in helium at | K, evaluating
the transition rates into all the available molecular states. The mole-
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cules were found 10 form predominantly in the ortho (I = 1) statc.
They obtained K(He, 1K) = 1.8x 10-¥ cm*s™'. Considering the com-
plexity of the process, this represents impressive agreement with
experiment.

At “low temperatures™ (0.25-0.5 K), recombination in the gas phase
is suppressed by the low vapor pressure of helium, while recom-
binatisn on the surface is enhanced because the density of H on the
surfacc is increased. The hydrogen forms a two-dimensional gas on the
surfacc, and recombines in binary collisions. We can define the
equivalent of a scattering cross section for a two-dimensional gas, a
scattering “cross fength™ (). The collision rate for the surface gas is

7. = al{bv,, {6.14)
where o is the surface density, and v, is the relative surface speed

v, = (32kT3nM)'?. (6.15)
The susface density decays according to

o= -y =—-{po!=-Kao?, (6.16)
where K, is a two-body surface decay constant:

K, = {Du,. e 617
The total number of atoms decays according to

N = -Ag, (6.18)
where A is the area. Assuming that the surface remains in equilibrium

with the volume density so that o = nA exp(Eo/kT), the surface dccay

rate can be written in terms of an equivalent volume decay using
N =Vn = Aa:

AL A

ii= 50 = GDun?ATexpREJKT), (6.19)
or

F= - K (6.20)
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K. is an effective two-body volume recombination coefficient.

Ka= % (DA expQEVKT) = K5 A expEKT). 621y

By measuring K4 at several temperatures, Hardy et al. determined the
adsorption cnergy of H on He' and He’, and also the scattering
distance (). The results are: He!, E.=1LI5(5)K, (D=
0203)A; He, E,= 039K, (h=0.18A.

The results of these zero-field resonance studies of hydrogen played
a key roke in predicting and interpreting the behavior of spin-polarized
hydrogen in high field.

6.3. Recombination in H } : a swrvey of possible mechanisms

The stability of spin-polarized hydrogen is jeopardized by every
process which can depolarize the electrons or otherwise cause triplet-
singlct transitions. Prominent among these are electron exchange, as
well as dipolar and spin—orbit interactions during collisions. In ad-
dition, the hyperfine interaction itself can slightly depolarize the clec-
tron in an isolated atom, providing a path to recombination. Stwalley
[77] analyzed a number of these processes and showed that they do not
necessarily create an experimental impediment. More recenily, Kagan,
Shlyapnikov and Vartanyantz [78] (KSV) have executed an exhaustive
theoretical study of possible recombination processes. Their work
stands as the primary theoretical reference on the subject. In this
section we summarize their findings. Following the convention of fig.
1.5, note that spin-polarized hydrogen is normally comprised of states a
(m =0) and b (m = —1). (Here m is the z component of the total spin
angular momentum, electron plus proton.) The remaining high-energy
statcs arc ¢ {m = 0) and d (m = +1).

Molecular recombination requires that the two atoms form a 'Y
statc. To an excellent approximation, the only configuration available
to atoms in states a and b is 3. Two routes to recombination are
conspicuous. The first involves the crossing of the singlet and triplet
potentials. The hyperfine interaction couples the singlet and triplet
states, allowing ¥ direct transition of atom pairs a—=a or &b into a '%
configuration. This reaction requires that the initial energy coincides
with the energy of a bound state of the molecule. Because only a
narrow range of energy is eflective, the process is called resomance
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recombination.. The second route involves what KSV refer to as
“depolarization”, that is promotion of an atom o 3 high-encrgy
hyperfine state, ¢ or d. The ‘X configuration is then available to every
pair of atoms for which one is @ or b and the other is ¢ or d. Although
depolarization can oceur in binary collisions, recombination requires
the presence of a third body (an atom or a surface) to conserve energy
and momentum. The details of these processes are summarized

below.

(A) Resonance recombination into a molecular siate

From fig. 4.1 it is evident that at low temperature (kT < uB), atoms
colliding in the triplet state, Ms = — 1, may have the same energy as a
bound molecular state of the singlet potential. The hyperfine inter-
action couples the 1riplet and singlet state by admixing a small com-
ponent of m, = 12 into state a. As a result, singlei-triplet transitions
can occur in a two-body collision, forming a quasi-molecule. The
transition appears as a resonance in the scattering cross section. The
quasi-molecule will in general dissociate via the same interaction which
formed w (the process is called predissociation), but if it lives long
enough to lose energy by an inelastic rotational or vibrational collision,
the molecule becomes stabilized.

Stwalley [77] first analyzed this process, and identificd resonances in
H-D and D-D. The (17,0) (i.e. v=17, J=10) level of HD has a
binding encrgy of 6.8 K; this is degenerate with the My = -1 triplet
level for a field of 5T. The (21,0) level of D, Was energy 2.6K,
corresponding to a field of 1.9T. The rate constant for resonance
recombination depends critically on the width of the scartering
resonance. In addition, it includes a threshold factos depending on the
temperature and the kinetic energy required to achieve the resonance
energy in the applied field. In principle, the stability of D, is jeopar-
dized by the resonance at 2.6 K, but it may be possible 1o suppress the
recombination rate by operating at a field much Jarger than 19T.
Should the HD resonance be important, its primary effect would be
merely (0 eliminate any deuterium which is present as an impurity in
the hydrogen.

KSV fouand that the (12, 10) state of H, has a binding energy of 10K,
creating a possible recombination path in H | . The centrifugel barrier
in the J = 10 rotational state is so high, however, that resonance
recombination is unimportant,
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(B) Depolarization processes in pair collisions

I an aom is depolarized (raised 10 a high-energy hyperfine state)
during an isolated two-body collision, the depolarized atom can be
cxpected to recombine promptly in a subsequent three-body collision
or in a two-body collision on a surface. Mechanisms leading to
depolanzation inciude:

(B1) Exchange interaction. This arises from the exchange terms
entering the interactions matrix elements for identical particles. It is
responsible for the splitting beiween the singlet and triplet potential,
and gives rise to the process of spin-exchange during a collision. Spin
exchange occurs readily in unpolarized paramagnetic gases, but in H |
it can occur only because a is not a pure eigensiate of electron spin.
(The hyperfine interaction introduces a small admixture of m, = +1/2.)
Three types depalarizing collisions occur. An a~b collision can give rise
10 a 'Y configuration involving b and ¢. An a-a collision can give rise
to a 'Y configuration involving a, b, ¢, and d. I the kinematic
constraints could be satisfied. recombination would occur immediately.
Finally, a a-a collision can give to a 'Y “doubly depolarized” siate
leaving both aloms in state ¢. In this case the atoms must seek other
partners if a subsequent recombination is to occur. Note that exchange
depelarization is strictly forbidden in a gas containing only b siate
atoms.

(B2) Dipole interaction. This arises from the dipolar coupling be-
tween the magnetic moments of the two electrons. It does not require
hyperfine mixing, so a—a, a-b, and b-b collisions all coniribute. The
total electron spin § (but not its projection M) remains unchanged,
This implies that the 'X state is not formed in the collision; recom-
bination must take place in a subsequent encounter. Normally the
cross section for this process is neghgible compared to spin exchange,
but KSV find that at low temperature the dipolar cross seclion is
actually larger than the exchange cross section. -

{B3) Spin-orbit interaction. Coupling between the electron spin and
the motional magnetic field generated during a collision by the clec-
trostatic interaction can cause 4M, transitions. However, triplet-state
collisions occur at such a large distance that spin—orbit eifects are
expected to be negligible compared to (B1) and (B2).

The exchange and dipolar interactions have small but by no means
negligible cross sections. In two-body depolarization collisions,
however, the magnetic encrgy required to flip at least one spin must be
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provided at the expense of the collisional kinctic energy. This intro-
duces a “threshold factor” exp(-2uB/kT) into the rate constant, and
for spin-polarized hydrogen this factor is typicatly 107%. As a resuli,
collisional depolarization is unimportant. KSV estimate that at a
density of 10™ cm™? the lifetime due 1o spin depolarization in a field of
10T is greater than one hour if the temperature is less than 0.6 K.

(C) Simultaneous depolarization and recombination in three-body and
surface collisions

The “threshold factor™ introduced in B can be avoided if the energy
needed to flip a spin comes simultaneously from the recombination
process. Even in this case, however, recombination requires a third
atom or a surface to satisfy the kinematic constraints of energy and
momentum conservation. Several possibilities exist.

(C'1) Two-body exchange interaction on a surface. The exchange
interaction during a binary collisions sets up a 'Y configuration, as
described in (B1), and the surface allows the kinematic constraints to
be satisfied. Recombination via this process has been observed
experimentally; it is the principle loss mechanism at densities so far
achieved. It would not take place, however, if the gas were nuclear
polarized, that is, restricted to b state atoms only. This process is
discussed below in some detail.

(C2) Two-body dipole interaction on a surface. This process is for-
bidden since the dipole interactign in a binary collision creates only ¥
configurations. e

(C3) Three-body exchange interaction. Recombination in the bulk
due to this process is expected to be the dominant loss mechanism for
Bases at high densities containing both a and b state atoms. It is
forbidden in a gas containing only the b state.

(C49) Three-body dipole interaction. As mentioned in (B2), the
dipole cross section is unexpectedly large compared to the exchange cross
section at low temperature. Consequently, dipolar three-body recom-
bination can be important, even for a gas of pure b state atoms. The
reaction cannot occur by two-body collision on a surface: three H atoms

. are required. Consequently, it can only be observed at high density. KSV

estimate a lifetime of one hour in a 10T field at a density of | ~
2% 10" cm™*. Since the lifetime varies inversely with the square of the
density, the process should be observable at densities somewhat above
those so far studied®. If their estimate is correct, it will preclude observing

* See Postscript.
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the Bose-Einstein transition in the 100-300 mK region, forciqg the search
to a much lower temperature, lower density region. A possrl?Ic strategy
for this has been pointed out by KSV, as mentioned in section 4.6.

(D) Recombination via many-body processes

As discussed in section 4.1, at very high densitics many-‘bod_y eﬂcc!s
can cause spin instabilities leading to spontancous recombination. This
process was first studied by Berlinsky et al. [41], but _Kagan and
Shiyapnikov [43] found that these suthors had l)Vt.:ﬂ:h‘lllﬂalcd the
effect. KSV conclude that H] should be stable against many-body

H'H - ha ¥ -
recombination for densities at least as high as (¥ cm™",

6.4. Recombination in a high field

For moderate densities (n < 10" cm™) the recombination rate for H |
in a high magnetic ficld can be predicted from the resulfs of the low
field resonance experiments by a simplistic argument which turns out
to be substantially correct: the recombination rate is proportional to
the probability P(B) that two atoms collide in a singlet eleclro_n state
while adsorbed on the surface. The high-field two-body recombination
collision length is then related to the low-feld value by

((B)) = (1O)P(B)/P(0). 6.22)

P(B) can be found from the spin eigenstates of the hyperfine Hamil-
tonian. In terms of the electron and proton spin state |m,, m,;), the
hyperfine states (fig. 1.5) are

|a) = cos 8} +) - sin 8]+ ),
Iby=1--), .
Ic} = sin 8] +) + cos 8|+ ),

|dy = |+ +). (6.23)

where |+, -)Y>m,=+1/2, m=-1/2, ewc., and tan28=
a/lh(y.+ v,)B]. Here a is the hyperfine constant, and Yer Yp BTC the
electron and proton gyromagnetic ratios, respectively. (afh =

1420 MHz, vy, = 2.8 MHz/gauss, v, = 4.2 kHz/gauss). As B+ 0, 8- n/2,

and the average probability for a collision to occur in the singlet state
is P(0)=1/2.

e

e
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In a gas of H] the only states which are significantly occupied are a
and b. The probability that two atoms meet in the singlet state is:
la) +la), P.=}sin?@cos?@,
[a)+[b),  Pu=4sin*0cos’@,
|b)+ |a),  Pu.=isin?Bcos’d,
0

b)+(b),  Pw= (6.24)

The total probability that a collision occurs in the singlet state is
sin? 8 cos? 8. Thus the effective collision length for the |a), |b) system is
related to the zero-field length of an unpolarized system by

sin® 8 cos? @

(B = (o) >3 (6.25)
If 'we denote sin @ by £(B), then in high ficlds
e(B)— al[2h(ye + vp)B] ~ 2.53 x 10°YB, (6.26)
((B)) = 2e*1(0) = {I(0) x 1.3 x W0 B?, (6.27)

where B is in tesla. The surface recombination constant K; and the
effective volume constant K. ame proportional to {I{(B)), or 10 &(BY.
At a field of 10T the recombination rate should bg inhibited by a
factor of 10° compared to the raie at zero field.

To summarize, the dominant decay mechanism is two-body recom-
bination on the surface, a process which can be described by an
effective two-body volume decay constant for the gas. Initial experi-
ments on spin-polarized hydrogen (see section 7.3) gave results which
seemed 10 be consistent with this description, but an important prob-
lem has been overlooked: eq. (6.23) reveals that recombination
requires that at least one atom be in state a: Py, = 0. Once all the a
state atoms have recombined, a residual gas of b state atoms will
remain. This gas should be stable. If nuclear relaxation caused rapid
equalization of the populations of the b and a states, one might expect
the two states 1o stay in equilibrium and decay together. Statt and
Berlinsky {79] recognized the critical role of nuclear relaxation in the
dynamics of H] . They pointed out thal the electron-proton dipole
interaction during a collision will lead to nuclear relaxation with a rate
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T;' which is proportional to the total density, and calculated the
relaxation rate.

6.5. Population dynamics of H ]

The dynamical processes governing the densities n, and n, of atoms in
the hyperfine states @ and b can be described by rate equations. The
following terms contribute;

Flow: Atoms are supplied by a hydrogen source to the cell a1 rates
F, and F,. If the volume of the cell is V, the flux per unit volume into
each of the hyperfine states is f,= FJV, i = Rl V.

One-body decay: The decay rate for escape from the magnetic
potential well, or by any other simple loss process, is taken to be vy,

Recombination: Recombination requires at least one a atom. The
rate depends on the state of the other particle. Thus, for state b the
decay rate constant is Kyn,. while for state a it is Kun, + 2Kan,. (The
factor of 2 is because in an a—a collision both atoms possess a spin “up”
component.) The K's are effective 1wo-body constants, as described in
section 6.2,

Relaxation: Because the relaxation rate for the a-b transition
depends on the collision rate, it is proportional 1o the total density.
Taking G 1o be the constant of proportionality, the governing rate
equations assume the form:

n,= fl_ Yolla — Kaonne— 2K..ﬂ3 - G("I - ”h)(”. + "b) y

fiv = fo— Yot — Kt + G — mp)(n, + ne) . (6.28)

i T;' denotes the decay rate for the population difference n,— ny,
then T;'=2G(n,+ ny). Equations (6.28) are most meaningfully inter-
preted in the context of experimental studies, to which we now tum.

7. Experimental studies of H l
7.1. First observations — the experiment of Silvera and Walraven
Two experimental challenges must be sulved in order to create spin-

polarized hydrogen: producing a Aux of atomic hydrogen at low
temperature, and constructing a storage cell lined with hquid helium.
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Fig. 7.1. Apparatus used by Silvers and Walraven in which H] was first created [13).
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H | was first created by Silvera and Walraven [ 13].‘who invented an
ingenious device, the “HEVAC", 10 provide the helium film and to
help confine the gas. A schematic diagram of the apparatus is shown in
fig. 7.1. Atomic hydrogen is supplied by a room temperature discharge
and transported 10 a 4 K accommodator through a Teflon tube [80]. At
some point the tube becomes covered by frozen H, which provides a
non-interactive surface. The hydrogen flows through a short metal tube
to a helium vapor compressor, the “HEVAC”. This is a miniature
diffusion pump working in reverse. Liquid helium is stored in a
reservoir which is thermally pinned at 480 mK by a 'He adsorption
pump. A superfluid film runs up from the reservoir and then passes
down the tube toward the warm (4 K) accommodator. A( some point
the film evaporates. The 885 recondenses above the HEVAC, and
flows down to the reservoir. The cell in which the H| accumulates s
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thermally pinned at 270 mK by a separate He adsorption pump. It is
located in 2 6 T magnetic field and is covered by a superfluid film from
the HEVAC reservoir. Thus the HEVAC simultaneously prevents the
film from flowing out of the storage cell and provides a pumping action
1o help to compress the hydrogen.

Another innovation in the Silvera-Walraven experiment is the use of
a bolometer to “burn off" the hydrogen. The bolometer is a carbon
resistor suspended by fine wires. Normally it is covered by the
superfluid film. If a current is supplied to the resistor, however, the film
is driven off, leaving a bare surface. The hydrogen recombines on this
surface, liberating a large amount of heat to the cell. Recombination
appears Lo occur in the time it takes the atoms to hit the surface,
typically a few milliseconds, and the process causes a “‘spike” in the
temperature which is easily observed. By duplicating the thermal load
from an external source, the total number of molecules is determined,
and from this the density can be inferred. Silvera and Walraven
obtained n > 1.8 x 10M¢m-2.

By showing that H | could be created and studied in the laboratory,
Silvera and Walraven's experiment played a key role in advancing the
field.

7.2. Pure magnetic confinement: the MIT experiment

Figure 7.2 shows the apparatus used by Cline ct al. [81] which differs
from the technique used by Silvera and Walraven in that it relies on

chamber so that there is no ‘He vapor near the H | . Initial experi-
ments gave a density of 8 x 10 cm~? in 4 cm?® cell.

Il the atoms are confined solely by the magnetic field the mean
lifetime (after the source is turned off) is

= thexp(uBykT), 7.1

where B, is the ambient ficld and & is the time for atoms to escape in
the absence of a field. A plot of the measured lifetime vs the applied

e
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Fig. 7.2. Appasatus used by Cline et al. [81]. (A) liquid Ny; (B) H; inlet; () f discharge,
(D) orifice; (E) thermalizer, 42 K; (F} baffle; (G} transport tube and confinement cell;
(H) helium reflexing region; (1) solenoid; (J) bolometers; (K, L) thermometers.

field B, is shown in fig. 7.3. For 7 <10’s, eq. (7.1) is accurately
obeyed, but at very high fields it is evident that in addition 1o
“evaporation” out of the magnetic trap, some other decay mechanism
is playing a role. These measurements were made by detecting the heat
of recombination. This method is inherently destructive, which makes
it difficult to map out complete decay curves. In particular, it is difficult
to determine whether the decay is exponential (“one body™), or due to
two- or three-body processes. To answer questions such as this, it is
essential 10 monitor the pressure of H| .
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Fig. 7.3. Lifetimes of H | vs magnetic ficld {81}

7.3. Measurement of the pressure of H ]

Matthey et al. [48] used a capacitive ransducer to monitor the pressure
in a H| cell. The density, which was found from the pressure by the
ideal gas law, was observed to decay in a curve which could be a fit by
a combination of one- and two-body processes. The etfective two-bady
rate constant, K, was analyzed along the lines described in section 6.4
From eq. (6.25), the high-field value is related to the zero-field value by

K/(B)=2¢K,(0), (7.2)
where £ = a/(2(y.+ v,)B). This equation was found to hold within a

factor of two, which represents reasonable agreement considering that
K(B) and K,(0) were obtained by completely different techniques, and
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that they difler by a factor of 10°. By studying the temperature
dependence of K,(B) the binding energy can be found. From the slope
of a logarithmic plot of the data, fig. 7.4(A), the adsorption energy was
determined to be 0.89(7) K. Further confirmation of the general inter-
pretation was obtained from study at different magnetic fields. From
€qs. (6.26) and (7.2) one expects that K, ~ 1/B?; this behavior is shown
in fig. 7.4(B). There was, however, no evidence for a residual stable
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that the gas remaing in equilibrium. (A) The temperature dependence of K:* gives the

adsorption energy. (B) The magnetic field dependence of K3* verifies that recombination
occurs vis hyperfine coupling in the a state,
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component of the gas, state b. A subsequent experiment [50] in which
exponential decay processes were eliminated also failed to display a
stable component. The results could be explained by assuming that
nuclear relaxation between states s and b was so rapid that as a
decayed, b was also lost. However, this implied relaxation times of
seconds, whereas the theory of Statt and Berlinsky [79] predicted many
hours.

7.4. Observation of nuclear polarization

Cline et al. [16] succeeded in observing the effect of nuclear polariza-
tion on the recombination rate using a storage cell which was designed
to assure that the surface film was saturated. The cell is illustrated in
fig. 7.5. The source is ahove the cell, allowing the bottom of the cell to
comtain a pool of liguid helium. An experimemtal “fill and decay”
curve is shown in fig. 7.6. The density decays rapidly until state a is
depleted, after which it decays slowly as state b is lost by nuclear
relaxation.

The results of this experiment are consonant with the discussion of

A} Copper rod

B) Relerence copocitor

C) Capacitive pressure tronsducer
) Liquid 4He pool

E) Sintered copper

F) Level sensor

G) Bolometer

H) Thermomeler

Fig. 7.5. H ] confinement celt used by Cline ¢t al., to obtain doubly polarized hydrogen
[16]). The pool of liquid helium (D) assures that the confinement cefl is covered with a
saturated film.
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Fig. 7.6. Trace of experimental decay curve taken at M mK and 11 T. The naise is less
than the widih of the line. (A) The hydrogen source is turned on. (B) The source is
turned off and 1he density decays rapidly as the state a recombines. (C) The system s
now left in saate b. It decays slowly due to nuclear relaxation 1o the mixed state. (D) The
sample is destroyed by recombining the hydrogen on a bolometer. (E) The system s
reloaded 1o the same density as (C). Note that the decay rate is much greater than at {C)
duc 10 the presence of the state a.

[ 4
section 6.5. The time evolution of the deusities is described by eq.
(6.28) with the following simplification: f,= fo=f, K= Knn=K.

i, = f— yon,~ Kny(ne + 2n,)— G(n.— ny)(n, + ny),
Ay, = f — yonn — Knpn, + G(n,— np)(n, + ny). (7.3)

For the decay portion of the curve f = (. One-body decay was obser-
ved 1o be negligible, so that the only adjustable parameters were K
and G. These were chosen to fit the data, often producing traces which
could not be distinguished from experimental curves. Results for G
and K arc shown in fig. 7.7.

The temperature dependence of K yielded the adsorption energy of
H on *He. The result, £, = 1.01{6) K, is in reasonable agreement with
other values. Of more interest is the behavior of the nuclear relaxation
rate consiant, G.
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made with a field of 11 T. The solid dines are lcast-squares fits 10 the data. The dashed line
indicates the gas-phase contribution (o the nuclear relaxation.

Nuclear relaxation occurs by successive collisions, either in the gas
or on the surface. The surface relaxation rate depends on the surface
density, and so it should display a leading temperature dependence of
exp(2Eu/kT). The curve for G in fig. 7.7 is plotted on the basis of this
model: at high temperature the relaxation occurs primarily in the bulk
giving essentially a constant relaxation rate, while at low temperature
surface relaxation is important, adding a contribution which varies
exponentially with 1/T.

The decay curve, fig. 7.6, can be understood on the basis of the
competition between recombination and relaxation. If the cell ininally
contains equal densities of a and b atoms, the gas recombines rapidly
at rate ~2Kn, Eventually the a atoms are effectively eliminated,
leaving a residual gas of b atoms. These undergo relaxation to state a
at rate Gn,: as soon as an atom relaxes from b to a, it recombines with
a b atom at rate Kn,. Under these conditions the recombination is

D T e e - —_— e ..
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“bottlenccked™ by the nuclear relaxation. The approximate rate equa-
tion for n, is

i, = —Knyn,+ Gni. (7.4)
In equilibrium, Kn, = Gn,. Under this condition the system has a high

nuclear polarization. For state a, m, = +1/2, while for b, m; = -1f2,
Thus the nuclear polarization is

P,=§::—::-—-—(|-%). (7.5)

In the region where relaxation is dominantly in the gas, G < K, and the
polarization can exceed 99%. :

7.5. Nuclear relaxation

It is evident that nuclear relaxation plays a major role in the dynamics
of H].

At a field of 11 T, Cline et al. [16] obtained a value for the relaxation
constant for the gas phase of G,T-'2=3.5(3)x 10 em’s~! K-'2. The
most recent theoretical calculations by Ahn et al. [82] are in good
agreement with this value. (Earlier calculfations by Statt and Berlinsky
[79] and by Siggia and Ruckenstein [83] differed from this result by a
factor of two.) Subsequent experiments of Sprik et al. [84] using a
different geometry and *He—*He solutions on the wallJound a value of
G, which agreed with the MIT result. It appears that volume relaxation
in H] is understood.

Our understanding of surface relaxation is not nearly so satisfactory.
The surface nuclear rtelaxation G, rate is predicted to be highly
anisotropic [R5-88], which adds some uncertainty to the interpretation
of the experimental results. Sprick et al. [84) constructed a pancake-
shaped cell with a very high surface to volume ratio in order to study
G,. Their results for G, were in good agreement with the MIT group
[16]. In addition, they verified that the relaxation rate scales with the
magnetic ficld as the theory requires. (The effective nuclear moment
depends on the field due to the hyperfine coupling.) Yurke et al. [89],
using a magnetic resonance method to drive the b-a transition, found
similar results. Thus three experimental groups have obtained values
for surface relaxation which are in reasonable agreement; however,
these values are approximately fifty times larger than the theoretical
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values. 1t is evident that there is more to understand about surface
relaxation (sce Postseript). Since the recombination rate is mediated by
relaxation, the solution to the problem may have important implications
in choosing the best strategy to seck the Bose—Einstein transition.

7.6. Other studies

Spin-polarized deuterium is an attractive species for study in its role as
an clementary Fermi gas. Creating D | presents a number of tech-
nological challenges because the dynamical rates can vary tremen-
dously between H and D, notwithstanding that they are chemically
similar. A key parameter in creating D | is the adsorption energy of D
on *He. Silvera and Walraven [51), in an early experiment, obtained
E, = 2.5(4)K from measurements of the temperature dependence of
the decay rate. So far no group has produced very high densities of
D | . The binding encrgy of D on D, can be expected to be appreciably
higher than for H on H,, which would require suitable thermal
redesign of the source.

’He is an attractive candidate for a wall coaling because the ad-
sorption energy of H] can be expected to be significantly lower than
for H{ on *He. Pure 'He does not provide a satisfactory surface
coating; lacking superfluidity, it does not cover the entire surface and
the H| generally recombines as fast as it enters the confinement cell.
However, *He-'He mixtures have been successfully used. If the *He
concentration exceeds 6% phase separation occurs and a film of *He
floats on the *He-*He mixture. By measuring the temperature depen-
dence of the recombination rate, Van Yperen et al. [S0] obtained
E, = 0.34(3) K. The binding energy was also measured using thc zero-
ficld magnetic resonance method by Jochemsen et al. {49]. The result is
somewhat higher, 0.42(5) K. Heating effects on the surface due to the
recombination energy are i possible explanation for the small dis-
crepancy. Sprick et al. [84] used a combination of favorable geametry
and *He rich surfaces 10 achieve a substantial reduction in the effective
surface relaxation rate. It scems likely that *He surfaces will play a
central role in the attainment of high densities of H { .

8. Opportunities and applcations for spin-polarized hydrogen

The creation of spin-polarized hydrogen and the new cold hydrogen
technology opens avenues for study not only for quantum fluids but in
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such diverse fields at atomic, moitecular, plasma, nuclear and particle
physics. This section describes some of these scientific opportunitics
and technical applications.

81 H|] as a quantum fluid

Observation of the Bose~Einstein transition is the most prominent goal
for research on spin-polarized hydrogen, but many other aspects of
this unusual quantum fluid are worth serious study. One area has
already been described - two-dimensional gas of H} adsorbed on a
helium surface, including the search for the Kosterlitz-Thouless tran-
sition (section 4.5). Another arca of interest is the study of the
transport properties of H | and its isotopes.

At very low temperature, where only one or two partial waves
contribule to the scattering cross section, the franspori properties of a
gas can be radically affected by nuclear spin symmetry requirements.
In some cases the cross sections drop dramatically. For example,
hydrogen’s exchange cross section a., drops radidly at low tem-
peratures. Morrow and Berlinsky [90] find that ¢., approaches a limit
of 5x 10" cm’ at low temperature, which is only 2% of its room
temperature value. The exchange collision rate decreases by a factor of
about one thousand between room temperature and 0.3 K.
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Fig. 8.1. Thermal conductivity of hydrogen isolopes as a function of temperature and
polarization {22]. H (left). D (right). Courtesy of C. Lhuiilier.
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The thermal conductivity of H| and D{ are also expecied 10
exhibit dramatic behavior at low temperatures. Lhuillier and Laloé [21)
have carried out a general study of the transport propersties of spin-
polarized gases and Lhuillier [22]) has calculated spin diffusion and
thermal conductivity coefficients for H | and D} at low temperatures.
Results for the thermal conductivity x are shown in fig. 8.1. Below 1 K,
hydrogen displays a 35% variation in « depending on the nuclear
polarization. The behavior of deuterium is far more dramatic. For the
completely polarized gas x diverges at very low temperature. The
reason is that S-wave scattering for fermions is forbidden for parallel
nuclear spin, and P-wave scattering vanishes because of the centrifugal
barrier. At 1.5K, « displays an anomalous peak due to cancellation of
the S and D phase shifts, causing a pronounced decrease in the
scatiering cross section.
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Fig. 8.2. Energy level dingram for the ground clectronic state of deuterium in a magnetic
field.
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&2, Spin-polarized deuterium

As described in section 5, D | constitutes a weakly interacting Fermi
gas. Verifying the calculations of the equations of state, and finding
whether or not a liguid phase exists, is an attractive experimemal
challenge.

The dynamics of D | production differ markedly from those of H |
because of the higher adsorption energy. As table 4.1 indicates, the
adsorption energy D on “He is approximately 2.4 K, in contrast to
09K for H | . Consequently, one must operate at higher temperature
for a given recombination rate.

The hyperfine energy diagram of D} is shown in fig. 8.2. This
hyperfine separation is 327 MHz, in contrast to 1420 MHz for H. The
deuteron nuclear moment is 0.86py, in contrast to 2.8uy for the
proton. As a result, the dynamics of recombination and relaxation
differ considerably from those of hydrogen,

Silvera and Walraven [51] have reported the production of D | at
low density, but the production at high density has yet to be achieved.
A technicat problem is that the condition for optimal transport of D
from the dissociation to the low temperature region will differ con-
siderably from those for hydrogen, due to the relatively higher ad-
sorption energy of D on 1; compared to H on H,.

8.3. Application to uiomic and molecuiar physics
L

Hydrogen continues to play its prominent role in atomic physics, and
spin-polarized hydrogen has numerous potential applications. For
example, laser spectroscopy of hydrogen can be advanced by cold
hydrogen techniques. The resonance linewidth in very high resolution
optical spectroscopy is generally limited by the interaction time of
atoms with the light. Usually this is determined by the motion of the
atoms. In such a case, reducing the temperature of the gas produces a
corresponding narrowing of the resonance line. In addition, the trou-
blesome second-order Doppler shift, proportional to the temperature of
the atoms, is also reduced. The cold hydrogen techniques can be used
to exploit these advantages dramatically.

The 15-2S two-photon transition in hydrogen (243 nm) is of parti-
cular interest. The long lifetime of the metastable 28 level, 0.155,
results in a fractional natural linewidth of this transition of less than
1075, The transition makes a superb candidate for measuring the
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Rydberg constant and determining the Lamb shift and isotope shifts in
hydrogen, and for use as an optical frequency reference. To utilize the
tong lifetime of the 25 state, however, the atoms must move extremely
slowly, essentially remaining at rest. There are a number of ways to
produce very slow atoms using H | methods, including the possibility
of a “fountain’ experiment. A “fountain™ consists of an atomic beam
directed vertically up. Slow atoms fall back due to gravity, providing a
long observation time. The fountain technique has never been used
successfully with atoms. The problem is that in conventional atomic
beams only the low speed tait of the Maxwell-Boltzmann distribution
moves slowly enough for the motion to reverse within a reasonable
height. The slow atoms, however, are depleted by collision with the
faster atoms. By cooling hydrogen to very low temperature, however,
the full velocity distribution can be used and the problem is avoided. I
desired, a retarding magnetic ficld can be employed to further slow the
beam. Hydrogen has an additional uscful property: at very low tem-
perature il is the only species with a significant vapor pressure, so that
collisions with background gas atoms do not occur. Under such con-
ditions one can envisage experiments with atoms which are essentially
at rest.

For many applications it is not necessary to coal the hydrogen below
L K: a helium temperature atomic beam is adequate. For example, a
4K hydrogen atomic beam provides an excellent target for studying
muitiphoton processes. Hydrogen is a unique species for such studies
because the multiphoton cross sections can be calculated with great
accuracy, and the experimental results should be capable of straight-
forward analysis. Holt et al. have recently calculated the four-photon rate
by a nonperturbative theory [91] making this process a particularly
attractive experimental goal.

Spin-polarized hydrogen methods can be adapted to study many
atomic and molecular collision processes. Charge transfer represents
one potentially important area, for charge transfer collisions involving
ions and atomic hydrogen are thought to play central roles in many
astrophysical processes and in laboratory plasmas. For example, the
reaction H+ H - H;+ e is believed to be a principle source of
molecular hydrogen in astrophysical plasmas. Cross sections for cap-
ture into the accessible excited levels of H; have been calculated by
Bieniek and Dalgarno [92], and the infrared emission spectrum has
been calculated by Black et al. [93]. The high density of hydrogen
available in a H| target should permit direct observation of the
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infrared emission, a quanlity never yet observed. In such an experi-
ment the 1arget would be a gas of H| confined in an “open cell” as
described below.

The r1:-anance recombination reaction described in section 6.3
represenis an elementary dynamical process in molecular physics.
Stwalley [77] has pointed out the interest in studying the reaction in
HD and D, by examining the reaction rate as a function of the
magnetic field. An additional “handle” on the reaction is available. By
applying resonance radiation at an electron iransition frequency the
effective triplei—singlet interaction can be increased, broadening the
resonance. Finally, it should be noted that the state-selective recom-
bination process described in section 6.4 is a unique chemical reaction:
a reaction controlled by the nuclear spin. The final spin state of the
molecule can be monitored by nuclear magnetic resonance, providing a
complete description of the nuclear spin dynamics during molecular
recombination.

8.4. Low temperature hydrogen maser

The hydrogen maser is a microwave oscillator which operates on the
hyperiine transition of hydrogen (1420 MHz) in a low magnetic field.
Spin-selected atoms are provided by an atomic beam. In order to
achieve a long interaction time with the microwave field, the atoms are
“stored” in a cell coated with a non-interacting surface, generally
teflon. <
Maser action can be achieved at very low lemperature by using *He,
or possibly *He, for the wall coating. A major goal is 10 control the
“wall shift”” (the frequency shift which accompanies surface collisions
described in section 6.2) by using liquid helium to coat the walls, rather
than a chemical compound which is vulnerable to impurities.
Berlinsky and Hardy [94], who analyzed the systematics of such a
device, have noted many potential advantages. In particular, in their
study of hyperfine resonance of hydrogen in a helium-lined cell at low
magnetic field {section 6.2) they found that the hypertine frequency
shift has an extremum with temperature. This occurs as the wall shift
due to surface adsorption, which decreases with temperature, is offset
by the pressure shift due to vapor phase collisions, which increases
with temperature (see fig. 8.3). By operating at the extremum tem-
perature the first-order variation in frequency due to temperalure is
climinated. The size of the frequency shift, however, is comparable to
that in a conventional mascr.
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Fig. 8.3. Shift of the hyperfine frequency of hydrogen due 1o collisions with helivm on a
surface and in the gas phase, vs temperature {K) {ref. [15]). Courtesy of W.N. Hurdy.

Aside from achieving a reproducible wall shift, there appear 1o be
many other advantages to the low-temperature maser: the spin-
exchange rate decreases dramatically at low temperature [90], aHowing
a higher atomic beam flux and higher power; intrinsic thermal noise
and the second-order Doppler effect are both reduced; it becomes
casier to provide an intense atomic beam due to more efficient mag-
netic state selection, and to control the ambient magnetic field and the
mechanicai stability of the microwave cavity.
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8.5. Applications of magnetic resonance to H |

Electron and nuclear spin resonance can serve as diagnostic tools for
spin-polarized hydrogen, or can be employed to manipulate the popu-
lation or eject atoms from a confinement cell. Because a resonance
adsorption signal depends on the density of atoms and the local
magnetic field, one can in principle map the density distribution in an
inhomogeneous magnetic field. Walraven and Silvera [28] have pro-
posed using this approach to detect the onset of Bose condensation.

The description of state-selective molecular recombination given in
section 7.4 is based on an analysis of density decay curves for H }
rather than on direct measurement of the nuclear polarization. By
observing electron spin resonance adsorption signals, however, the
density of H| in states a and b can be determined directly. The a—d
and b—c transitions can both be observed; they are separated by the
hyperfine splitting so that there is no difficulty in distinguishing them.
Van Yperen et al. [95] have carried out a preliminary experiment
which demonstrates feasibility of the method.

Nuclear magnetic resonance on the b a transition can be used to
measure the population difference nyn,. Yurke et al. [89] have detected
the resonance by observing the recombination encrgy which is released
as the a state becomes populated.

8.6. Open cell geometry .
<

Some applications of H] require extracting the atoms from the cell,
others involve bombarding the H] gas with particles from an external
source. In either case it is essential to employ an “open cell” geometry,
in contrast 1o the “closed cell” which has been used up 1o the present.
It is easy to envisage a cylindrical storage cell in a solenoid, open al
both ends, with the H| magnetically confined near the center. If the
cell is coated with ‘He, however, one must face the problem of
preventing the supertivid film from running out of the cell, and flowing
to a high temperature region where it evaporates and wrecks the
vacuum.

Figure 8.4 illustrates the principle of an open cell configuration. The
helium film is trapped by a condenser surrounding the dilution refri-
gerator. The condenser is designed to dissipate the heat load at a high
temperature stage. A series of simple baffles prevents the escape of
gascous helium, assuring that the background pressure of helium in the
system is the vapor pressure at the low temperature stage.

Lecrures on spin-polarized hydrogen 1217

/H intet tube
42 K
| ister e s e 2T L, 77
12K
' 3 “ :/- He condensor
‘ “‘:ly"‘"'He film evaporator
07K
Vupor balfle
L+ —
1 =
i—y - [
| %54 (d

/( Salenoid
\-<,_-
LT - J Confinemeant

-~ J . — _’CQ“

- = Hl

e L 70 rerririva FA BT I P ]

X

Fig. 8.4. “Open cell” design. H} is confined in the cell by magnetic force. The He*

superfluid film flows out of the cell and is caplured by a film burner at a high

femperature stage of the refrigerator. The He® surface exposed to the vacuum system has
a low vapor pressure.

Note that hydrogen can be introduced into the cell without a
mechanical connection to the source. If the atoms are discharged near
the inlet, the magnetic forces are enough to “suck in” the atoms in the
correct spin state. This eliminates the troublesome transition region
where the hydrogen is cooled from 4K to below 0.3 K.

Electron spin resonance can be employed to eject spin-polarized
hydrogen from its confinement cell. The transition rate must be mat-
ched to the desired escape rate; too high a rate can in principle
destabilize the gas. The power required depends on the field gradients,
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for the linewidth will generally be determined by the inhomogeneities.
Using a power of approximately 10*W, Van Yperen et al. [95]
observed the density to decay with a time constant of approximately
20s.

8.7. Polarized proton sources and targets for nuclear and particle physics

Impressive technologies have been developed for providing sources of
polarized particles for injection into accelerators, and for creating
polarized proton targets. There are opportunities for the technology of
spin-polarized hydrogen to contribute to both of these applications
[96, 97

Polarized proton ion sources provide either polarized protons (H* { )
or polarized negative ions (H” 1). (Negative ions are more difficult 10
create but they can be injected into an accelerator much more
efficiently than protons.) Haeberli [98] has created an H™ | source
which employs a hydrogen atomic beam and charge exchange. By
passing through two stages of magnetic deflection with an intermediate
ff magnetic resonance region, the beam acquires high nuclear
polarization. The atoms then convert to negative ions by charge
exchange with fact Cs atoms: (H+Ci—~H + C?). The intensity of such
a source would be enhanced if the density of polarized atoms in the
ionization region were increased. The present state of the art is a
density of about 10¥cm™. In contrast, densities of doubly-polarized
hydrogen (r.4 § ) greater thane10" cm~? have been achieved within a
spin-polarized hydrogen apparatus. -

One possible H™ source using spin-polarized hydrogen is shown in
fig. 8.5. The open cell geometry of fig. 8.4 is combined with the Cs
charge exchange method developed by Haeberli [98]. Lronically, the
density provided in a conventional spin-polarized hydrogen cell is
much too high for the charge exchange to work effectively. (If the
density-length product is greater than about 2 x 107 atoms cm™?, the
H- is lost by secondary charge exchange as it leaves the cell.) Con-
sequently, the necessary H | density is too low for nuclear polarization
to be achieved by molecular recombination. An alternative method
involves irradiating the gas with microwaves at one of the electron
spin-flip transition frequencies. Atoms which undergo a transition are
ejected from the ceil, leaving a population of atoms in a single
hyperfine state. Either the a—d, or the b ¢ transition can be sumu-
lated, leaving the system with m; = +1/2 or —1/2, respectively.
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Fig. 8.5. Polarized H™ source, based on the Cs charge transfer design of Haeberli [98].

(A) H inlet; (B) solenoid; (C) cylindrical open confinemeni cell and connection o the

dilution refrigetator; (D) stored H } ; (EYH T expelled from source; (F) ESR microwave

horn; (G, H) “pusher” and “puller” electsodes for remaving H'; (1) fast Cs beam; (1)
radiation shield; (K) H- deflecior; (L) polarized H™ beam.

Another approach to creating a source is shown in fig. 8.6. It uses
ihe electron polarization of spin-polarized hydrogen to create a fast
beam of H} by charge exchange of fast protons with cold H | . The
polarization is then transferred to the nucleus by passing the beam
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Fig. 8.6. A **fast-beam’ polarized H~ source. A fast proton picks up a polarized electron

by charge exchange with H] . The polarization is then transferred 10 the nucleus by

passage through m “sona’ magnet in which the Zeeman states, but not the hyperfine

states, are inveried. Finally, the atom is converied to a negative ion by a secund charge
exchange collision.
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through a “sona’ magnet in which the magnetic field rapidly reverses,
causing an inversion of the Zeeman states but not the hyperfine states.

Polarized targets can be divided into two classes: internal and
external. Internal targets, which must be gaseous, are located within
the accelcrator so that the high energy particles pass through
repeatedly. Traditionally, an intense atomic or molecular beam, a
“jet”, is employed. A polarized hydrogen jet has not so far been
constructed because the density would be too low to be usable. By
employing a cold atomic hydrogen source, however, a polarized jet
may be practical. By using a 4K source and a conventional magnetic
state selector, it should be possible to achicve substantially higher beam
density than from a conventional source. With a spin-polarized source
even better performance should be possible. In such a source, atoms
would be ejected from the storage cell by electron spin resonance. An
alternative internal target would simply consist of an open hydrogen
confinement cell, as shown in fig. 8.3, with the accelerator beam
passing through. This design is appealing in its simplicity, but the
geometry imposes scvere constraints on the angular aperture for the
scattered particles,

8.8. The possibility of creating solid polarized H, and D,

For applications in nuclear and particle physics, and perhaps fusion, it
would be invaluable to create wuclear-polarized solid H, and D,. The
techniques of spin-polarized hydrogen may make thig possible.

The central idea is that the recombination reaction in H | depends
on the nuclear spin. If the nuclear polarization is preserved during the
chemical reaction, which appears likely, than one can create polarized
molecules and molecular solids.

As discussed in sections 6.4 and 7.4, a gas of H | initially in states a
and b acquires a high nuclear polarization as state a recombines,
leaving a population of essentially pure b state atoms. This is the
nascent material for creating the polarized solid. Because of nuclear
relaxation, the b atoms decay to the a state but at a relatively slow rate.
As soon as an atom enters the a state, however, it recombines in an
a-b reaction. For the reaction to occur it is evident from eq. (7.3) that
the b state |-1/2, ~1/2) (m, = 172, my; = —1/2} must combine with the
electron spin “up” component of the a state, —sin 01/2, —1/2). For
both atoms m; = ~1/2. Thus the molecule is formed in the ortho state
(I =1), with M; =-1.
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Recombination generally leaves an H, molecule in a high-lying
vibrational and rotationat state which then relaxes to the ground state
by collisional de-excitation. The nuclear spin is so weakly coupled to
the rotational angular momentum that the polarization can be expec-

" ted to be preserved. As a result, the molecule decays to the J =1,

1 =1, M; = —1 state, the lowest rotational state of orthohydrogen. The
molecules rapidly condense into a solid which is presumably covered
with a film of ‘He. The solid could pass out of the cell under gravity, or
possibly it could be removed mechanically.

A critical parameter governing applications of solid polarized H, is
the nuclear spin-lattice relaxation time, T,. Relaxation in molecular
hydrogen at low temperature has been studied by Hardy and Berlinsky
[99]. The rate is sensitive to parahydrogen impurities: for 96% pure
orthohydrogen at 1.1 K, T, = 78s. T, increases rapidly with decreasing
temperature, however, and may be considerably longer at 0.3K.

The general approach to creating solid polarized H; can also be
applied to D,, though the dynamics are quite different due to the
higher adsorption energy, smaller nuclear moment and lower hyper-
fine frequency. Atoms are trapped in the states |-1/2;1,0,-1)
(m, = =1/2; m; = 1,0, —1). States |- 1/2; 0, — 1) contain small components
of [+1/2;0, 1), respectively, due to the hyperfine coupling, and these
will eventually recombine, leaving the pure cigenstate |-1/2, ~1).
Nuclear relaxation will cause the transition |-1/2, —~1)-|-1/2, 0). The
atoms recombine to form the I = 2, M; = -2 state of ortho-deuterium.
In practice it may be desirable to employ electron and nuclear spin
resonance to produce the nuclear polarization rather than to rely on
state-selective recombination.

A great advantage of solid D, compared to H; is its extremely long
relaxation time. At a temperature of 1.1K, 98% para-D; has a relax-
ation time of 7.5h [99]. At lower temperatures it is expected to be
longer yet.

Polarized solids of H, and D, have potential advantages as taygets
for nuclear and particles scattering compared to dynamically polarized
targets. In particular, the absence of foreign nuclei reduces background
events, enormously enhancing the sensitivity to polarization-depen-
dent scattering. On the other hand there are many potential technical
problems in employing such a target, particularly the heat removal
and target damage due to ionizing radiations. In a pulsed experiment
one could conceivably employ a pellet target which is used only
once,
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8.9. Fusion applications

Kuisrud et al. [100] have pointed out possible advantages of using
spin-polarized nucleons as fuel for a fusion plasma. In particular, if
polarized deuterons and tritons are used for the reaction D+ T—
He'+n, not only is the cross section increased but the reaction
products are ejected anisotropically so as to enhance interaction with
the magnetic field of a tokamak. (The reaction occurs via a spin 3/2
resonance of He’, which requires that D and T have parallel spin.) The
reaction D+ He’-» He! + p is also enhanced by using polarized parti-
cles. An added advantage of using polarized deuterons is that the
reaction D+ D — He’+ n is suppressed, providing the possibility of a
neutron-free plasma.

It is unexpected that nucleons could maintain their polarization in a
plasma, but Kulsrud et al. find that the most obvious mechanisms for
depolarization are not effective. In this regard the situation is
reminiscent of the early stages of spin-polarized hydrogen research
when it was realized that H} might be stable in spite of numerous
hypothetical destabilizing mechanisms. Nonetheless, for the present
the proposal must be regarded as somewhat teatative.

To supply polarized nuclei for fusion plasmas an intense source of
polarized deuterons is required, and possibly also of tritons and He?.
Large quantities of the nuclei need 10 be injected in a very short time,
typically milliseconds, which precludes the use of low temperature
atomic beams. Mechanical injectibn of a solid pellet is one method in
use; this should be applicable to polarized solid D,. Edtrgy costs are a
major consideration in providing large quantities of the material. By
using spin resonance to select the polarization state, rather than to rely
on slate-selective recombination, the major thermal load on the low
temperature cell is eliminated and the cooling requirements are greatly
eased.

It is an open question whether the techniques for producing H| and
D | can be applied to tritium, though the theoretical estimates of the
binding energies of T on *He {table 4.1), 3.2 K, leaves it within the
realm of possibility.

Postscript

Between the time these lectures were delivered and the submission of

+
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the final proofs (June 1984) there have been a number of new results
relating to spin-polarized hydrogen. We summarize several of them.

P.1. Compression experimenis

Experiments have beea carried out in which a gas of nuclear and
electron polarized hydrogen is compressed to high densities by
mechanical means. Hess et al. [101, 102] used a solid piston; the gas
was forced into a flat disk-shaped cell. Sprik et al. [103] exerted
pressure through the liquid helium; the gas ended up in a small bubble
whose shape was determined by the surface tension of the liquid.
Densities as high as 4.5 x 10" atoms/cm® have been reported [102). By
studying the decay of samples at high density, recombination due to
the three-body dipole interaction (see C4 in section 6.3) has becn
observed in the bulk and on the surface. The magnitude of the effect is
close to that predicted by Kagan et al. [78,104]; however, the
measured rates [102] do not show the strong dependence on magnetic
field expected from the theory. 1t appears that three-body dipole
recombination places severe limits on the densities which can be
attained in spin-polarized hydrogen.

The magnitude of the surface three-body dipole recombination is se
large that it caused a re-examination of earlier results on the decay of
doubly-polarized hydrogen. It is now believed that the interpretation
of those results in terms of an anomalously high surface two-body
nuclear relaxation rate (see section 7.5) was incorrect. Computations
show [105] that surface three-body recombination alone can com-
pletely account for the low-temperature decay rates, at least in the case
of the earlier MIT experiments {[16]. This observation clears up a
worrisome discrepancy between theory and experiment. The surface
two-body nuclear relaxation rate has probably never been observed, a
fact consistent with the best theoretical calculations of its magnitude
82]. )

[ (]Zompressiun experiments at high temperaiure and low magnetic
fields allowed the observation of a contribution to the two-body decay
due 10 an electronic relaxation process {103]. Atoms in the b state relax
to the ¢ state in a two-body collision; the ¢ atom then recombines
rapidly on the wall with a b atom (see B in section 6.3). The three-body
decay has also been shown to exhibit a term duce 10 the electronic
relaxation [106), the ¢ atom recombining with two b atoms in the gas.
In summary, the compression experiments have given a wealth of
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experimental results to compare with the detailed calculations of
relaxation and recombination mechanisms in hydrogen.

P.2. Nuclear spin waves

Nuclear spin waves have been observed in a H | gas by Johnson et al.
[107). They studied NMR absorption between the a and b states.
Superimposed on the broad absorption peak associated with a small
inhomogeneity in the magnetic field, they found a series of narrow
absorplion spikes corresponding to standing spin waves in the cell. The
usuai feature of this result is that the gas, at a density of about
10" atoms/cm® and temperatures around 250 mK, is far from the quan-
tum regime. The thermal deBroglie wavelength A(T)=35A is much
smaller than the mean spacing between atoms n~'" ~ 460 &. Usually
one associates collective behavior in a spin system with the overlapping
of the tails of the wavefunctions of the host atoms, as one might have
in a solid or liquid. In the gas, however, the effect of successive
independent collisions on the spin of a given atom must accumulate in
a coherent fashion. Such a behavior in dilute, non-degenerate spin-
polarized gases (He as well as H | ) was predicted by Lhuillier and
Lalog [21, 22]. Nacher et al. [108] have found evidence for spin waves
in spin-polarized *He gas, and Gully and Mullin [109] have found
similar evidence in a non-degenerate dilute liquid solution of *He in
‘He.

Levy and Ruckenstein [110] *have formulated a theory which
emphasizes the essential similarity of the physics of*spin waves in
ferromagnets, degenerate quantum liquids and dilute gases. They are
able to calculate an absorption spectrum for H| which agrees very
well with the spectrum measured by Johnson et al. [107]. Analysis of
the spectrum allows one to determine the longitudinal spin diffusion
coefficient in the gas and a parameter which measures the strength of
the exchange effects in the spin-transport process.

It appears that NMR experiments of this type can provide a valuable
probe of the microscopic behavior of spin-polarized hydrogen at all
densities.

P.3. Critical behavior

A detailed study of the critical behavior of a dilute interacting Bose
fluid has been carried out by Rasolt et al, [111). In particular, they
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examined the crossover from critical behavior near the transitiop to
ideal Bose gas behavior at low temperatures. Many of their predictions
are too technical to discuss here. The most interesting result for
spin-polarized hydrogen is that the crossover from mean field to critical
behavior (see section 3.6) occurs at a reduced temperature g =
(To— T)/Ty which is proportional to a/A (To). This gives a critical
region which is considerably wider than that indicated by eq. (3.28).
The reason why the simple Ginzburg criterion approach of section 3.6
gives the incorrect result is not yet understood.

P.4. Other realizations of a Bose gas

As explained in section 1, *‘He under normal conditions does not form
a weakly interacting degenerate Bose gas. In the liquid state the
density is high and the interactions, which include a hard core repul-
sion, are sizeable. The saturated vapor, in equilibrium with the liquid,
is not dense enough at any lemperature to become degencrate.
Crooker et al. [112) have used an ingeneous scheme to create a
weakely interacting “He gas which exhibits a Bose—Finstein like tran-
sition. They studied thin films of helium absorbed on porous Vycor
glass. The glass has the geometry of a sponge: interconnected pores of
the order of 60 A in diameter take up about 40% of the apparent
volume of a sample. Experiments were done at sub-monolayer
coverages where the distance between mobile helium atoms was con-
siderably greater than the atomic scattering length and comparable to
the pore diameters. The phase transitions observed did not show the
characteristics associated with the superfiuid transition on strictly two-
dimensional substrates [56, 57); rather they resembled, at least at the
higher coverages, the transition seen in the bulk liquid [113]. It is
believed that the multiply connected geometry of the pores enforces
three-dimensional behavior. As the coverage is decreased, the trap-
sition temperature decreases in such a way that the deBroglie
wavelength at the transition is in rough proportion to the mean spacing
between mobile helium atoms, as is the case for an ideal Bose gas. At
low densities, on the order of 10%/cm?, the width of the critical region
below the transition narrows, indicating a crossover to dilute Bose
behavior. Comparison with the theory of Rasolt et al. [111] for critical
behavior in a dilute Bose fluid supports this interpretation.

Another system which can be modeled as a weakly interacting Bose
8as comes from the field of semiconductor physics. Excitons are a
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combination of an electron and a hole in a semiconductor, bound
together by Coulomb attraction. Their structure is analogous to that of
a hydrogen atom; however, due to the reduction of the Coulomb
interaction associated with the background medium (which can be
viewed as a vacuum with a high dielectric constant), the energy scale is
less and the characteristic distances are larger than in hydrogen. At low
temperatures and high densities of excitons, the excitons can form
biexitons (weakly bound pairs of excitons, the analogue of H,) or even
condense into a liquid state [114]. In the case of copper chloride, CuCl,
the interactions between the excitons are such that the liquid state does
not form, rather the low temperature state of the exitons is a gas of
biexitons. Because of their low effective mass, several hundred times
less than hydrogen, the biexitons would exhibit a Bose-Einstein tran-
sition at proportionately higher temperatures at the same density (see
eq. 1.13). There is some evidence that such a transition may occur at
temperatures of 25 to 50 K in CuCl [115]. The system is a complicated
one though, and other interpretations are possible [114]. Further
studies are being carried out.
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