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1 Introduction

‘This document is still in the drafting stage. It is released only

to give, to the students, an overview on the inversion methods.
Beware of the algebra, may contain some errors

The words inverse methods cover a lot of different branches in geophysics.
Such a document wants to cover some aspects of the remote sensing in at-
mosphere.

First of all one starts from the well known direct methods. They involve
the use of physical imitative models that are based on the solution of radia-
tive transfer equation in atmosphere. Its complexity is out of my t lk, but
in principle we may say that a model is a combination of different informa-
tion coming from the optical properties of the atmosphere. So in general a
model may contains, for instance, the better solution of the radiative transfer
equation of a atmosphere-underlying surface system coupled with the optical
properties of the atmospheric components like aerosol and clouds {obtained
by Mie theory for spherical atmosphere or by other theory for non-spherical
aerosol applied to different classes whose refractive index can be known)
toghether with the cross sections of gases. Such a model can be used in the
main complex cases ( for instance in the case in which the satellite looks at
nadir) to produce complicated algorithm where the radiance measured by
the satellite R,,eas can be compared to the simulated cases over different
scenarios by minimizing the following relation:

XQ(N, ¢, 6: Gref, 7_) — Z(Rmeas(ﬂ': o, 8, aref,T) - Rsim(”: #,0; Qref, T))2 (1)
7

ag

i=1,..N

In such a case the minimizing techniques along the satellite viewing geometry
(11, @, 0; ares) subject to an error o like the Levenberg-Marquardt tecnique or
others are massively used to produce the wanted values (surface reflection
aref, B2S concentration, aerosol and cloud optical thickness 7 and so on).
However such a procedures are time consuming and requires fast computer
and huge amount of mass storage. On the contrary in case of limb mea-
surements the algorithms are relatively simple and are based on Freedholm
equation of the first kind and proper solution that will be the object of such

paper.



2 Numerical methods

Most inverse problems involve integral transform

[ k(@)@ (2

but numerical calculation for arbitrary f{z) rely on the approximation of
this integral by sum known as quadrature.

A simple quadrature example involves deviding the interval (a,b) into
shorter interval by interposing N quadrature points z,,zs....zy within the
interval, envisaging f(z) to take the value f1, fa...f~ at those points and to
behave linearly across the subintreval z;—;z;+1. If f(z) takes a fixed values
at z = a The quadrature points include z = a, z = b.

The integral can be approximate by summing over all the subintervals
the integral

L7745+ Bo)k()f (@)ds 3)

E

where A; and B; are chosen to make A;+ B;z coincident with f(z) at z = z;
and T;41.
To accomplish this :

A; + Bizy = f; (4)
Aj + Bizig = fin (5)
So that
py=dmchs ©)
Lit1 — Zj
4 = .’L‘j+21fj+1_"'$?jfj %
Jj+1 J

Then the interval z;—;z;41 makes the following contribution:
45 [ k@) @)z + By [ aki(2)f(z)de ®)
Ij Ij
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that can be broken in terms of factor f; and fj1;. Substituting and adding
the contribution of all subinterval Zj+1 and ;4 and so on, one finally obtains
the Quadrature Formula: N

b N
| k@S iz~ gy (9)
a j=t
where w; is given by:
xJ+1 L i1 1 Tj+1 N
—— k(z)dz ~ ———— zk(z)dz]f; + 10
= [ k) s )L ak(e)dslf; (10)
—7 Ti41 1 541
+——’-—/ k:rda:+—--————-—/ zk(z)dz)f;
[z,-+1 el L) o=z Je,  PF@Mlfin

The accuracy of the quadrature can improve by increasing the number
of points, if k;(z) change rapidly a very fine subdivision may be neede. The
integrals can be evaluate both numerically or analitically. One can select a
suitable quadrature formula such as:

o) = [ Hy,2)i(2)da (1)

to the linear approximation:

g = Af (12)
(Mx1) = (MxN)(Nx1)

where f contains the values of f(x) at the selected representative set of tabular
points £ — 1, z5....z5 and g contains the m values of g, 01, 92...9~. Equation
13 is a system where M and N are often large and the measured nature of g
and the finite accuracy of the quadrature formulae alone ensure that there
is always a small error component in the linear equation. So when we invert
the system we invert not g but g+ ¢ where is an error that can be estimate,
but whose sign is not known. Eq. 13 can have the following properties:

1. can be contraddictory ( contradiction in parametrs)

2. do not have enogh information (information not independent)

4



3. unstable ( det A very small or singular)
4. undetermined (N unknowns > N equations)

5. overdetermined (N unknowns > N equations).

3 Analysis error

3.1 Measurement error

In such a case the analysis of conditioning (i.e. the evolution of the
effects of errors on the vector f obtained by the inversion matrix) is
evaluated by means of the amplification of the percentage related to
vector g respect to the percentage error related to solution vector.

671 _ _ llsl

I = %l (13)
o 1671 Lol _ 147%6g] ol
17T Toal = TTA=Tg]] gl

that has an upper limit given by:
x < K(A) = [lAlIA~ (14)

IX] = (TN, | X:]*)V? = VXTX is the norm 2.

3.2 Error in determining the matrix coefficients

Are all the errors and uncertainties regarding the physical parameters.

If the matrix A is perturbed by 6A (that is the error in determining
the matrix coefficients), we have:

Al=A+6A (15)
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If the matrix is not singular the error amplification is:

NéfI 1Al
¢ = ST 16
Xe = 7]l oA (16)
and since
'=f+f=AI+A"6A)g = Ag+ A"'6Ag and
5f = A~15Ag
_[|A~1éAq| || Al

Xe =
liA-1gll [l6Afl

3.3 Error quadrature

In remote sensing the errors are only an estimation because one needs
to know simultaneously the kernel k(y, z) and f. The accuracy depends
on the number of nodes and usually increases with the increasing of
them.

4 Stability analysis

We analyze now what is the effect that the uncertainties have on the
determination of the component of g(y;) and what are the consequence
on retrieval.

Inverting the matrix A and multiplying it by a vector g + ég we have
ff=AYg+dg)# f (18)

If the system is ill-conditioned it produces great instability on solution.
In such a case one needs to work on matrix.

4.1 least square solution

It consists in finding a vector solution f” such to minimize the norm of
vector Af” — g. Then:

rAf” =gl = (Af* — 9)"(Af" - 9) = (19)
fnTATAfn __gTAfu —gTAf” _ fa:TATg+g'Tg
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Making the derivative of r and putting it equal zero we obtain the
minimum. We note that when a vector is differentiated respect to one
of its component, the result is a vector with null element everywhere
but the kth position where the vector is unitary. Such a versor is ey,
Then

eLATAP + fTAT Aey — g Aey —eF ATg =0 (20)
k=1N
or
eT(ATAF — ATg) + (f"TATA-g"A)er =0 (21)

noting the first term is transpose of the first we can write

(ATAf" — ATg) =0 (22)

or

I = (A7) ATg =0 (29)

Analizing such a function we see that we cannot obtain a better solution
than that obtained using a simple inversion. Infact the (ATA)™! is
greater than A~! since det(AA™!) = (detA)?.

4.2 Regularization

On the basis of prevoius results, we need to modify the matrix. But
modify the matrix it is to modify the system itself. We introduce a

multiplier -y such as
p(f) = [|Af — gl* +~a(f) (24)

where p(f) is a certain function depending on f, for instance :

o(f) = S (fis = £)° . (29)

i=1
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or
N
qm=§ﬁ' (26)

Such a last equation is called function at "minimum energy” When
v—;00, g(f) = 0. In general once <y is a priori fixed, ' obtained by
minimizing p(f) is such that the difference beetween the vector ¢’ = Af
and the vector g is less than the estimated error of measurements.

r(f) = [|Af — glI*ldg]
(27)

Now we select from the subsets a unique f which is the smoothest as
judged by the measured g(f)

4.2.1 Measure of smoothest

Most measure of non-smmothest are simple quadratic combination of
f; and are therefore forms of f which can be written as:

of)=fHS (28)

where H is a simple near diagonal matrix. If H is a symmetric matrix
then:

H=KTK (29)

K being such kf contains in its elements that are squared and summed
to give ¢; or the quadratic form is the squared norm of the vector kf.
If we have "minimum energy” H = I where I is the identity matrix.



4.3 Completion of constrined solution processes

Now we want to minimize:
o(f) = (Af — 9)"(Af —g) +1fTHf (30)

It means to minimize the derivative of the equation 30 in the same
way we have already done in previous case. Being the second term the
transpose of the first one we put equal zero the first term for each value
of k and we obtain:

(ATA+~H)f = ATg (31)

or the known
f=(ATA+~H™)ATg (32)
where the eigenvalues of the AT A + vH matrix are greater of those of

matrix AT A and the system is stable.

4.3.1 Searching the optimal 7

We have now found a new formulation of the type
f=B7yg (33)
where
B! = (ATA+yH " 1H)AT (34)

Since the known vector is g we have obtained a new unknown function
that can be equal to previous only if vy =0

Putting
f'=f+6f (35)

where 4 f is due to the variance of the matrix itself, we have a new
system of the type:

f'+df' = B~} (g + dg) (36)

9
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with df’ is due to the error introduced on g. Then:
f'+8f +df' = B~Y(g + dg) ) (37)
remembering f = A~'g we have

8f +df' =B g +dg) — A7l = (ATA +vH) " AT (g + dg) — A~1g(38)

The right part represents the total variation of the unknown function
due to the modification of the matrix and introducing the error vector
g for ;0 and increasing the contribution related to éf increases, de-
creasing for df’ producing a better conditioning. The optimal value of
7 is that minimizes the equation 38. We put then

I6f +df' | = 1B~ (g + dg) — A9 (39)

and - such as it is minimum. When 7~ is selected we need to verify if
it is acceptable or

Af" — gl >e
(40)

I(AB™ - I)gll < e

5 Information content

The question then arises now is : how many measurements need to
have a significant information content?

The first point is to decide how many are the independent measure-
ments. But this is not obvious because we can have a lot of measure-
ments independent but that cannot introduce other information Then
we look at the kernel’s trend that determines the matrix A, determines
the vector f and the error dg. The main problem is due to the kernels
that are not function mutually ortogonal. Then the mth kernel can be
approximated by a linear combination of other kernels plus an error
that can be minimized. Infact from

gn = [ kn(2)f()dz (41)

10



it is evident that the kth kernel is a linear combination of m-1 kernel
or

k(@) = 3 ajk;(2) (42)

i#m

and then:

on= | ok (a)ds = o [Ei@f@)de = ¥ aj95(z) (43)
3 J

j#m
The kth kernel can be approximated by the previous relation through
a relation of the type

[ln(@) = 3 a;k(e) "z (44)
J
where a; are properly selected.
Then
km =Y aik(z) + () (45)
J
Or introducing the error 4,,, we have:
Gm = Z ajgj(:c) + 5m (46)
J#m

How small can we make 3°; a;k(y;, z) Observing the absolute magni-
tude of a’s is irrelevant we loose no generality by choosing the con-
straint: 3 ;af = 1

Then as measure of the smallest of this quantity the squared norm is
appropriate. The problem becomes that of determining the condition
for

0= [[Sask(y; 2)de (47)

to attain extremum subject to the constraint 3_; a;‘-’ =afa =1 If
we collect the k;(z) into a vector k(x), the scalar quantity k;a;k;(z)

11



is simply aTk(x) and the square is a”k(x)&7(z)a. But matrix-vector
products are associative. So we can write:

[a”k(x)][kT (z)a] = a” [k(x)k (z)]a (48)
Only the matrix is a function of x, so the integral 47 can be written as
aTCa : (49)

where C is the covariance matrix obtained by taking all pairs of ker-
nel and integrating their products over the range of x with which the
inversion problem is concern.

Then the information content useful for retrieving f(x) is related with
the eigenvalues A\ of the covariance matrix, previously defined whose
elements are ¢;; =; (z)k;(z)dz, by the relation

2{\;1 dg? lidgll
N> = = 2 50
s O (50)
If we consider the relative error as given by
dgl|
RE? = lidgll v, 51
o’ (51)
we obtain:
A > REQ(%—{”IV (52)

Since such a relation does not contain the simple symbol > it follows
that the method does not give absolute information around the exact
number of useful information to make retrieval of f(x) when the eigen-
values are of the same order of the right part of relation 52. However
if exist N’ eigenvalues less than the treshold given by equation 52 the
measurements able to give independent information are N-N’.

Then the relation 52 gives:

(a) the information content associated to the kernel and it is able to
evaluate the number of independent information, when the relative
error and the guessed f(x) are given

12



(b) an indication for the optimal + to use during the constrained in-
version

(c) the estimation of the relative max error allowable in order to avoid
the instability of the solution when one makes the direct inversion

f=A"g

6 Retrieving the aerosol profile

As an example we can use such methodology based on a Freed-
holm equation of the first order. We suppose to have solved the
Radiative Transfer Equation in such a way to have a relation of
the following type:

1 7o
=2 -
I= % /0 Gie™%dr (563)

where the vector g = (k+ %, ~k+ 4, - + 4,0+ 1, ~b+ ;) and
{=1,234,5.

6.1 Limits of confidence of the model

Since the solution can be only obtained by an approximated so-
lution where the phase function is truncated, we introduce the

following scaled quantities;

_9=f
ST
=1 —wf)T

where f is the fractional scattering of radiation into the forward
peak given as the second Legendre polynomial expansion ratio 5.
Tests carried out by Xiang at al (1994) showed that for 7,3 we
may use the actual phase function and wj and 7/

13



6.2 Retrieval method of aerosol profile varia-
tions

Teking into account that the optical thickness is :
o0
r= [ alxdx (55)
and
dr = —a(z)dz (56)

the total upward radiance changes as a conseguence of the varia-
tion of the aerosol extinction profile Sa(z) can be written as:

81 =—Z/ [Bi(z)b0x(z)e™ @ J;” atix (57)
~Bu2)alz)e 1T *Whg(2) [ sa(x)dxldz

Such equation can be transformed as follows:

61=3 [~ Wil 2)as(2)dz (58)
i
where:
Wily; 2) = llm(z)e-m‘*’ I et (59)
/ QI(X —q;(x)fx ﬂ(t)dldx]
Then the equation (25) is:
oA = [ KO3 2)f(2)d (60)

where the relative aerosol variation f(z) = %z—?- while the aerosol
kernel function is given by K(A,v; z) = 2, a(X; 2)Wi(A, v; 2). The
quadrature scheme, based on the trapezoidal rule, may be applied
to W;. Then we obtain:

Wi(i) = m[ﬁz(l)T( yu) — (61)

i=1

2-;1 a(m)ﬁ, (m)ql(m)T(m)q:(m) Az+(m) _
a(D)Bi()a @) T @) DAz ()]

14



Where T(n) = e-f::,,a(x)dx is the transmittance from the z(n)-
layer to TOA. Then the numerical evaluation can be carried out
as: :
N
g((A);) = 21 K((A )59 f(d)Az() (62)
i=
where the index j identifies the wavelenght and scattering angle
considered, while N identifies the atmospheric layer. The equiva-
lent matrix form is:
g = Af (63)
From now on the inversion can be treated by the procedure pre-
viously developed i.c.

f=(ATA+yH)'AT(g + dg) (64)

where the matrix H is the identity matrix and dg is experimental
uncertainty in g

7 Conclusions

Retrieval from satellite is a complex and difficult task. For this
reason many different methods are used from the minimization
techniques to inversion method of ill-posed problem. This paper
deals with main techniques currently used.
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The application of the Radiative Transfer Theory
to the information content modelling connected with the interpretation of a
multispectral satellite environment data

Rodolfo Guzzi !, Oleg Smokty 2
IMGA-CNR, via Emilia Est 770, Modena (Italy)
2 Institute for Informatics and Automation, Russian Academy of Science, 14 line 39, San Petersburg (Russia)

1 Abstract |

The information content of the optical atmospheric data
retrieved, making use of multispectral satellite measure-
ments in the visible and near infrared spectral regions is
modelled by direct and inverse radiative models based
on a unified mathematical description. The semantic
kernel of such approach consists in the unifying the
mathematical modelling that contains from one side the
direct-inverse operator and the inputs optical models of
the atmosphere-surface system.

The appropriate numerical results for forward input
optical and direct radiative models are here discussed
too.

2 Introduction

It is well known that modern remote sensing investiga-
tions of the environment have to be based on the whole
information content determined by the complexity of
the experimental and theoretical tools including the re-
ceiving system and thematic data analysis. In such con-
text, due to the high cost of receiving and processing
data, the appropriate mathematical modelling based on
imitative models, assume great significance.

Unfortunately, at present, we have only fragmentary
approaches and methods that should be unifted to form
the appropriate knowledge data system to have the es-
timation, control, prediction and management of the
geophysical and biophysical parameters and processes.

Naturally the total realization of such approach shall
be possible only in future. In the present paper, how-
ever, we can give some results that illustrate the pos-
sibilities of complex imitative mathematical approach
based on proper Input Optical Models (IOM) and For-
ward Radiative Transfer Models (FRTM).

We have selected as proper input optical models that
one developed in RADCOM ([1]), and properly related
with that one prepared for the Global Ozone Monitoring
Experiment ([2],[3]}

3 Information content mod-
elling related to the radiation
transfer problems

In order to provide the information modelling con-
tent, Input Optical Multilayer Models ( IOMM) of the
Earth’s atmosphere-surface system have to be com-
bined with Radiative Transfer Forward Models (RTFM)
adopting analytical, semianalytical and numerical solu-
tions of Radiative Transfer Equation (RTE).

If we represent the RTFM in terms of precise and ap-
proximate operators L and L respectively and the mul-
titudes of IOMM by exact and approximated parame-
ters G as well as & respectively, we have the following
combination:

(L) P LG PP LG}

that can be directly apply to the multitudes of unknown
intensities {I}, ;.

The information content of input optical atmosphere-
surface system will be determined by a selected dis-
cretization level N[G @ G] and by the appropriate er-
ror ¢y that, together represent G and G in each point
of the adopted grid g. Then the information content of
direct radiative problem will be determined by:

NGB EGLHLP LIRIC PG

4  Atmosphere surface system
input optical models

As mentioned before the multitude G contains the in-
put optical information about the spectral optical thick-
ness 7o{)), the spectral single scattering albedo A(r, A)
and the spectral atmospheric and surface phase func-
tion x(X, v, 7).

Then the information content of the input optical
models will be defined by:

1. the chosen grid-point g related to the current scat-
tering angle - as a function of solar zenith angle arcos(
and observation angle arcosn and azimuth angle ¢;

2. the spectral wavelenghts discretization A;

3. the atmospheric optical thickness 79()) and optical
depth 7(A);



4. the error level ¢ of optical parameters representa-
tion in each current point of used grid point g,

The next level of information content is determined,
according to the classical approach ([4]) by the Fourier
transforms taking into account the grid point g and
the level of error ey including the number of moments
Fatm(Xi7,0,¢) and P7.(X; 7,7, ¢) related to the atmo-
spheric and surface phase function Xatm{A;Y,7) and
X.mr()\; Y T) respectively.

The final level of information content is determined
by the summation and successive compression processes
of the structurized elements atm,sur Provided appro-
priate calibration procedures.

According to the Nyquist-Kotelnikov's theorem (51
the current frequency discretization level k cannot be
arbitrary but must exceed twice the highest signal fre-
quency M, ie.: k > 2M,

As a result of such approach, taking into account for
instance the desiderable level of error equal to ¢ = 10—4
in Table 1 are shown the tabulation scattering angle
with the related steps Ay needed for the interpolation
input atmospheric phase functions.

Tablel.
Interpolation scattering angle steps A-y.
Error is € = 104

¥ |10 J1 T2 [3 |5 Ti0 Ti57120

Ay [0.22/ 0.14] 1.0 [ 0.85] 0.73| 0.84| 1.1 1.4

vy 30 |45 [ 60 [ 90
Ay {2030 4274

In fig 1 are reproduced the appropriate data related to
total number of azimuth harmonics Ny (high frequency
level) as a function of the logarithm of the error ¢y in
terms of the real phase function and Heney-Greenstein
parameter g,

5 The inverse solution prob-
lem related to the Radiative
Transfer Theory

The same approach used before can be adopted for the
inverse solution. In order to evaluate the moltitudes
of G* and G* we use the appropriate inverse operators
L=! and £-1. Then:

G = (LN P L LGN D
& = (L HEE) D I Lol

On the basis of discretization level and appropriate
error, the information content of inverse problem is:

MG P67}, 6(L7 RLIG) @L[G‘]]’@

L' ALIGT AR Licn

The solution of inverse problems of space based atmo-
spheric optics can be given by a unified mathematical
approach. Such an approach can be found by the Am-
barsumyan’s representation for vertical uniform atmo-
sphere bounded from a lambertian reflecting underlying
surface ([6]).

By the definition of brightness coefficients
P(1.¢, ¢, 1) with surface albedo A, the intensities at
the top of the atmosphere 7 (0,7,¢, $) are:

I(0,7,¢,6) = S¢p(n, ¢, ¢, 70) +
(Ap(n, T0)u(¢,70))/(1 ~ AC(rp))

where u((, 70} and C(7y) are well known parameters
defined in Sobolev ([?]} and xS is the extraterrestrial
irradiance. Brightness coefficient is :

M
PMC 8.70) = p°(n,€, 8,70} +2 3 p™(n,¢, b, To)cosme

i=m

P™(n,¢, &, 7o) is expressed by the well known Ambar-
sumyan's functions,

Assuming the space-derived coefficient p(m ¢, @, taug)
is modelled as a result of the direct problem of the radia-
tion transfer theory using similarity ratios for the model
phase function containing a certain number of Legen-
dre polynomyals, the inverse problem can be thought
on the basis of a spatial angle method.

If we define the set of parameters characterizing the
state of environment as X(z;) and ¥ (y;) the spectral
brightness measured from space can be written by the
following relation:

Y = AX(z;) with i=1,2,3..n

This relation can be inverted obtaining;

X(zi} = A™'Y where the inverse operator is incor-
rect according Hadamard: i.e. small errors in measure-
ments, approximate mathematical form of Y and X and
so on. As a consequence the quality of space informa-
tion must be determined on the basis of following fac-
tors:

1.physically based experimental methods of remote
sensing and small errors of measured spectral measure-
ments;

2. requirements of mathematically corrected methods
and algorithms of environmental parametrs retrieval
according to the Earth’s brightness spectral measure-
ments data.

Further possibilities consist in a priori parameteriza-
tion, angular discretization and the use of the analytical
form to represent the dependencies of measured radia-
tion field from the unknown state of parameters.

On this basis, an angle discretization method can be
applied by the small deviations of retrieved optical pa-
rameters values 6%, corresponding to small deviation
of variaties of retrieved radiation fields 8Y; relatively to
the varieties of its input values 8Y;.

Following the scheme of paragraph 3 we have:

Vv o~ Y oo L .t



Xi=> X;+8X; Yi=>Y,+Y;
i=1,23..N ji=123.M
AY; = 6Y; +8Y; AXi=6Xi+6X;

Then the following minimization condition has to be
fulfilled:

N
> 1Y (z) — Y (z)ff < e
iy=1

N -
S 16X - 86X <6

1,7=1

As an example in figure 2 is presented the errors in
retrieving the values of X; as a function of N.

6 Discussion of results and con-
clusion

On the basis of the approach here presented is evident
that dealing with the information content modelling
connected with satellite environment data is a complex
problem. The approach here outlined is based on a uni-
fied mathematical theory starting from the input optical
model and using direct and inverse operators to retrieve
the optical parameters.

The problem to develep a global environment mon-
itoring from space raises from measuring methods
adopted and from the registration and data process-
ing in terms of time-space scale.Such approach requires
the formulation of scientifically based requirements for
the error and level of discretization as far as we have
here briefly presented.
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Atmospheric aerosol optical properties:
a database of radiative characteristics for different

components and classes

Chiara Levoni, Marco Cervino, Rodolfo Guzzi, and Francesca Torricella

A database management system has been realized that, by taking physical and chemical properties {the
complex refractive index and the size distribution) of basic components ae its starting point, allows the
user to oblain optical properties of default as well as user-defined aerosol classes, Defauit classes are
defined in accordance with the most widely known and used aerosol models. We obtain uscr-defined
classes by varying the mixing ratio of components, creating new mixtures of defaull components, or by

defining user components, thercby supplying the size distribution and the refractive index.

The effect

of relative humidity (RH) on the refractive index and the size distribution is properly nccounted for up to

RH = 99%.

The two known mechanisms of obtaining classes from components are allowed {inlernal or

external mixing). © 1997 Optical Sociely of America
Key words: Aerosol optical properties, acrosol models, radiative transfer.

1. introduction

Aerosols play an important role in the global climate,
the radiative forcing of climate, and the Earth’s ra-
diative balance,

They act by modifying the local and planetary al-
bedo and by absorbing the upward terrestrial ther-
mal radiation. Aerosols influence the radiation
balance through two key processes: directly, by
scattering and absorbing solar radiation, and indi-
rectly, by acting as cloud condensation nuclei and
thus dramatically affecting the optical properties of
clouds (the latter is also referred to as the Twomey
effect?).

The optical properties describing the interaction
between aerosol and solar radiation are the extinc-
tion (K} and scattering (K**) coefficients, the
single-scattering phase function [P(y)], and the ver-
tical optical depth (r4): These properties are wave-
length dependent and must be specified over the
whole spectrum. They are derived from microphys-
ical quantities such as the complex refractive index
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fm = n — ik) and the size distribution [dN(r})/dr] by
means of the Mie theory, which assumes that the
particles are spherical and homogeneous.

Aerosol models represent a simple, generalized de-
scription of typical atmospheric conditions.? The
definition of a model is a complex process because of
the great variability in the physical, chemical, and
optical properties of aerosols in both time and space.
Two fundamental approaches toward defining an
aerosol model exist: first, a direct measurement of
all the necessary optical properties as a function of
space and time and, second, a computation of the
optical characteristics of aerosols after the micro-
physical properties have been collected and averaged
by use of data derived from different sources.

The first approach is the most direct. However, it
requires a large number of accurate optical measure-
ments for many wavelengths over a representative
time period and with adequate spatial coverage.
These measurements are currently not available in
the required quantity and quality.

For these reasons “computations remain...the
only reasonable approach to a complete data set of
aerosol optical properties needed for a global model-
ling of climate.”® Direct optical measurements,
when they are available, can subsequently be used for
comparison with the computed properties.

Several authors have developed models for atmo-
spheric aerosols: beginning with the early works of
Toon and Pollack? and Fenn,? a number of compila-
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tions of aerosol optical properties can be found in the
literature,2367 although the great variability of
sources and the use of various formats and nonstand-
ardized units make it difficult to use the data.

The Database (in this paper, our Database is de-
noted by the capital D) provides a powerful tool for
obtaining optical properties of default components
and aerosol classes. We selected the default compo-
nents and classes after a thorough analysis of exist-
ing published databases by carefully comparing the
sources with the aim of drawing up an exhaustive
compilation that avoids misleading duplications and
adopting a widely recognized nomenclature. The
components are defined on the basis of the chemical
composition (complex refractive index) and the size
distribution. For each component all the relevant
microphysical quantities are clearly listed, including
the size-distribution type, the wavelength-dependent
refractive index, and the information on the ambient
humidity dependence of both. The default classes
are defined by means of mixing ratios, and they rep-
resent typical atmospheric mixtures of standard com-
ponents. All the default classes are considered as
external mixtures. The resulting optical properties
of default classes have been checked against pub-
lished results and measured data (see Section 3).

The main novelty of the Database, besides these
default components and classes, is that it allows
computation of optical properties of user-defined
components and classes. New components are de-
fined by the input of the appropriate refractive in-
dex and the size distribution; new classes are
achievable by varying the mixing ratios of the de-
fault classes or mixing {internally or externally)
new components. This flexibility is regarded as a
strong improvement with respect to existing data-
bases, and it should meet the need of those scien-
tists who, having analyzed the appropriate
standard components or classes to model atmo-
spheric optical properties, are often forced to mod-
ify, to a greater or lesser extent, the aerosol
characteristic adopted so that it complies with
reality.s-10

For both default and user-defined classes or com-
ponents, the optical properties’ output is computed on
the basis of the user-selected relative humidity (RH)
level. The optical properties (extinction coefficient,
phase function, single-scattering albedo, asymmetry
factor) of the selected class are computed at a set of
wavelengths and at a set of angles (phase function)
selected by the user.

With the Database it is possible to select the mixing
type (internal or external) of components: Indeed,
resulting optical properties can vary with the choice
of internal or external mixing, thus affecting radia-
tive transfer computations.!! This capability of the
Database to mix the components internally is an im-
portant step forward with respect to other available
databases in which the components are only exter-
nally mixed. Examples of the effect of choosing dif-
ferent mixing types are shown in Section 4.

8032 APPLIED OPTICS / Vol. 36, No. 30 / 20 October 1997

Database
DATA SET ALGORTTIIMS
Across| eomponen: QUTTUT
Refr. Lujex
e
USFR : ‘m Scan Coeft,
QUERY =
Water Reir. Index 3
DIFALLT CLASS{ﬂ m [Asym. Pam. ]
Mixing Ratos

DEFAULT CLASS/ACOMPONENT

USER | o

QUIRY USHR-DRFINED CLASS/COMPONIS |
Relr, Index Mixing type
Size-Diswr,

Mixing Ratios
Fig. 1. Database structure, with input-output details,

GRID

Rel, Humid.
Scaty angles
Wavclengihy

2, Database Structure

A. Overview

The Database structure is outlined in Fig. 1.

The Database provides defined aerosol class or compo-
nent optical properties such as extinction, scattering, and
absorption coefficients at default concentration (1 parti-
cle/cm®), together with phase function, asymmetry pa-
rameter, and single-scattering albedo.

An aerosol class is defined as a mixture of aerosol
components by the assessment of mixing ratios and
mixing type (for an internal or external mixture),
Users can select a default aerosol class or component
or they can input a user-defined aerosol class or com-
ponent by setting mixing ratios, size distribution, re-
fractive indices of aerosol components, and mixing
type. The difference in mixing type is described in
Subsection 2.C. The case of a single-component
aerosol class (no mixing) is also allowed.

The user can choose a grid within the following
parameter ranges: wavelength, 0.2-40 um; scatter-
ing angle, 0°-180°; and RH, 09%-99%.

The Database algorithms are based on Mie calcu-
lations, because aerosol particles are expected to have
a spherical shape, which is a reasonable assumption
under high humidity conditions, and because most
particles are partially composed of hygroscopic mate-
rial.® The sphericity assumption becomes critical as
the dry aerosol size increases. Although methods
are becoming available to treat shape effects,!2 it was
decided to limit the Database computation to the
sphericity assumption.

As shown in Fig. 1, the Database consists of a data
set of aerosol default components and classes and of
some computational algorithms that are presented
below,

B. Data-Set Description

Aerosol components are modeled in the data set by
means of continuous distribution functions of the ra-
dius (size distributions) due to the sphericity assump-
tion and spectral complex refractive indices. Size



Table 1. Relevant information on Aerosol Component Size Distributions and Refractive Indices”
dN/dr Refractive Indices
Wet-Mode
Component Type Reference Radius Type Reference
Dustlike 1 Log N 6 Indep. Dustlike 7
Dustlike 2 Log N 7 n Dustlike 7
Water seluble 1 Log N 6 3 Water soluble 7
Water soluble 2 Log N 7 n Water soluble 7
Soot Log N 6 3 Soot 7
Oceanic Log N 7 n Oceanic 7
Sea salt (nuclear) Log N 3 3 Oceanic 7
Sea salt (ace.)
Sea salt (coarse)
Mineral background (nuel)® Log N 3 Indep Mineral 3
Mineral background (acc)’
Mineral background (coarse)
Mineral wind carry (nucl)® Log N 3 Indep Mineral 3
Mineral wind carry {acc)”
Mineral wind carry {coarse)
Sulfate Log N 3 3 H,S0, 7
75% H,50, 1 Log N 6 Indep H,S0, 7
75% H,50, 2 ¥ mod 7 Indep H,S0, 7
Voleanic ash 1 Log N 6 Indep Volcanic ash 7
Volcanic ash 2 v mod 7 Indep Volcanic ash 7
Mineral long range Log N 3 Indep Mineral 3
Transport to maritime environment
Mineral Polewards Log N 3 Indep Mineral 3
Small rural Log N 2 2 Rural 2
Large rural Log N 2 2 Rural 2
Smail urban Log N 2 2 Urban 2
Large urban Log N 2 2 Urban 2
Maritime-oceanic origin Log N 2 2 Oceanic 2

“Entries in the third and the fourth columns refer to the publications listed at the end of this paper from which the values of
The label regarding the wet-mode radius is set to n if data are not

size-distribution parameters and wet-mode radii can be obtained.
available, while indep. means that the aerosol component is not hygroscopic.

reported in the cited sources (last column).

Refractive-index types refer to chemieal composition as

"The nucl and acc are, respectively, nucleation and nccumulation modes.
“Values {from Shettle and Fenn,? which are different from those applied to oceanic and sea-salt components.

distributions are either log-normal or modified
gamma distributions:

dN 1 ¢
_ C [_ [ ogz((r:;;.)] }, O

— = ==X
& (02 7

where r,, and ¢ are the mode radius and standard
deviation, respectively, and C denotes the default
concentration (if the mode radius is expressed in mi-
crometers, AN/dr results in particles per (microme-
ters times cubic centimeters):

(2)

_ o .
& Ar® exp(—br),
where A again denotes the default concentration and
a, b, and vy determine the shape of the distribution.

This data set has been collected from several
sources, as shown in Table 1. Humidity effects on
aerosol-component microphysical properties are
taken into account, as suggested by Shettle and
Fenn? and d’Almeida et al.? by averaging aerosol and
water refractive indices and by changing the mode

radius of log-normal size distributions (the standard
deviation remains unaffected).

Database components derived by Shettle and
Fenn? (lower part of Table 1, which begins with the
small rural component) have to be considered sepa-
rately, as they consist of premixed substances with
volume-averaged refractive indices. For example,
small and large rural components are both composed
of 70% water-soluble and 30% dustlike substances,
but they obviously differ in size distributions, We
decided to include these tropospheric aerosol models
to allow users to reproduce those classes (which are
labeled SF, for Shettle and Fenn,? in Table 2) that
represent the basis of the LowTRAN aerosol database.!?

Dry aerosol refractive-index values have been col-
lected? in the 0.2-40.0-um wavelength range, except
those for mineral components® that have been pro-
vided in the 0.3-40.0-um range. Data for Shettle
and Fenn aerosol models come from Ref. 2, for the
above-mentioned reason. Table 1 shows which of
the ten refractive-index types are attributed to each
of the 27 components.

By mixing these components it is possible to gen-
erate default aerosol classes, presented here in Ta-
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Table 2 Default Aerosol Classes”

Aerosol Class Reference Aerosol Component Mixing Ratio
Clean continental 3 Water soluble 1 0.9999
Dastlike 1 1.0 x10°4
Average continental 3 Water soluble 1 0.93877
Dustlike 1 2.27 %107
Soot 0.06123
Urban 3 Water soluble 1 0.5945
Dustlike 1 1.67 x10°7
Soot 0.4055
Clean maritime 3 Sea salt {nuclear) 0.512-0.667
Sea salt (acc.) 0.0042-0.03
Sea salt (coarse) 0.001
Sulfate 0.290-0.457
Maritime polluted 3 Water soluble 1 0.5939
Soot 0.4051
Oceanic 9.6 X104
Desert background (wintertime) 3 Mincral background (nucl)® 0.9274
Minera! background (acc)® 0.07246
Mineral background (coarse) 0.9661 x10°*
Desert wind carry {(summertime) 3 Mineral wind carry {nucl)* 0.8542
Mineral wind carry (acc)® 0.14568
Mineral wind carry (coarsc) 7.2842 x107°
Background stratospheric 1 6 75% H,S0, 1 1.0
Volcanic 1 6 Volcanic ash 1 1.0
Maritime 7 Water soluble 2 0.99958
Oceanic 0.00042
Continental 7 Water soluble 2 0.93876
Dustlike 2 2.27 x10°%
Soot 0.06123
Urban or industrial 7 Water soluble 2 0.5945
Dustlike 2 1.66 x10 7
Soot 0.4055
Background stratospheric 2 7 75% H,S0, 2 1.0
Volcanie 2 7 Volcanic ash 2 1.0
Rural SF 2 Small rural 0.999875
Large rural 0.000125
Urban SF 2 Small urban 0.899875
Large urban 0.000125
Maritime SF 2 Small rural 0.99
Maritime-oceanic origin 0.01
Tropospheric SF 2 Small rural 1.0

“Data sources, components, and number density mixing ratios for default classes are specified. Entries in the second column refer to

the publications Hsted in the references at the end of this paper.,

he nucl and acc are, respectively, nucleation and accumulation modes,

ble 2. The reliability of default classes is discussed
in depth in each of the cited source papers. Most of
the authors referred to stated that snapshots ob-
tained in a specific location and at a specific time
may not conform to the data presented because of
averaging processes. Moreover, for marine aerosol
types, the default mixing ratios are only estimates
because of the high variability of the marine bound-
ary layer; marine default classes have been pro-
posed with the same mixing ratios as those found in
the literature.

Finally, it should be noted that mineral long-
range transport to a maritime environment and
mineral poleward aerosol components in Table 1
are not referred to as part of the aerosol classes in
Table 2. As stated in the literature, they form
aerosol classes with mixing ratios so variable in
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time and space that to define default values would
not be worthwhile,

C. Algorithms

1. Relative Humidity

With increasing RH values, atmospheric water vapor
condenses onto the particles and alters their size and
refractiveindex. This may be applied to hygroscopic
particles such as water-soluble or sea-salt compo-
nents, but makes no sense for insoluble particles such
as all mineral components that form desert aerosol
classes. The algorithm used for humidity influences
on the refractive indices for both real and imaginary
parts (the wavelength dependence has been omitted
for brevity) is!4

m' =m, + (my = m,)ro/r'), (3)
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where m, and m' are the complex refractive indices of
dry and wet particles, respectively, ro and r’ are their
mode radii, and m,, is the refractive index of water.

The opportunity to use the latter correction sug-
grested by Hinel'® concerning the imaginary part of
the complex refractive index has been provided:

k' k., k Ba  \[ro\’
2 =2 1= - 2 ‘? y (4
n“+2 nJ+2 ne+2 n,+20r
where % is the imaginary and n is the real part of the
complex refractive index; the prime superscript re-

fers to wet particles, and the 0 and w subscripts refer
to dry particles and water, respectively.

2. Mixing Types
Users have the opportunity to mix the components
internally or externally.

In an internal mixture, the individual particle con-
sists of mixed components, whereas in the external
mixture, pure particles of various chemical com-
pounds exist side by side. It is currently thought
that aerosols often exist initially as external mixtures
near aerosol sources and that the aerosols gradually
tend toward an internal mixture as they age.

Figure 2 shows the procedure by which the two
different types of mixture can be obtained from the
same input.

Note that the two procedures lead to distinct re-
sults only if aerosol compenents do not show the same
refractive indices. Such refractive-index differences
may be due to diverse chemical composition, for ex-
ample, a clean continental mixture, or to the influ-
ence of humidity, as described in Eq. (3) (e.g., rural
SF). For example, the distinction between internal
and external mixtures cannot be applied to desert
aerosol classes, whose nonhygroscopic components
differ for size-distribution parameters only.

An internal mixture is characterized by airborne
particles with a heterogeneous chemical composition:
In view of the difficulty of specifying the refractive
index of internal mixtures, aerosol models usually
deal only with external mixtures.®” Here the ap-

proach adopted is to compute the refractive index of
an internally mixed class by use of the volume-
weighted average of refractive indices of the compo-
nents. The computation of volume mixing ratios is
derived from number-density mixing ratios and size
distributions (see Appendix A). A Mie calculation
for internal mixing is then performed just once for
each mixture by use of the normalized (by relative
particle number densities) sum of size distributions,
but requires a new Mie computation every time the
particle number-density mixing ratios change.

External mixing implies that each component of a
given aerosol class is represented by a different sub-
stance with its own size distribution and complex
refractive index. Following separate Mie calcula-
tions on each component, the resultant extinction
(scattering, absorption) coefficient and the other op-
tical properties of the class are obtained as appropri-
ate weighted averages {see Appendix A) by use of
concentration by particle number {normalized to 1
particle/cm®).

3. Mie Calculation

The U.S. Air Force Geophysical Laboratory code used
to perform the Mie calculation is MiE2, which is based
on a program developed by Radiation Research As-
sociated, Fort Worth, Texas.

The original code required lower and upper inte-
gration limits (r,, and r,,,., respectively), for per-
forming integration over radii in the application of
the Mie theory to polydisperse aerosols.

These integrals give the scattering properties for a
polydisperse collection of particles of identical optical
constants, starting from the corresponding quantity
for a single particle. They have the general form of
an integral over the radius, from 0 to =, of the size
distribution multiplied by the geometric cross section
wr? of the particle and by an efficiency factor that is
a limited function of r.

Nevertheless, any quadrature (i.e., numerical inte-
gration) method requires two finite integration lim-
its, r;, and 7. These limits have to be selected to
minimize the integration interval without loss in aec-
curacy: This is, in principle, possible because the
size distribution vanishes at r = 0, =,

The principle underlying the choice of rp,;,, and .o
is to stop the integration or, in the discretized form,
the sum, when the addition of new terms does not
significantly vary the integral function. This selec-
tion is realized by means of the following criterion:

[dN(r)/dr)r® < cutoff value

Yr>r Vr<rmim (5)

max?
in which only the part of the integrand function that
leads the trend to zero in both » = 0 and r = = is
tested.

The code was modified to find the interval of inte-
gration automatically, as shown.

As well as automatically selecting the extremes of
the size range, users can choose to input different r;,
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Table 3. Comparisons with Other Databases”

Test Case Description

Resulis

Compared Number of Number of Number of Number of Relative Difference Maximum Relative
Databases Parameters Wavelengths RH Levels Classes <0.1% Difference (%)
SF 3 4 3 2 70/72 0.11
WCP-112 3 4 1 4 26/448 1.21
DALME 3 4 1 2 19/24 0.17

“The total number of tested cases is the product of the number of computed aerosol optical parameters times the number of tested

wavelengths, RH levels, and aerosol classes.

and r,,, values if they are aware that particles out-
side a certain size range do not exist under particular
conditions.

3. Database Validation

A. Numerical Comparisons with Other Databases

The Database has been designed to provide the opti-
cal parameters of all the components and classes
listed in Tables 1 and 2, respectively, which are called
default or basic. The input data needed for the com-
putations have been digitized and are contained in
the input data set. The components and classes are
taken from the most well-known and frequently used
aerosol models, namely those proposed by (1) Shettle
and Fenn,? (2) the World Climate Research Program
in 1983,% (3) the same organization in 19867 (referred
to as WCP-112), and (4) d’Almeida et al.® in 1991
{referred to as DALME).

To validate the output of the Database, tests have
been carried out to compare the optical properties
(extinction coefficient, single-scattering albedo, and
asymmetry parameter) computed by the Database
with corresponding results found in the literature,
after a careful check on the equivalence of input pa-
rameters. Calculations have been performed across
the UV-visible range at the following wavelengths:
0.300, 0.337, 0.500, and 0.694 pm.

The results of such comparisons are presented in
Table 3. For each literature source, the number of
selected cases (i.e., the product of the number of
tested classes times the number of wavelengths times
the number of humidity levels times the number of
compared parameters) and the number of compari-
sons leading to a percentage error of less than 0.1%
are presented along with the maximum difference
found, regardless of the parameter, wavelength or
RH at which the maximum occurred.

For the comparison with SF, the rural and the
tropospheric classes have been reproduced for three
humidity levels: 0%, 70%, and 99%. Almaost all the
compared values show a relative difference smaller
than 0.1%; the largest relative difference found is
0.11%.

The accuracy in reproducing WCP-112 results has
been tested considering the maritime, urban or in-
dustrial, volcanie 2, and background stratospheric 2
classes. The comparison is limited to dry (RH = 0%)
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conditions because no results are available from Ref.
7 for humid conditions.

Finally, clean continental and urban classes have
been considered for the comparison with DALME re-
sults. In Table 3 only results obtained at the 0% RH
level are presented. Comparisons at RH = 70% and
99% have been omitted because their discouraging
results could be ascribed to “some errors in the tab-
ulated Mie scattering calculations™¢ found in Ref. 3,

The validation of the phase function is treated sep-
arately. Because none of the above-mentioned
sources present a phase-function tabulation to com-
pare with the Database results, some phase functions
published in Ref, 17 have been reproduced. More
precisely, silicate haze M {at A = 0.589 um for both
refractive indices 1.55-10.0155 and 1.55-10.155, with
a modified gamma distribution) phase functions have
been tabulated for 30 angles in the 0°~180° range.
The largest relative difference encountered in this
comparison is 0.23%.

Overall the results of these comparisons are quite
satisfactory, considering that small systematic differ-
ences in the extinction coefficients were expected be-
cause of the new automatic selection of the
integration limits adopted [see inequality (5)], which
leads, in general, to size ranges larger (i.e., smaller
I'min and greater r, .. values) than those reported in
the literature and thus to greater values of K**.
Percentage differences of less than 0.1% are consid-
ered negligible because they can be ascribed to dif-
ferent computation procedures and to different
machine performances.

B. Contrasts with Other Databases

Now that the Database has been validated by a com-

parison of numerical results, it is useful to show how
the Database constitutes an attempt to overcome the
practical difficulties with existing aerosol databases
and to highlight which characteristics may be inad-
equate from the other cited databases.

First the Database contains all the components
and classes available from the cited literature for
which a complete set of information is available.
The analytical forms of the size distributions are uni-
fied, and the meaning and the units of input param-
eters are unambiguous.

Mixtures made by chemically different or hygro-
scopic components can be built up as internal or ex-
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ternal mixtures: None of the cited databases
explicitly allow internal mixtures, with the exception
of SF, in which components are made of internally
mixed substances (see Subsection 2.B for details) but
whose classes are obtained by means of external mix-
tures,

All the analyzed databases present aerosol-class
optical characteristics for fixed component mixing ra-
tios; only WCP-112 allows the weighting of compo-
nent optical properties to compute those for
externally mixed classes by varying mixing ratios.
Our Database enlarges this to all the collected com-
ponents, irrespective of mixing type. This is un-
doubtedly a gain in flexibility: Even a powerful
database such as SF does not allow one to derive
aerosol optical properties from models other than the
predefined ones.

Each Mie computation leads to a result for the
scattering phase function. WCP-112 and DALME
do not provide this output.

The effect of humidity has been accounted for as
described in Subsection 2.C. In this way it was pos-
sible to reproduce SF results and to investigate dif-
ferences with those results contained in DALME.
The use of this approach for humidity effects allows
one to overcome the limitation of the WCP-112
scheme, which dealt with only dry acrosols.

C. Applicability Limits
Tests showed that the code cannot deal with pure real
refractive indices (no aerosol absorption). This has
been compensated for by use of very low refractive-
index imaginary parts (~10~%) (as seen below).
Finally, little effort is required for altering the cur-
rent maximum limit (for internal mixing only) of a
three-modal log-normal size distribution to achieve
an arbitrary modality number.

D. Test with Real Data

A further demonstration of the Database capability is
the reproduction of measured aerosol optical depths.
Villevalde et al.’® presented results of a series of aero-
sol optical depth measurements made in the North
Atlantic within a wide spectral range. They tested
different aerosol models to fit the measured mean
spectra. As a fitting criterion, they assumed that
the measured and the calculated spectra should not
differ by more than +0.01 (measurement error) at
each wavelength. They obtained calculated spectra
by employing some bimodal size distributions with
fixed log-normal distribution parameters and
refractive-index values and by varying the compo-
nent concentration and number-density mixing ratio.
We assumed that the same input values found by
Villevalde et al.18 were successful in fitting measured
data, and then we computed the same spectra by
using our Database. The results are shown in Fig. 3.

Villevalde et al. did not use any of the Database
default classes because they assumed that the parti-
cles were nonabsorbing spheres with a wavelength-
independent real refractive index of 1.5. Thus, with
the aim of reproducing their results, we used the
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Fig. 3. Comparison of measured and calculated optical depth
spectra. Vertical bars represent the fitting tolerance limits.
VILL, input values of Villevalde et al.t¥

selection of user-defined classes. Three classes were
tested, which are labeled WCP-112, SF, and VILL
(that of Villevalde et al.l%). The former two pre-
sented the same size-distribution parameters that
can be found in Refs. 7 and 2, respectively, whercas
the latter has been entirely defined by Villevalde et
al. to obtain physically acceptable concentrations.
The summary of input data in our computations is
given in Table 4. The refractive index is fixed at
1.5-i5.0 X 10" ?in all cases. The following relations
were used in computations:

AN} = K*'(\) (km™ ' em®) A (um™?) X 107, (6)

A=A +A, n;=A/A, n.=A/A, (1)
where A is the aerosol columnar abundance and ns
and n, are the fine and the coarse mode number-
density mixing ratios, respectively.

The exercise can be considered successful even if
the VILL class did not satisfy the fitting criterion at

853 nm.

4. Application

Several authors®!1 have highlighted the sensitivity of
aerosol radiative response to assumptions about mix-
ing type. This sensitivity is important because the
respense is related to aerosol-climate problems as
well as to aerosol-detection tasks. We decided to
perform a Database exercise to investigate the quan-
titative differences in aerosol-class optical properties.

Table 4. Parameters of Size Distributions and Aerosol Abundances
Employed in Fitting Measurements by Villevalde et af.1®

Mode Parameter WCP-112 SF VILL
Fine r, (pm) 0.005 0.03 0.08
a 0.476 0.350 0.2304
Ay fpm™3) 161.2 6.48 1.69
Coarse 7, (pm) 0.3 0.3 1.0
o 0.400 0.400 0.0792
A, (pm~3 0.007 0.010 0.003
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Table 5. Spectral Refractive Indices of the Examined Aerosol Components” .
Water Soluble 1 Dustlike 1 Soot Oceanic
Wl Imaginary Imaginary Imaginary -
(nm) Real (X107 Real {(x10™% Resl (x107h Real Imaginary
300.0 1.530 —-8.00 1.530 -8.00 1.740 —4.70 1.395 ~5.83 x10
400.0 1.530 -5.00 1.630 -8.00 1.750 —4.60 1.385 ~-9.90x 10 "
550.0 1.530 —-6.00 1.530 -8.00 1.750 . —4.4D 1.381 ~4.26 x 10°°
694.0 1,530 -7.00 1.530 - 8.00 1.750 ~4.30 1.376 -5.04 x 10°%

“Water soluble 2 and water soluble 1 do not differ in spectral refractive indices.
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We computed the spectral specific extinction coefficient

(1 particle/cm®) and single-scattering albedo for three
internal and external mixtures: clean continental, mar-
itime, and urban. Data input were selected at a RH of
0% with a wavelength extending across the UV-visible
range (four values; see Table 5).

Results of the computations are presented for each
optical variable (Figs. 4 and 5) as functions of wave-
length; both absolute values and relative differences
between the optical properties of external and inter-
nal mixture are shown. The behavior of relative dif-
ferences for each aerosol class is assessed separately.

Nevertheless, some aspects of internal and exter-
nal mixed optical properties must be kept in mind:

The extinction coefficient and the single-scattering

albedo of an externally mixed aerosol class were ob-
tained as weighted averages of the same optical prop-

-

erties (as described in Appendix A) and were .

computed separately for each aerosol component (Fig.
6). Optical properties of internally mixed classes de-
pend on the unique refractive index computed as a
volume-weighted average (Table 6). Note that dif-
ferences in differently mixed aerosol optical proper-
ties do not present any significant spectral
dependence on the selected wavelength range for all
the classes tested.

1ot —
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w3
- -
. 10 3 08
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"] e
1 —
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=
1078 e, o
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Fig. 6. Examined aerosol dry components. Left: spectral ex-
tinction coefficients (at 1 particle/cm®). Right: spectral single-
scattering albedo values. WS,, water soluble 1; WS,, water
soluble 2; D=L, dustlike; Soo, soot; Oce, oceanic.
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Table 6. Spectral Refractive indices for Examined Intemally Mixed
Aarosol Classes

Clean

Continental Urban Maritime
w1 Imaginary Imaginary Imaginary
{nm) Real (X10°" Real (x10°% Real (%107

300.0 1530 -8.00 1535 -—1.82 1402 -4.01
4000 1530 -656 1535 —1.50 1.392 —2.50
550.0 1530 -7.04 1535 -1.56 1388 -3.00
694.0 1.530 -752 1535 -163 1.384 —3.50

A. Ciean Continental

As is clearly shown in Figs. 4 and 5, the effect of
selecting a different mixing type is almost negligible
as far as the present investigation of the clean conti-
nental aerosol optical properties is concerned. The
result is due to the fact that the water-soluble com-
ponent is dominant in particle number density in
both external and internal mixing. Moreover, spec-
tral refractive indices are identical for the two com-
ponents involved.

B. Urban

The single-scattering albedo is the fraction of energy
removed from the incident radiation, which reap-
pears as scattered radiation. It is evident {Fig. 5)
that this parameter is higher for the external mixture
than for the internal one.

This can be explained by considering that the
single-scattering albedo for an external mixture is
the result of the weighted average of the component
single-scattering albedo values [see Eq. (A2)]. The
weightings are the mixing ratios by particle number
density and the extinction coefficients. Even though
soot and dustlike components show the strongest ab-
sorbing potential (Fig. 6, right-hand side), the influ-
ence of both is weakened by very small weights (from
1 to 3 orders of magnitude less than the weight of the
water soluble 1 component} resulting from the
number-density mixing ratio for the dustlike compo-
nents (6 orders of magnitude lower than those of the
other two components; see Table 7), and the specific
extinction coefficient for soot (Fig. 6, left-hand side).

As far as internal mixture is concerned, it is no
longer possible to evaluate explicitly each component

weight when determining the single-scattering al-
bedo values, because the mixture has to be considered
in this case as composed of nondistinguishable par-
ticles with a unique refractive index and a three-
modal size distribution. Nevertheless, it can be
stated that soot plays a relevant role in causing the
internal mixture to absorb more than the external
one. In fact, soot determines the relatively high val-
ues of the imaginary part of the refractive index of the
urban mixture (Table 6) if they are compared with
those of the other two classes tested. Such values
resulted from the weighted average of the imaginary
parts of the component refractive index, following Eq.
(A4), by use of data from Tables 7 (column 3) and 5 as
input.,

As opposed to the case of external mixing, in which
socot had a low probability of acting as an absorber
because of its low specific extinction coefficient, here
soot gives major evidence of its absorbing potential by
means of the imaginary part of the refractive index of
the mixture.

C. Maritime

In contrast to the urban case, the maritime aerosol is
composed of quasi-nonabsorbing components (note
that the water-soluble component differs in size dis-
tribution with respect to that considered above).
The fact that the single-scattering albedo values are
almost equal is not surprising. Even though the dif-
ferent mixing type does affect the extinction coeffi-
cient values, the differences are small.

5. Summary and Concluding Remarks

A database of aerosol optical properties {extinction,
scattering, and absorption coefficients, phase func-
tion, asymmetry factor, and single-scattering albedo)
has been presented. The input data set of physical
properties of default components is based on widely
recognized and frequently used aerosol models. Op-
tical properties of default classes as well as user-
defined classes can be obtained from the Database.
RH effects are accounted for, allowing computations
from dry (RH = (%) to very wet (RH = 99%) condi-
tions. Both of these possible mechanisms for mixing
components, internal or external mixing, are avail-
able,

Aerosol optical properties computed by means of

Table 7. Examined Aerosol-Class Input Data

Size-Distribution

Parameters
Mixing Ratio Mixing Ratio
Class Component by Volume by Number r, {(pm} o
Clean continental Water soluble 1 0.48 0.9999 0.0285 0.350
Dustlike 1 0.52 1.0 x 107* 0.471 0.400
Urban Water soluble 1 0.975 0.5945 0.0285 0.350
Dustlike 1 0.003 167 x 1077 0.471 0.400
Soot 0.022 0.4055 0.0118 0.301
Maritime Water soluble 2 0.05 0.99958 0.005 0.476
Cceanic 0.95 0.00042 0.3 0.400
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the Database allow simulation of spectral solar radi-
ance diffusion by the atmosphere. By comparing
computed radiance with radiance measured by re-
mote sensing, it is possible to select the aerosol model
that best reproduces the spectral variations and the
angular distribution of those measurements. Such
a method is often called a pseudoinversion method, as
it allows one to determine the aerosol characteristics
without a mathematical inversion of the radiative
transfer equation. Algorithms have to satisfy differ-
ent requirements related to different types of mea-
surement (instrument type and location, spatial and
spectral resclution, etc.). It is beyond the scope of
this paper to discuss details of such algorithms,
which primarily depend on which main physical phe-
nomena (other than aerosol radiative effects) influ-
ence the measured radiance: Note, for example,
that the presence of highly reflecting Earth surfaces
(nadir-viewing instruments) as well as clouds will
prevent retrieval of aerosol information when
passive-remote-sensing measurements are used.

It is intended to use the Database to develop the
retrieval of aerosol optical thicknesses for the Global
Ozone Monitoring Experiment, a spectrometer that
measures radiance reflected from the Earth’s atmo-
sphere in the UV-visible spectral range, which is
currently flying on the ERS2 satellite.

The Database should prove to be a powerful tool in
those studies whose aim is to measure the aerosol
optical properties (e.g., optical thickness and colum-
nar size distribution).

Appendix A

External mixing: The optical properties of an aero-
sol class, as a weighted average of the components
optical properties, are given by

ext,pca,ubs
> nK

Kextacuabs _ S (Al)
2n
4
2 nj K’ ext wOJ
J
= (A2)
0 > K
J
E K P(3)
P(y) =~ (A3)

2K
J

where j refers to each component, 7, is the particle
number-density mixing ratio, K°*tecaabs j¢ o spe-
cific extinction (scattering, absorption) coefficient, w,
is the single-scattering albedo, and P(y) is the phase
function; the asymmetry factor is weighted analo-
gously.

Internal mixing: The refractive index of an aero-
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sol class as a volume-weighted average of components -

refractive indices is given by
p v;m;
_
= —-_2 ,
J
where m is the complex refractive index of the class,
m; is the complex refractive index of the jth compo-

nent, and v; is the volume mixing ratio, which is
derived as

n

v, = 4/3mn, f " P(AN/dr)dr

0

2
= 4/31'mjrﬂ,j X exp[g (lo;e)) ] (Ab)

The database, along with all relevant input files

and software tools, is available on request from R. .

Guzzi (e-mail address: guzzi@imga.bo.cnr.it). The
authors are grateful to Eric P. Shettle for helpful
suggestions regarding internal and external mixing
and on the use of the Mig2 code. C. Levoni and F.
Torricella are supported by European Space Agency
contract 11572/95/NL/CN.
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Aerosol size spectra from spectral extinction data:
the use of a linear inversion method

R. Rizzi, R. Guzzi, and R. Legnani

A modification of the Twomey-Phillips linear constrained inversion method is used to retrieve aerosol size
spectra from simulated spectral optical depths in the wavelength range from 0.37 to 2.2 um. It is found that
the transition between nonphysical solutions to well-behaved ones, which is driven by the smoothing param-
eter v, is gradual and that negative components, when present in the solution, always belong to the smallest
particie range. When values of v greater than 0.05 are required to obtain well-behaved solutions, a strong
bias on the retrieved solution is posed by the form of the first-guess solution. Moreover, even if the retrieved
size distribution computed for low values of v i not well-behaved, much information on the shape of the true
solution in the medium and large particle range is contained in the retrieved solution. The effect of realistic
random errors added to the simulated optical depths is also discussed.

. Introduction

Aerosols affect the atmospheric and terrestrial heat
budget by absorbing and scattering shortwave radiation
and by emitting and scattering longwave infrared ra-
diation. Their influence on radiation depends pri-
marily on the physical characteristics: refractive index,
size, and geometrical shape. Were these parameters
known with some accuracy, the exact mathematical
solutions of the transfer equation for a turbid atmo-
sphere could be computed.

Much information regarding the aerosol micro-
structure and the density variation with height has been
assembled: the work by Shettle and Fenn,! Blifford
and Ringer,2 Hofmann et al.,® Rosen et al.,* and Cress®
in this respect represents extremely important steps.
However there is still a great need to improve methods
which permit the determination of some properties of
particulate matter and to standardize those that appear
most reliable. The temporal and spatial resolution of
the set of data necessary to describe all the features of
aerosol relevant to atmospheric optics must be im-
proved to cope with the standards achieved in dealing
with other phenomena which are incorporated in dy-
namic models.

R. Guzzi is with FISBAT-CNR, Bologna, Italy; the other authors
are with Istituto di Geofisica dell’Universita degli Studi, 40125 Bo-
logna, Italy.
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Qur attention is focused on the determination of
aerosol size distributions by indirect methods using
spectral extinction measurements. The problem has
been examined by several authors. A list of references
together with a description of the methods and results
can be found in King et al.5 Their paper deserves at-
tention since it represents an attempt to tackle several
problems that are encountered when linear constrained
methods are used to retrieve optical depths, that is, (1)
the introduction of information on the experimental
error inside the algorithm; (2) the dependence of the
retrieval solution on the first-guess solution; {3) the
choice of the radius range to be used in the inversion; (4)
the choice of the best values of the smoothing parame-
ter; and {5) the influence of the generally poor knowl-
edge of the aerosol refractive index on the retrieval so-
lution.

These problems are, to some extent, still research
subjects, as the objective of defining a set of data han-
dling procedures to compute aerosol size spectra is not
yet fulfilled. Our paper is structured in such a way to
use figures as the most relevant vehicle of information
leaving the printed matter to connect the shown re-
sults.

Il. General Deflnition of the Problem
Direct solar monochromatic irradiance I{}) is com-
puted using the relation
1N = LM exp[~r(A) - m],

where Io(\) is the extra-atmospheric irradiance at
wavelength A, 7(N) is the optical depth, and m is the air
mass. '



The optical depth 7(A) deseribes the modes of in-
teraction between radiation and atmospheric matter
and can be expressed as the sum of optical depth 7, (M)
due to the presence of particulate matter, Rayleigh
scattering 7p()\), and absorption by watey VBPOT Ty, (N)
and by other gases (stich as 03,05) contained in the at-
mosphere Tg(A).

f measurements of precipitable water are available
(see, for example, Tomasi and Guzzi?), it is possible to
derive 7,(\) as

1 [ofh}
Ta(A) m In 0

since the terms on the right-hand side of Eq. (1) can be
either measured or computed from data taken from the
literature,

The particulate matter optical depth is usually
computed hy

= rr(A) - Te{A) = Tuw(A), (1)

re(N) = j; " j; - r2Qp(r Nm)n(r h)drdh, (2)

Measurements of aerosol
concentration show that the vertical variation can be

x aN
Ta(\) = xHp f , " 1022Q¢ (105 A m) —d?l dx,
where the integration limits (~w,+ ) are replaced by
CGerzp).
The size distribution function can be expressed, fol-
lowing King et al.6 a9

dN(x)
dx

where f(x) is a smoothly varying function of z. Then
Eq. (3} becomes

nix)= t{x)-f(x) (cmf‘),

r .
a = K dx, ) 4
Tolx) f . KOx)f(x)dz 3 (4
K{hzx)= erQs(IO',A,m) <t(x)-102=, (5)

:I‘he wavelength range of interest for the computations
In this paper is from 0.37 t0 2.2 um. Twelve wave-

lengths is made to simulate the behavior of a relatively
simple filter radiometer devoted to aerosol and solar
énergy monitoring,

For a definition of the numerical values of the re.
fractive index m we refer to the rural aerosol mode]!
composed of 70% soluble salts and 30% dust. It has
been shownl® that the- extinction of shortwave and
near-infrared radiation computed using a mean re-
fractive index has a small deviation from that computed
using the superposition of two aerosols with different
refractive indices. Moreover, since the effect of the real
and imaginary parts becoming smaller compensate each
other in the computation of the extinction coefficient
in the wavelength range of interest, a value of m =
(1.5,0) is chosen in the whole spectral range.

The system of twelve integral equations, each one like
Eq. (4} for each valye of A, can be reduced to & system
of linear independent equations by choosing M quad-
rature pointg

= 1M,
Xy = xp,

% € {x1,2p)
X = x5

Assuming that the function f(x) is a piecewise linear
function

flx) = C; + d;x, x € (x4}, i=1M-1,
it is possible to write
zr M
f KO\x)f(x)dx = Z aifi (6).
xf

where f; = f(z,} and the aj; are given in explicit form in
Twomey.11
The final form of Eq.(4)is

T=A.f (7)
where
= [ra (A, ... 10 (An)],
£={flxi). .. flx)),

(Adi = aj.

In the following the vector 7 wil] denote the simulated
true measurements and the vector 7’ the retrieved op-
tical depths. Moreover the same letter is used to define
a given function and the associated vector:

CE ) =z, . tlxm)],
f’i(fl,...,f:u),
n's(ny,. .. ny) = (e, .. R

where the vectors t, f/, and n’ denote, respectively, the
first-guess solution, the retrieved solution, and the re-
trieved differential size distribution,

. Independence of a Set of Measurements

To determine the independence of the set of optical
depths for the twelve wavelengths already defined, it
is necessary to analyze (a) the shape of the kerne]
functions defined by Egs. (5)and (), and (b) the types
of error involved in actual measurements. First it hag
to be noted that the choice of the integration interval
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Fig. 1. Differential size distribution n(x) = dN/d logr plotted vs
radius expressed in centimeters.

{x;,xr) depends on the actual aerosol size distribution
and therefore an a priori choice is not possible.

To choose a first-guess interval to be used in the
computations and to be modified according to their
results, the kernels X (A,x) were computed for various
size distributions. Some of them (Junge et al.1? and
Deirmendjian!® denoted as haze M, haze L, and haze H)
are standard distributions and their definitions can be
found in all textbooks dealing with atmospheric optics.
Other distributions, called D3 and D4 and shown in Fig.
1, were used to apply the inversion technique to spectra
of a size likely to be found in actual measurements. A
qualitative analysis of the curves shows that a safe in-
terval is for a radii ranging from 0.1 to 5.0 um. For most
distributions the interval can be shifted safely to 10 um,
while in some cases it can be extended to include smaller
particles.

A similar problem is noted in the paper by King et
al.® in which the possibility of extending the radius
range is examined qualitatively in terms of the shape of
the kernels. Certainly a significantly nonzero kernel
at some wavelength is a necessary condition to ensure
the possibility of a retrieval of a given size distribution.
However there are cases in which the shape of a signif-
icant kernel changes only slightly with wavelength; in
other words, the set of v has a low degree of indepen-
dence and it is extremely difficult to obtain good re-
trieval. :

If ¢ is the error vector of actual measurements we may
write 7 = Af" + ¢/, This relation can also be written as
1= C-V2Af" + ¢, where L = (1,1,...,1),

o

0 %
and the components of ¢ are the percentage errors of
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actual measurements. Since the estimated percentage
errors in the computation of aerosol optical depths from
actually measured data haye about the same numerical
value in the wavelength range of interest, we assume
that the errors ¢ are uncorrelated and that in each
channel the distribution of errors is normal with zero
mean and variance 7.

It has been shown that the number of independent
measurements of the whole set of 7 is equal to the
number of eigenvalues for which u >> ¢%, where u de-
notes an eigenvalue of the real symmetric matrix
ATC-!A (the superscript T denotes transposition).
The eigenvalue analysis of the matrices ATC~!A com-
puted using several size distributions is shown in Fig.
2. The number N in the abscissa denotes the number
of simulated measurements used, i.e., six means that
kernels and optical depths were computed at 0.37, 0.44,
0.5, 0.52, 0.55 and 0.68-um wavelengths. Hence as N
increases, the wavelength range is extended toward the
near infrared. The value of the eigenvalue u for a given
size distribution and value of N is on the ordinate scale.
The segments connecting the eigenvalues are drawn
only to allow a better comprehension of the plotted
data.

The assumption on the magnitude of & is quite critical

- todecide on how many pieces of information are avail-

able, During the simulations a correspondence between
the accuracy of the retrieved solution and the available
information has been noted.

IV. Method

A. General Definition

The system of Eq. {7) is solved using the technique
developed by Phillips!¥ and Twomey'®1¢ and used by
Yamamoto and Tanaka.!” It consists of solving a
problem of constrained minimization, that is, to find a
vector f” which minimizes the quadratic form g = ' TH
with the constraint: distance {7,Af") <n.

The M X M real symmetric matrix H is constructed
so that the quadratic form g defines a measure of
smoothing of " and that 7 is a measure of the experi-
mental error. The matrix H is defined as

1 -2 1 0 0 O
-2 5 -4 1 0 0
1 -4 6 —4 1 0
0 1 -4 6 -4 1

¢ o0 0 1
Therefore q is the sum of the second differences of f’.
In the whole set of computations the distance between
retrieved and actual optical depths is defined as
N Loy
=N s (Q—J)z : (8)
Co Ny T

This choice allows an evaluation of 7. Given two vec-
tors T and Af’ for which



’(Af’)j -7 <
Tj

J= LN, -

we have that §(Af",r N )< o .
The solution to the problem formerly posed is ob-
tained with the Lagrange multipliers method:

£ = (ATC-14 + TH) 'ATC-1y, (9)

where 7y is an undetermined Lagrange multiplier. The
symbol ~! applied to a matrix means the evaluation of
the inverse form of the matrix itself. .

If v is chosen equal to zero, Eq. (9) is equivalent to a
direct inversion of a quasi-singular matrix A with more
than one eigenvalue near zero, The effect of these ei-
genvalues is to amplify smal] differences between the
7 and to produce dramatically different solutions f’. As
7 increases the smallest eigenvalues of ATC~!A are fil-
tered out and some information is de facto inserted into
the system, the effect of which is to remove the inde-
termination.18

B. Initialization Procedure

A least squares fit of the synthetic optical depths r
is accomplished assuming that the first-guess solution
t(x) is a Junge, haze M, haze L, and haze H size distri-
bution. Then the distances [computed according to Eq.
(8)] between the obtained optical depths 7 and the true
depths  are computed, and t is chosen which minimizes
this distance. For the J unge-type size distributions
both parameters are computed, taking into account the
limited radius range in which ¢(x) is defined, while only
the normalization perameter is left free to vary for the

Deirmendjian models.” The least squares fit can be
applied to a selected number of 7 starting from the one
computed at lowest wavelength or to the whole set of T.
This is done to possibly extract from the T information
about the shape of n(x) in the smallest radius range.

C. Examples of Inversion-with Error-Free Optical
Depths

The linear method described in Sec. IV.A produces
solutions (for values of v from 10-10 to 1) such that the
distance d, between the measured and retrieved optical
depths usually has a monotonic increasing behavior if
plotted vs 7. Hence the distance d, is not by itself a
sufficient condition on which to decide whether the
solution is good. Another constraint which can be
posed is that the solution vector f* be positive definite
because of its physical meaning.

When dealing with simulated data, as in our case, the
distance between distributions can also be defined and
used as a discriminating parameter. The choice of
distance has no impact on the solution since it is not
incorporated into the technique but may prove a nice
tool to correctly interpret the results of the experiments
if it is somehow linked to the definition of distance be-
tween optical depths.

Let us assume that the N kernels K (A;,x) [which in-
corporate the first-guess solution ¢ (x )] follow a normal
distribution whose variance is u

1 1 x-—g"j)zl
A', T mr— hadied '
K{A;x) \fz_wexp[ 2( -

SD-HM

T
T

5k L /\.
Lt 1 1 1 I T T N L N

J(ve25)

N |

T

)

Lt 'y 1 1t L h 1 L4
' 1 " I i : "o 5 1 N n 5 1 w g i 1 L I
N
Fig. 2. Largest eigenvalues u plotted vs number N of measurements. Computations are done for the following size distributions: HM .
{Deirmendjian haze M); J (Junge, whose expanent v is specified in the figure}; D3 and D4 (shown in Fig. 1),
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and that the function f{x) is linear on a semilogarithmic
scale f(x) = ag + a, - x. The true size distribution is
n(x) = t(x)-flx).

. Under these assumptions it can be proved that r; =
wHp/v?({;). This relation allows one to compute the
size distribution at {; [the value of x at which K(A;,x)
has the maximum] when the corresponding optical
depth is known. Let us assume that the retrieved
vector {’ is linear with coefﬁcients apand a;. The re-
trieved optical depths are 7; = -wHp/v2f'({)).
Therefore the distance [Eq. {8)] can be expressed as

d2=-"- f(!’,)'—f(i'
r 7

N7 ()

It is therefore plausible to define a distance between the

size distributions as

ny = n{za))?
nlxy)
The approximation of the shape of the kernel can be
considered adequate for our purpose for many types of
functions t(x), Junge, Deirmendjian, and even D3 and
D4. The assumption of the linearity of the f{x) is by no
means restrictive since in actual sirnulations f(x) = 1 (x;
< x £ xr). More restrictive is the assumption on the
retrieved £’ since it means that we are dealing with a
good first-guess solution t or that the retrieval is made
for a large value of v. Moreover it is shown that, under
the stated approximation, there is a relation between
optical depths and solutions measured at the point {;
but not at any x; point.
The relation between 7; and f/ ({5 becomes more
complicated if f/(x} is a polynomial of an order higher
than one. For example, if f/{x) = ag + a1x + agx? +
anx 3,

1~
d? = §2(n’,n N) = =T (10}
N7

7 = v/Zrf (§) + v 2w (3aaf; + aa),
and it is difficult to evaluate the relevance of the two
terms on the right-hand side until actual values for the
parameters v and g, are put in. Simulations have
shown that when t is a good approximation of the true
size distribution, the distances d, and d,, attain values
very close to each other; this is an a posteriori confir-
mation of the wisdom of approximating the kernels by
normal distributions. During simulations in which a
positive definite solution f’ can be found for some value
of v, it happens that the value of -y which produces a
distance minimum may give rise to nonphysical situa-
tions since some of the components of £ are negative.
The distance definition given in Eq. (10) eliminates to
a large extent such a nuisance and allows an easy com-
prehension in cases in which it is still present. Other
distance definitions, as, for example,
. LAY, | )
_lar-dl fian - )
Nl

~ .
N-3 r}

1
often gave rise in our computations to the feature de-
scribed above especially when the wavelength range in

which the simulated optical depths were computed was
from 0.3 to 1.6 um or smaller.
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The particular choice of distance d, and d, which has
been made implies that the method is particularly
sensitive to underestimations of the.true solution by the
retrieved one in the large particle region (LPR), a par-
ticle greater than ~2 pm, and to overestimations in the *
small particle region {SPR), particles with radii less
than ~0.5 um. It is a little sensitive to underestima-
tions in the SPR, the major weakness of the choice.

When the true solution n(x) is either a Junge- or a
Deirmendjian-type the retrievals are somewhat trivial.
In fact the initialization procedure (IP) gives rise to
optical depths whose distance from the simulated
depths is smaller than the most likely percentage error
in actual measurements; moreover the retrieval tech-
nique applied to t produces the best solution for very
high values of v, that is, f’ is very smooth.

Examples of such trivial retrievals are plotted in Figs.
dand 4. All the relevant parameters [n{x),t,x;,xr,vL],
where v = log, are defined either in the figure or in
the captions for easy reference. Figure 3 plots the
distance d, vs v on a log-log scale. The best solution
is achieved for a v, = 0 which is actually the maximum
value allowed. For v less than —1.39 the retrieved
solution n’ is nonphysical since some values of { are
negative. However the transition between the non-
physical to well-behaved solutions is smooth in the sense
that, starting from values of v, such that the number
of negative components or { is three to four, (1) the
negative f components lie only in the SPR; (2) the re-
trieved values £ (and n’} in that region increase mono-
tonically with increasing v until a well-behaved solution
is reached (v, = —1.35).

This feature is evident in the whole set of retrievals
that have been made. When a positive solution is at-
tainable from a certain t, there is a value of vy starting
from which the solutions behave as described above. In
most retrievals the first well-behaved solution is not the
best one. When t is a Junge-type distribution [n{x)
being still a haze M| the retrieved best solution has two
negative components {7y, = —1.85), see Figs. 5 and 6.
The solution is good in the LPR and no wavy structure
is present in the solution. Distance d, is at its mini-
mum because the LPR has a large weight in the com-
putation of the distance itself. As the value of -y in-
creases the solution in the LPR worsens while the
overall solution becomes well-behaved.

A best physical solution could be the one computed
with v, = 1.0; however, another choice would be to
adopt the best solution [the one whose distance d, from
the n(x) is lowest] and filter out the negative compo-
nents; for the case shown in Fig. 6 one would obtain an
extremely good inversion for radii ranging from 0.195
to 5 um. It should be noted that the radius range can
be increased to 10 um and the n’ obtained has the same
quality as the one shown in Fig. 6.

Several problems arise if the radius range is extended
in the SPR. No well-behaved solution in the radius
range from 0.05 to 5 um is attained for 107 < v < 100.
The value v, = —1.0is already too large to allow a good
reconstruction of the LPR, which could be done for
smaller values of v at the expense of missing completely
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the information on the SPR. The change in shape of
the solution in the SPR, as v increases, follows the
pattern already described.

The ability of the retrieval method to cope with actual
physical situations can be better discerned in Figs. 7 and
8. The true solution n(x) is the D3 size distribution
shown in Fig. 1. Figure 7 shows that a distance mini-
mum is attained for a positive definite f. The presence
of the second mode produces a wavy structure (vy; =
—3.6) which is, however, smoothed out as ¥ increases.
The best solution (v, = —2.25) closely follows the
structure of n(x) for the middie range, and an honorable
compromise is obtained in the rest of the radius range.
Therefore, contrary to what happens when n(x) is a
haze M, well-behaved solutions are found in the radius
range from 0.05 to 5 um. A qualitative discussion of this
behavior was given in Sec. III. The solution for a
smaller range (0.1-5.0 m) is not significantly different
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from that shown in Fig. 8.

The sensitivity of the adopted retrieval technique to
the information content of simulated optical data can
be seen when a D4 size distribution (shown in Fig. 1} is
used as n{x). The independent pieces of information,
assuming a 5-10% experimental error, are slightly lower
when compared with those contained in other sets of
optical depths referred to in this paper. However, the
ability of the linear method to retrieve such a size dis-
tribution is much lower than for the cases discussed up
to now. In the whole set of inversions made no well-
behaved solution has been found, negative components
of {” always being present in the SPR for 10-7 < y < 1.
From Fig. 9 it is evident that, because of the relatively
high value of -y used in the computation, n’ retains much
information on the structure of t’.

To inquire into the dependence of £ on t some re-
trievals have been made using various t, the true solu-
tion again being a D3 size distribution. No well-be-
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haved solution is obtained using a Junge or haze L as t
for 1076 < v < 1, while solutions are found using haze
M (already shown in Fig. 8) and haze H distributions.
Figure 10 shows the distances d,, while the actual re-
trieved size distributions are shown in Fig. 11. The y
used in the computations are those for which a mini-
mum distance d, is attained. While a well-behaved
solution can be obtained with a haze M as t from a cer-
tain v on, only a restricted range of ¥ can be selected
that produces well-behaved solutions when haze H is
chosen.

It is difficult to say whether the distance between the
two solutions shown in Figs. 10 and 11 is large; it de-
pends also on which v is selected for the inversion.
Dealing with measured data there is no possibility of an
automatic choice of the best v, Moreover it has been
pointed out that the solution may not be well-behaved
but still be a good solution for some radius range. When
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Fig. 9. Same as Fig. 4. The first trial solutions are defined to the
left of the symbols.
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the Junge distribution is selected as t, for example, n’
is extremely good in the middle and large particle range.
Indeed when a well-behaved solution is obtained only
for large values of -y (say, v > 1072), much information
on the structure of t is retained on the n’. Therefore,
when dealing with measured data, it may not be con-
venient to search only and exclusively for a well-be-
haved solution.

D. Simulated Measurements with Added Random
Errors

To investigate the effect of the superposition of ran-
dom errors on the simulated optical depths it is neces-
sary to perform computations with several sets of errors.
The sensitivity of the retrieval techniques to these errors
can be understood only by comparing the results of the
whole set of inversions obtained. .

Normally distributed random errors are used, of
variance 0.05 and 0.1, simulating a 5-10% experimental
error, which is the most likely percentage error range to

be expected in actual extinction measurements over the
wavelength range used in the computations. In case
this range is extended into the infrared, for example,

using simulated optical depths computed in the 8--

13-um atmospheric window, the quoted ‘errors are no
longer realistic since the percentage errof in the latter
wavelength range is likely to be ~3040%. It is doubtful
whether the inclusion of these wavelengths would in-
crease the overall informaticn content of the extinction
data set.

The computations shown assume a D3 distribution
as n{x) and using a t of the haze M type. For each of
the 100 sets of errors (in each run the error is computed
individually at each wavelength), the distance d; is
computed for 1076 < v < 1 and the best 7 is chosen,
which minimizes d,. In all cases but two, the best v
produces a well-behaved solution.

Figure 12 shows the results of the whole set of com-
putations for ¢ = 0.1. The bars indicate minimum and
maximum values of n'(ry) in the radius classes (R =
1,12) used in the computation; the asterisks indicate the
arithmetic mean value 7'(r;). In Fig. 13 the distribu-
tion of values of n;{ry) is plotted (i = 1,100 is the run
indicator) and for the radius ranges in which the dis-
persion is largest. The number of channels in each
histogram is 90 (not all of them are shown); it coincides
with the channel subdivision used in the ordinate axis
of the figures in which the size distributions are shown.
In every radius range the whole set of solutions shows
a well-defined maximum. Deviations from the mean
are greater in the SPR since the variability of the solu-
tion to small variations in v is larger in such a radius
range. The inclusion of 10% random error does not
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Fig.13. Frequency distribution ¢ of the number of particles n;(ry)

in & given radius class. The numbers in the upper right-hand corner

of each subfigure denote the sequence and the numerical value (in
microns) of the radius class under examination.
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substantially modify the behavior in the SPR and LPR.
There is a degradation of the information on the MPR
which is smoothed out.

The pattern of retrieved distributions when 5% ran-
dom errors are added (¢ = 0.05) is shown in Fig. 14,
- The most noticeable difference is the better agreement
between n(x) and n’ in the MPR. Moreover the his-
tograms of n;(r,) (not shown) are narrower than those
shown in Fig. 13.

V. Concluding Remarks

Knowledge of aerosol properties is insufficient over
a large portion of the globe. At the most, mean values
are available but very little is known of the seasonal
variations or smaller time scale and spatial fluctuations.
It appears that only ground-based optical radiometric
methods allow (1) a long-term monitoring of some of the
aerosol properties (especially in the troposphere) be-
cause of the possibility of defining automatic data
handling procedures, and (2) a sufficiently dense net-
work because of the low cost of the instrumentation.

Our study deals with (simulated) atmospheric ex-
tinction measurements at the ground done in narrow
spectral intervals. Any successful inversion technique
applied to a given set of extinction optical depths pro-
duces a size distribution which is optically equivalent
(in the wavelength range in which the optical depths are
defined) to the true serosol stratification in the atmo-
sphere. Such an equivalent size distribution contains
no information on actual size distributions to be found
in specific layers in the atmosphere. Were the mea-
surements carried out at the ground and, at the same
time, also at various levels in the atmosphere, then,
using the same inversion technique, the height variation
of the size distribution could be computed from the
extinction data set. However the equivalent size dis-
tribution can be used directly to compute the spectral
direct solar irradiance reaching the ground; also, using
suitable approximations of the transfer equation for
turbid media, for example, Sobolev’s,1? it is possible to
compute the distribution of solar spectral diffuse irra-
diance reaching the surface of the earth. To the extent
that specific technical choices are inserted into the in-
version algorithm to optimize the retrieval of the me-
dium and large aerosol particles, the retrieved equiva-
lent size distribution can be used to improve the com-
putation of the aerosol contribution tothe heat budget
of the whole atmosphere.

In this paper a linear method is used to retrieve
aerosol size distribution from spectral extinction data.
It is a linear constrained method developed on the
deflinition of distance between simulated and retrieved
optical depths given in Eq. (8). The retrieval algorithm
applied to a given first-guess solution may (or may not)
produce well-behaved solutions, that is, a positive def-
inite aerosol size distribution. However, the transition
between nonphysical to well-behaved solutions, which
is driven by the smoothing parameter -, is gradual and
the negative components, when present, always belong
to the small particle range. Best solutions are found for
%y ranging from 107410 0.05. Insuch conditions much
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Fig. 14. Same as Fig. 12.

information on the shape of the true solution in the
medium and large particle range is retained even if the
retrieved distribution is not well-behaved in the small
particle range. When higher values of v are required
to obtain well-behaved solutions, usually a strong bias
on the retrieved solution is posed by the form of the
first-guess solution. '

An estimate of the capability of the technique to re-
trieve optical data is obtained by adding normally dis-
tributed random errors to the optical depths, the vari-
ance of the percentage errors ¢ being 0.1 and 0.05. The
presence of errors degrades to some extent the ability
of the technique to recover microphysical information
of the size distribution, Practically, a radiometer
measuring spectral extinction data, in the wavelength
region from 0.35 to 2 um, to be processed using inversion
algorithms should allow the computation of aerosol
optical depths with a rms error near 5%. No great re-
liability should be given to the retrieved distributions
when this limit is severely exceeded.

R. Rizzi wishes to acknowledge the useful discussions
with Franco Mattioli which led to untangling some of
the intricacies of the mathematics of these inverse
problems. R. Guzziis now on leave at GNSM Istituto
di Fisica, Ferrara.
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