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1. Introduction

The guidelines of the International Decade for Natural Disaster Reduction
{IDNDR - sponsored by United Nations), for the drawing up of pre-catastrophe
plans of action, have led to the consolidation of the idea that zoning can and
must be used as a means of prevention in areas that have not yet been hit by a
disaster but are potentially prone to it. The urgency for improving earthquake
risk assessment and risk management is clearly pointed out in the monograph on
seismic zonation edited by Hays et al. (1998). Optimization of the techniques
aimed at the prevention will be one of the basic themes of the development of
seismic zoning in the 21st century.

The first scientific and technical methods developed for zoning were
deterministic and based on the observation that damage distribution is often
correlated to the spatial distribution and the physical properties of the
underlying terrain and rocks. The 1970s saw the beginning of the construction of
probabilistic seismic zoning maps on a national, regional, and urban
(microzoning) scale. In the 1990s these instruments for the mitigation of seismic
hazard were coming to prevail over deterministic cartography.

The most controversial question regarding definition of standards to be used
in the evaluation of seismic hazard may be formulated as follows: should
probabilistic or deterministic criteria and methods be used? Because probabilistic
and deterministic approaches play mutually supportive roles in earthquake risk

mitigation, at the current level of development in the modelling of seismogenesis

and of seismic wave propagation the best policy for the future is to combine the
advantages offered by both methods, using integrated approaches (e.g., Reiter,
1990}, In this way, among others, we have the main advantage of making
possible the extension of seismic zoning to long periods, a period band up to
now almost totally ignored by all methods, but which is acquiring centinuously
increasing importance, due to the widespread existence in the built environment
of special objects, with relatively long free periods.

Studies carried out following strong earthquakes (e.g., 1985 Michoacan; 1995
Kobe) proved to be important sources of basic knowledge and have acted as
catalysts for the use of zoning in seismic risk management. The impetus for this
has come essentially from politicians and administrators particularly interested
in rapid reconstruction, according to criteria which reduce the probability of a
repetition of disasters. These postearthquake studies have led to the conclusion
that the destruction caused by an earthquake is the result of the interaction of
three complex systems: 1) the solid Earth system, made up of a) seismic source,
b) propagation of the seismic waves, and c) geometry and physical conditions of
the local geology; 2) the anthropic system, whose most important feature in this
context is the quality of constructions (buildings, bridges, dams, pipelines, etc.);
and 3} the social, economic, and political system, which governs the use and
development of a settlement before it is struck by an earthquake.

Results have shown that in an area of urban development it is now technically
possible to identify zones in which the heaviest damage can be predicted. A first-
order zoning can be carried out at regional scale, based on the knowledge of the

average properties of seismic sources and structural models. Microzonations are



possible as well, provided that very detailed information about the source, path,
and local site conditions are available.

Seismic zoning can use scientific data bases, integrated in an expert system, by
means of which it is possible to identify the safest and most suitable areas for
urban development, taking into account the complex interaction between the
solid Earth system, the environmental system, and the social, economic, and
political system.It is also possible to define the seismic input that is going to
affect a given building. The construction of an integrated expert system will
make it possible to tackle the problem at its widest level of generality and to
maintain the dynamic updating of zoning models, dictated by the acquisition of
new data and the development of new model-building methods.

With the acquired knowledge, a drastic change is required in the orientation
of zoning that must no longer be considered a postdisaster activity. It is
necessary to proceed to predisaster surveys that can be usefully employed to
mitigate the effects of the next earthquake, using all available technologies. As
clearly indicated by the 1994 Northridge, California, and 1995 Kobe, Japan,
events, we cannot confine ourselves to using what has been learned from a
catastrophe solely in the area in which it took place. We must be able to take
preventive steps, extending results obtained in a scientifically acceptable way, to
areas in which no direct experience has yet been gained. An opportunity is
offered in this direction by the scientific community’s ability to make realistic
simulations of the behavior of the solid Earth system through the computation of
increasingly realistic synthetic seismograms with a broad frequency content.

The contribution of seismology to knowledge of the Earth's interior

dramatically improved starting in the 1960s, when good quality instrumental

data became available, and computers allowed for fast processing. From the
analysis of good quality seismograms it became cvident that large lateral
hetercgeneities are not confined to the transition areas between cceans and
continents, or just to the surficial geology, but characterize the whole structure of
the Earth with the possible exception of the outer core.

Seismic waves can be represented as elastic perturbations propagating within
a medium, originated by a transient disequilibrium in the stress field. The
properties of seismic waves are ruled by the physics of elastic bodies, and are
studied using the formalisms of elastodynamic theory.

It is necessary therefore to incorporate the effects of lateral heterogeneities in
the direct modelling of the wavefield in order to retrieve a correct image of the
heterogeneity itself and consequently to understand the geodynamics of the
studied portion of the Earth.

Macroseismic observations made corresponding to the destructive events of
the past 100 years or so have clearly evidenced the strong influence of near-
surface geological and topographical conditions on damage distribution. Because
most anthropic areas (e.g., megacities) are settled in relation to sedimentary
basins such as river valleys, a realistic definition of the seismic input that takes
into account site response has become one of the most relevant tasks in seismic
engineering analysis.

An additional reason to extend modelling techniques to laterally
heterogeneous structures is connected with the seismic hazard assessment. Using
the available geological and geotechnical information, a lowcost parametric
analysis can be performed to estimate the groundshaking site response. The

theoretical approach, based on computer codes and developed from a detailed



knowledge of the seismic source process and the propagation of seismic waves
in heterogeneous media, can simulate the ground motion associated with a given

earthquake scenario.

2. The seismic wavefield

Seismic waves can be represented as elastic perturbations propagating within
a medium, originated by a transient disequilibrium in the stress field. In the
study of elastic bodies, to take into account macroscopic phenomena, it is
assumed that the medium is a confinuum, ie., that the matter is distributed
continuously in space. Therefore it is possible to define the mathematical
functions that describe the fields associated with displacement, stress and
deformation. Furthermcre, being interested in the motion of the considered
elastic body, the Lagrangian description is used, where the motion of each
particle is analyzed in space and time, and the vector field u(x,t), associated with

the displacement, is defined at any point of the body.

2.1 Equations of motion and constitutive relations
Considering the balance of forces, including inertia, body forces and surface
forces acting on a cubic elemnent within the continuum, and applying Newton's

law, we obtain the system of equations of motion

Fu 36,, 90y  do
% = X XX yx zX
P =P T dy "oz
o*u do,, do,, o
Yo ooy o, POy, OOy
Pa? ~ PP R dy Tz W

9%u, ds,, 9% do
= Z _xz h— ZZ
P TP Ty T

where a Cartesian coordinate system (x, y, z) is adopted. o;{xt)

(i=x, y, % j=x, v, z) indicates the second-order stress tensor, p is the density of the

material, and X, Y, Z are the components of body forces for a unit mass.
Deformations, indicated by the second order tensor ex(x.t) (k=x, y, z; I=x, y, z),

if assumed infinitesimal, can be written as a function of displacements

du, o4, Ju
Bty + €7 = ax" 8_; -3;1
1(3u, duy 1(du, odu ]
Exy T Eyx = 5[ 3y +a—x] Byz = €2y = 5[ ayz +a—zy/ 2
e —e l(auz . Bu,J
* o220 ox a3z

In general, the relation between stress and deformation can take a very
complex form since it has to include the effects of parameters like pressure,
temperature, and the amount and variability of stress. Nevertheless, considering

small deformations and stresses of short duration (conditions mostly satisfied in

ground motion estimation problems}, we can assume that the solid behaves



linearly and the constitutive relation linking stresses and deformation becomes

Hooke's law

gy = Cyuey 3

where the convention of repeated indices is used; Cyy is a fourth order
symmetric tensor, whose 81 elements are the elastic moduli. If the solid is
isotropic (as mostly occurs for the Earth) the compeonents of the tensor Ciju
assume the same value for all the axes and (3), using the Kronecker delta &,

becomes ):

o, = Abj e + Hley+ep)+vie;—e;) (3a)

where A, 1t and v are scalar quantities (Jeffreys and Jeffreys, 1950). Because g; is a

symmetric tensor, (3a) can be rewritten as:

g = hewd; + 2uey (4)

and the quantities A and | are called Lamé parameters.

Using relations (3) and (4), Eq. (1) becomes a linear system of three differential
equations with three unknowns: the three components of the displacement
vector, whose coefficients depend upon the elastic parameters of the material. It
is not possible to find the analytic solution for this system of equations, therefore

it is necessary to add further approximations, chosen according to the adopted

resolving method. Two ways can be followed. In the first one an exact definition
of the medium is given, and a direct numerical integration technique is used to
solve the set of differential equations. The second way implies that exact
analytical techniques are applied to an approximated model of the medium that
may have the elastic parameters varying along one or more directions of
heterogeneity. In the following we introduce the analytical solution valid for a
flat layered halfspace that constitutes the base of knowledge for the treatment we

will develop for models with lateral discontinuities.

2.2 Equations of elastic motion for a halfspace with vertical heterogeneities

Let us consider a halfspace in a system of Cartesian coordinates with the
vertical z axis positive downward and the free surface, where vertical stresses

(O, Gy Gy, are null, is defined by the plane z=0 (Fig. 1).

~ free surface

y\./ X

Z y

Fig. 1. Adopted reference systemn for a vertically heterogeneous halfspace.

Let us assume that A, jL and p are piecewise continuous functions of z, and that

. A+ 2
body wave velocities, ot = A/ —+F;r~p— and B =4/ g , assume their largest value,

0y and B,;, when z > H, remaining constant for greater depths.
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If the elastic parameters depend only upon the vertical coordinate, using (2.1)

the relations (2.3) and (2.4) become:

2 2, 2
pa—-pX+(7t+2u) o) S0 () D2
a2 9x? axay 0xdz

.HJLZH" +ua.____2u" +a_uai +a_ua&
dy? 9z2 3z 9z 9z &
2 2
d°u d’u
p it =pY +(h +2u)==X +(
ot ay a ay dyoz (5)
2 2
sy 000y duauy  Opdu,
ox? 9z dz dz dz dy
2 2, 2 32
au2=p2+(l+2“}a +(7\.+p.]a (?L+u] 2y
a 9z? dxdz dydz

2 2
+u_a Yz +ua._,..uz +Q&(ai+aﬁ+ai)+2 a_uﬂli

dx? ay* oz dy oz dz 9z

The boundary conditions that must be satisfied when solving (5) are the free

surface condition at z=0

_ u, aux duy
ou-{l+2u)—a +A(5 vt =0
N CLPRNELY
om = n(GE G =0 (6)

duy du
= z
Gy = K (—laz 3y J 0
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and the continuity condition for the displacement and stress components

u,.4,.4,,%,,0,,.0, all along the vertical axis, including the points where
A, i and p are eventually discontinuous.

The complete solution of Eq. (5) can be represented in an integral form. At
large distances from the source, compared with the wavelength, the main part of
the solution is given by Rayleigh and Love modes (see e.g., Levshin (1973) and
Aki and Richards (1980)).

Neglecting the body forces, we can consider solutions of (5) having the form

of plane harmonic waves propagating along the positive x axis:

ufx, t) = F(z)e @t -%) )

where k is the wavenumber connected with the phase velocity ¢, i.e., k=w/c, and
w is the angular frequency.

Let us consider the case c<py. Using (7) Eq. (5) becomes:

@?p Fy - k3(A + 2p) Fy - ik (A+u)aﬁ- iké—EFz+a(p-aE)=0
az Jz dz\ oz

)
dz

ua—F—’—)— 0 (8)

wlp Fy - kK*pF, += =

mzsz-kzqu-ik(1+w)aF ik E + 9 (4 20) CLr
oz oz dz 9z
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We have to solve two independent eigenvalue problems for the three
components of the vector F=(Fx,Fy,F,). The first one describes the motion in the

plane (x,z), i.e., P-5V waves. It has the form

9 uaF"- ik qu}' ikAa_Fi+Fx{w29 - kz(l"z“)}:
aZ, dz dz

9 (x+2u)£i- i ki Fy - ik uajx~+Fz(m2p - Kul=0
0z | gz oz

and must be sotved with the free surface boundary condition at z = ¢

dF;

(l+2u]a ik AF, =0
(10}
aF, .
Gyp = p(az" -1kFZ)=0

The second eigenvalue problem describes the case when the particle motion is
limited to the y-axis and determines phase velocity and amplitude of SH waves.

It has the form

oF,
aaz[”a ]+F(mp Kp)=0 (11)

and must be solved with the boundary condition:

13

FV
o,y =HSE =0 (12)

whenz =0.

2.3 Multimodal method (SH and P-SV waves) in a layered halfspace

Let us now assume that the vertical heterogeneity in the halfspace is modelled
with a series of N-1 homogeneous flat layers, parallel to the free surface,
overlying a homogeneous halfspace (see Fig. 2). Let pu, Om, Bm, and dn
respectively be the density, P-wave and S-wave velocities, and the thickness of

the m-th layer. Furthermore, let us define

LJ -1 ifc>a, ’(—C—] -1 ifc>P,,

o

2 = e (13)
—ai ife<o, -1\1“{;] ife<p,

m

2.3.1 Love modes
For Love modes, the periodic solutions of the elastic equations of mation for

the m-th layer are

v ik z * Fikroz ) i{ot-kx)
_ Ben i
u, = (vme "ty e )e

14



and the associated stress component is

du . L . ‘
gy = Bt = ikt [~V e 0% 4 vme“‘“nmz)e‘(“’"k") (15)

oz

where v'm and v;n are constants. Given the sign conventions adopted, the term in
v’ represents a plane wave whose direction of propagation makes an angle
cot™'rpy, with the +z direction when 1, is real, and a wave propagating in the +x
direction with amplitude diminishing exponentially in the +z direction when 1,
is imaginary. Similarly the term in v" represents a plane wave making the same
angle with the direction -z when ry, is real and a wave propagating in the +x
direction with amplitude increasing in the +z direction when 1, is imaginary
(Fig. 2).

For Love modes the boundary conditions that must be satisfied at any
interface are the continuity of the transverse component of displacement, u,, and
the continuity of the tangential component of stress, Gzy - Then we can use the
Thomson-Haskell method and its modifications (e.g., Schwab and Knopoff, 1972;
Florsch et al., 1991) to efficiently compute the muitimodal dispersion of surface
waves and therefore synthetic seismograms in anelastic media.

Let us consider the m-th layer and interface (m-1), where we set the origin of

u
the coordinate system. It is convenient to use —X = iku, instead of
<

displacement, uy, so that we deal with nondimensional quantities.

15

X - X
m-1 < m-1 c
»r -+
/
’ m m
R o g
m m
(a) {b)
Z z
C c
X X
m-1 c m-1 C
HHHH
A m m
\ \
m Ay m
c
() (d)
Zz z

Fig. 2. For the adopted reference system the term in v’ of equation (14) represents a plane wave
whose direction of propagation makes an angle cot™'ry,, with the +z direction when Tan i5 Teal (a),
and a wave propagating in the +x direction with amplitude diminishing exponentially in the +z
direction when rg,, is imaginary (b). Similarly the term in v" represents a plane wave making the
same angle with the direction -z when 1y, is real () and a wave propagating in the +x direction

with amplitude increasing in the +2 direction when ry,, is imaginary (d).
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At the interface (m-1) we have isinQ
(m-1) cosQ, —=m
a_. = Ml (19}

m
it sinQy  cosQy

[Bi] =lk(vlm+ VI ’]Tl)
o
m-1

Eq. (18) can be rewritten in the matrix form

) ]
C/mi=am|\ € Jma (20

while at the m-th interface we have (UZ)’)m

{16)

(czy)m_l = ikumrﬁm(v m~ vlm)

Subsequently substituting m with values between (N-1) and 0 we have that

17) u u
_r _Y
[ < JN_1 = A ( c )0

{Hl) = ik(V'p + v teosQy, — k{v'' L, - v )sinQ,
C

(G‘Y)m ==kt (VV'm+ Vi )sinQp + ikt (V- Vi )oosQp

(UZY ]N—l (GZY )0
. 1)
where we define Q,, = kig_d;, and we drop the time-dependent term e'".
A= aN_lﬂN_z ...323.1
Eliminating the quantities vy, and vi," in Eqs. (16) and (17) we obtain
where A is a 2x2 matrix.
u u -1
(—YJ = {—y} cosQ, + i(ozy) l(umrﬂ ) sinQ,, If we now use (16) with m=N, and remembering that the boundary conditions
c C m- -
m m-1
of surface waves and the free surface implies that v" = 0 and (g, ), = 0, we have
(18)
that
u, ) .
(Gz)’)m == tmrp sinQo + (czy)m_l cosQp,
m-1
Agy + U, Ay =0 (22)

Introducing the layer matrix

17 18



The left-hand side of Eq. (22) is the dispersion function for Love modes {SH
waves}, where Az and Aj are elements of the matrix A. The couples (@,c) for
which the dispersion function is equal to zero are its roots and represent the
eigenvalues of the problem. Eigenvalues, according to the number of zeroes of
the corresponding eigenfunctions, uy{z,m,c} and 6,y(z.,c), can be subdivided in
the dispersion curve of the fundamental mode (which has no nodal planes), of
the first higher mode (having one nodal plane), of the second higher mode and
so on. Once the phase velocity c is determined, we can compute analytically the
group velocity using the implicit functions theory (Schwab and Knopoff, 1572),

and the eigenfunctions (Florsch et al,, 1991).

2.3.2 Rayleigh modes

For P-5V waves, periodic solutions of the elastic equation of motion for the m-

th layer may be found by combining dilatational and rotational wave solutions

du,  du, C ke . .
m = o +¥=(Ame kmz+Ame+1krmz)et(mt kx)
(23

_1 a&_ du, | e —ikfynz | o Hikopnz) ifwt-kx)
S = 2[ % o ]—(Sme +6 e )e

where Ap', A", 8y’ and 84" are constants. Given the sign conventions adopted,
the term in Ay’ represents a plane wave whose direction of propagation makes
an angle cot™'r,,, with the +z direction when r,,, is real, and a wave propagating
in the +x direction with amplitude diminishing exponentially in the +z direction

when r,,, is imaginary. Similarly the term in A" represents a plane wave making

19

the same angle with the direction -z when r,,, is real and a wave propagating in
the +x direction with amplitude increasing in the +z direction when r,, is
imaginary (e.g., see Fig. 2). The same considerations can be applied to the terms
in 8" and 8y,", substituting rem with ray,. Dropping the term expli{wt-kx)] the
displacements and the associated stress components corresponding to the

dilatation and rotation, given by Eq. {23), can be written as

o) ()
Oz =Pm {aanm + Zﬂfnl:z)—z”;[a;:;“ ] + 2%{%”} (26)
O =2%%{—%5’5‘[%}%Ha;f?]—[%m (27)

For Rayleigh waves the boundary conditions that must be satisfied at any
interface are the continuity of the displacement and stress components given in
Eqs. (24-27).

As we did for Love modes, iterating over the interfaces we can build up the
dispersion function, whose roots are the eigenvalues associated with the
Rayleigh wave modes (P-SV waves). This is the procedure at the base of the
modern and efficient methods for the computation of multimodal dispersion in
anelastic media (e.g., Schwab and Knopoff, 1972; Schwab et al.,, 1984; Panza,

1985).

20



2.3.3 Modes radiated by point sources in anelastic media

The source is introduced in the medium representing the fault, which is
supposed to be planar, as a discontinuity in the displacement and shear stresses
fields, with respect to the fault plane. On the contrary, normal stresses are
supposed to be continuous across the fault plane. Maruyama (1963) and
Burridge and Knopoff (1964) demonstrated with the representation theorem the
rigorous equivalence of the effects between a faulted medium with a
discontinuity in the displacements and shear stress fields, and an unfaulted
medium where proper body forces are applied.

Following the procedure proposed by Kausel and Schwab (1973), we assume
that periods and wavelengths which we are interested in are large compared
with the rise time and the dimensions of the source. Therefore the source
function, describing the discontinuity of the displacement across the fault, can be
approximated with a step function in time and a point source in space.
Furthermore, if the normal stress is continuous across the fault, then for the
representation theorem the equivalent body force in an unfaulted medium is a
double-couple with null total moment. With this assumption, the eigenvalues
and eigenfunctions of the problem having been determined, we can write the
expression of the displacement with varying time, i.e., the synthetic seismogram,
for the three components of motion. The asymptotic expression of the Fourier
transform (hereafter called FT) of the displacement U = (Ux.Uy, L), at a distance r

from the source, can be writtenas U = 2 M(J, where m is the mode index and:
m=]

21

i=nr -ikgr-orC
m e Jkge e * £ou,(z,0)
L A A T S
—izn r \/— ik rC
o4 kp e oy (z,0)
mU 1= = h , S w 2
y(r z,0) UEE‘~XL{ 5 9)S(w) Jr 20 vyl . (28)

R
.
MU, {r,z,0)="U,(r,z,0)e 2e5

The suffixes R and L refer to quantities associated with Rayleigh and Love

modes, respectively.

In Eq. (28) S(w) = | S(w) lexp[i arg{S(w))] is the FT of the source time function
while x(h,,¢) represents the azimuthal dependence of the excitation factor (Ben-

Menhaem and Harkrider, 1964}

Ar(hy, @)= dg +i(dig sing + dyg cos) + dyg sin2¢ + d g cos2g
(29)
xr{hg, @) = i(dy sing +dy; cosg) +dap sin2q +dy cos2g

with
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d 1 B(h,) sin} sin28 where the asterisk, *, indicates the imaginary part of a complex quantity, i.e., u,*,
o= —B(h,) sinAsi
2
dyg = ~C(hy) sinA cos28 0,,". and o, are real quantities.
- 5

dyg = —C(h;) cosA cosd
dag = A(h;) cosh sind

dug = —%A(hs) sinA sin26

(30)

d;. = G(h,) cosh sind
dy. =—-Glh,) sink cos28

dy = %V(hs) sin 5in2
d, = V(h,) cosA sind

where ¢ is the angle between the strike of the fault and the direction obtained
connecting the epicenter with the station, measured anticlockwise; h; is the focal
depth; & is the dip angle and A is the rake angle (see Fig, 3). The functions of h,

that appear in {30) depend on the values assumed by the eigenfunctions at the

hypocenter
Fig. 3. Angle conventions used for the source system.
Alhy) = -4 ths)
: u,(0) . . ,
. —[3 B B(n,) W wthy) ) o (h) The quantity I, in (28) are the energy integrals defined as
° a’(hy)) u.(0)  pih) o(hg) 1 (0)/c
1 6,.(h,) -
Ch )=~ zx\"ls
) =~ ) 6,00/ 1) e = [(2)uy (2)/uy(0))
Gth,) = __I_L(hs) °
8 uthg) a,(0)/c (32)
uy(hy) uy(hy)
Vihg)=~—= L =
¢70,0 w0 Ik = [p(@)yi2(2) + ys(2) iz
0
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where
_1,(Z)
)
(33}
ys =i u,(z) _ Uy *(z)

In Eq. (28), vg is the group velocity that can be calculated analytically from the

phase velocity
¢

Vg = Lo 3 (34)
¢ ow

while C; indicates the phase attenuation and expresses the effect due to
anelasticity. C; can be calculated analytically using variational techniques (e.g.,
Takeuchi and Saito, 1972; Aki and Richards, 1980).

For Love modes one has {Florsch et al., 1991}

2 2
1{ Ox” u
,"uBlBZ{F[ﬁy(g)/c] +[uy{0)] wdz

Cy =2 (35)

u 2
C Y rA
I%%de

4

where ¢ is the phase velocity in the perfectly elastic case, while B, and B, are
respectively the S-wave velocity and the S-wave phase attenuation that are

related to the complex body-wave velocity (Schwab and Knopoff, 1972)

1__1_ s, (36)

1_
B Bi+ify By

For Rayleigh modes one has (Panza, 1985}

IIIl(I4R)
= 4R/ 7
R 20.)](]3R (3 )

where k is the wavenumber in the perfectly elastic case and the integrals I, and

1z are defined as

2

[ A 1
Iy = “ﬁ(l +20)- m])’sz - I|:Y1Y4 - m%ﬁ]kh }dz (38)
k)

(h+2u)?

0

* 2
Lig= {5(1+2p)|i“—+125-2~(y22 —2ky2y3)+ k2(1+l—}y32}+ (2.39)

2 2k
FTRL IS “kaya?) b
+ojt uz + [(14_2”)(3(23(3 ¥3 ):|} z

where
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(2.40)

and y, and y; are defined in (33). The variational quantities in (39) are

S(A+2u)= p(oul2 oyt - &2) +i2poy oty
8 =p(By” - By" - B?) +i20p:B, (41)

8= P[(Ollz —op? - 52) - 2(312 -B,% - Ez)](alz -0’ - &2) +1i2p{oney — 2B1By)

where @ and Bare the P-wave and S-wave velocities in the perfectly elastic case,

while for anelastic media one has (analogously to (36) for S-waves)

= =2 —iA, (42)

where Al and A2 are, respectively, the P-wave velocity and the P-wave phase
attenuation.

The synthetic seismogram can be obtained with three significant digits using
the FT of (28} as long as the condition kr > 10 is satisfied (Panza et al., 1973), and
a realistic kinematic model of a finite fault can easily be adopted (e.g., Panza and

Suhadolc, 1987; Sarad et al., 1998} in conjunction with the modal summation
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technique. The fault of finite length is modelled as a series of point sources on a
defined grid, placed along the fault plane, with appropriate spacing. The
seismogram is computed by summing the time series radiated by the single
point-sources with the appropriate time-shifts that are defined by the rupture
process. The resultant time series show the great influence that directivity and
the distribution of energy release in time, may have on the synthesized ground

motion.

3. Algorithms for laterally heterogeneous media

Linear system (1) is composed of three partial differential equations, with
parameters that are dependent on the spatial variables, for which it is not always
possible to find an exact analytical solution. We can distinguish between two
main classes of methods that can be used to solve the system of Egs. (1):
analytical and numerical methods. It is not easy to choose which method is the
best: advantages and disadvantages are related to the final goal and usually a
compromise is necessary. Technically speaking, the choice depends on the ratio
between the wavelength of the seismic signal and the dimensions of the lateral
heterogeneities. For instance, if one wants to study the response of a complex
sedimentary basin, it can be worth using a numerical approach. On the other
hand, analytical methods may be certainly preferred when dealing with models
with dimensions several orders of magnitude larger than the representative

wavelengths of the computed signal, because of limitations in the dimensions of



the model that affect numerical techniques. To make use of the advantages of
each method, analytical and numerical approaches can be combined in the
so-called hybrid techniques. Typically the analytical solution is applied to the
regional model characterizing the path from the source to the local area of

interest, and the numerical solution is applied to model the local site conditions.

Finite
Difference

NUMERICAL
METHODS

Boundary
Integral
Equations

HYBRID
METHODS

ANALYTICAL
METHODS

Coupling

Fig. 4. Schematic diagram showing the techniques for the synthetic seismograms calculation in

laterally heterogeneous media. The mode couplings techniques will be further expanded.

n Sections 3.1-3.5 we describe the methods summarized in the scheme of Fig.
4. (Methods based upon Alsop’s approach that are considered in Section 4.} For
hybrid techniques, in the following we concentrate just on the approach based on
the modal summation technique and a finite difference scheme. The so-called

Boundary Integral Equations (BIE) share elements of both subdivisions.
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3.1 Numerical methods

3.1.1 Finite difference
The core of this technigue is the substitution, in the wave equation, of the
differential operators with finite difference operators defined by the Taylor
expansion
du

u(x*h) = u(x)i—h+l£2—|i(h)2+0(h3) (43)
- dx  2dx?

in such a way the continuum is approximated by a regular grid of points.

For instance, we can define the operators of forward difference, D,, central
difference, Dy, and backward difference, D_, that can substitute the initial first-

order differential operator

u(x +h)—u{x)

Dou(x)=
Du(x) =%‘3 - Dnu(x)zw%’s:ﬂ (44)
D.u(x) = u(x}- E(x -h)

Truncation errors have a dominant term proportional to h, h?, and h (first,
second, and first order), respectively. With a proper linear combination of the
operators defined in (44} we can find the expressions for substitution of the
second derivative operator, and of the operator D, to higher-order accuracy by
including additional terms. We can extend the same considerations to temporal

and spatial derivatives with respect to any spatial coordinate.



In the following general considerations we consider the example of the 1-D SH

motion equation, assuming that the elastic parameters vary only along the x co-

ordinate
Bzuy . du, (45)
plx) 2 3 I—l(x)—é?

To avoid the evaluation of partial derivatives with respect to yi, we can rewrite

(45) using a velocity-stress formulation

dy _ 1

ot p(x) ox (46)
90,y du,

T

Let us sample the plane (x,t} in the locations (1 At, m Ax), where | and m are
integer numbers. To determine stress and velocity in the point (m Ax) at a given
instant of time ({1+1) At}, we can approximate the system (46) by D operator in

space, i.e., using the values of 0,y and 1, at three space-adjacent points ({m-1)

Ax, m Ax, (m+1) Ax), and by D, operator in time

(fly )1-:1 - (Oy )}'n = _}_ (Gx}' )ln+1 - (ny )}'n—l
At Pm 2Ax )
(ny)i;:l _(cxy)f'n =u (uy)}'n+] _(ﬁy):ﬂ-l
At m 24x
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This system must be iterated in space and time (Aki and Richards, 1980),
satisfying the proper boundary conditions. Because the truncation error, €, grows
exponentially with increasing time, the stability of the system, 1/, tends to zero,
making the scheme adopted in (47) always unstable. If a D;, operator is adopted
also for the time derivative, the resulting scheme is a conditionally stable one,

i.e, the integration step in time must satisfy the relation

At(% (48)

where the boundary in the time step corresponds to the physical condition that
information cannot propagate across the mesh faster than the velocity Ax/At. The
stability condition (48) can be extended to a homogeneous medium with N
spatial dimensions simply by dividing the right-hand side of (48) by vN . One of
the most important topics for any practical application of a stable finite
difference scheme, explicit in time, to a laterally varying medium, is to find the
proper combination of Ax and At.

As for the stability criteria, the accuracy control of the adopted scheme, i.e.,
the rate of convergence of the numerical phase and group velocities to the correct
ones, the so-called numerical dispersion, can be derived. For example, in the case
of the 1-D central difference scheme for time and space which leads to condition
{48), it can be demonstrated (e.g., Aki and Richards, 1980) that the accuracy of
modelling the signal dispersion (grid dispersion) requires that at least 10 grid
points are defined per wavelength

c2n
AX < —
< 10 w (49)
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Condition (49) significantly limits the spatial extension of the structural
model. Given that both (48) and (49) must be simultaneously satisfied, the lowest
phase velocity drives the choice of Ax, while the highest phase velocity
determines the time sampling At, that, due to computational limitations, is
generally chosen as close as possible to the highest allowed value. Therefore the
numerical error introduced varies with time.

The application of finite difference schemes to some dynamical problems
described by partial differential equations may result implicit in time
approaches, where the solution is obtained by solving a linear set of equations.
The characteristic of such solutions is that their stability does not have to satisfy a
given condition (unconditionally stable), but often no gain in accuracy is
provided unless a mixed scheme is adopted.

A possibility for improving the overall accuracy of an explicit finite difference
scheme is to adopt the so-called staggered grids, where the fields, velocity and
stress in the case of Egs. (44), are defined on separate grids shifted in space
(Madariaga, 1976). Another approach leads to the adoption of higher-order
operators {compared to (44)) for the spatial derivatives (e.g., Levander, 1988) that
use more information, by means of the Taylor series, than that coming from the
nearest neighbor grid points.

Among the advantages of the methods based on finite-differences schemes are
the easy creation of computer codes and the possibility for treating media with
spatially varying parameters compared with the signal wavelength. The
drawback of the method is the requirement of huge computer CPU time and

memory.

3.1.2 Hybrid method mode summation - finite difference

Fih et al. (1993a,b) developed a hybrid method that combines the modal
summation technique, valid for laterally homogeneous anelastic media (see Sect.
2.3), with finite difference, and optimizes the advantages of both methods. Wave
propagation is treated by means of the modal summation technique from the
source to the vicinity of the local, heterogeneous anelastic structure that we may
want to model in detail; the particular case in which the source is located beneath
the receiver can be studied with the classical propagator-matrix techniques (e.g.,
Haskell, 1962). A laterally homogeneous anelastic structural model is adopted,
which represents the average crustal properties of the region. The generated
wavefield is then introduced in the grid that defines the heterogeneous area and
it is propagated according to the finite-differences scheme (see Fig. 5). A more
realistic modelling of wave propagation in the regional structure can be obtained
using extension of the modal summation technique to laterally heterogeneous

media described in Section 4.

With this approach, source, path, and site effects are all taken into account,
and it is therefore possible to carry out a detailed study of the wavefield that
propagates at large distances from the epicenter. This hybrid approach has been
successfully applied, for the purpose of seismic microzoning, in several urban
areas like Mexico City, Rome (Fih and Panza, 1994), Benevento (Fih and
Suhadolc, 1995; Marrara and Suhadolc, 1998}, Naples (Nunziata et al., 1995) and
Catania (Romanelli et al., 1998a;b) in the framework of the [IUGS-UNESCO-IGCP

project (Panza et al., 1999b).
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Fig. 5. Schematic diagram of the hybrid {modal summation and finite difference} method.

3.1.3 Pseudospectral method

The pseudospectral, or Fourier, method employs directly, like the finite-
difference methods, the discrete form of Eg. (1): the computation domain is
represented by a grid in space and an explicit scheme is adopted in the time

domain. The wavefield at future time steps is calculated using the information of
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the current and previous time steps; if a second order finite-difference

integration scheme is used, one has

(aydm’ = () + (i, i At (50)
where the same notation of Eq. (47) is adopted. In scheme (50) the time step has
to be chosen in order to keep the dispersion error to an acceptable level. A

criterion similar to (48) has to be adopted for a 2-D scheme:

AX

At<0.2 (51)

The spatial derivatives that appear in Eq. (1) are analytically evaluated in the
wavenumber domain, after FT, by means of orthogonal functions (e.g.,
Chebyshev polynomials, Fourier series; the proper choice depends on the

periodicity of the problem). For example, the simplified Eq. (46) become

By 1 3By
ot pix) Ix (52)
08, di
= —r
ot #ix) ox
where the notation
Bx.k,t)= [glx,y,he™dy (53)

—om
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is adopted, and k is the wavenumber for the y variable. For each vatue of k, Eq.
(52) can be solved in the wavenumber domain. In the actual calculations, k has to
be discretized and such an operation is correctly done only by assuming that the
source-medium configuration is periodic along the y-axis. If the periodicity
length is L, one has that k=nAk where Ak=2n/L and n is an integer. The sum

over the wavenumbers can be truncated at NAk, where N is defined as

Nzl L (54)

min
and Apin is the minimum wavelength associated to the model. Once the k
components of the displacement are calculated, they can be converted to the

physical domain applying a discrete inverse FT

R ik
uy(x,yd,t)=fk El:quky(x,k,t)e Ve (55)
=—NA

where y4 is the source-receiver distance.

Approximation of the spatial derivatives is infinitely accurate for periodic
functions with a limited bandwidth and with spatial cutoff wavenumbers
smaller than the cutoff wavenumbers of the grid, whose tota! dimension has to
be sufficiently large to avoid space-aliasing problems (Kosloff et al., 1984).
Considerations valid for the choice of the grid dimension are similar to those that
are made for the finite-difference techniques when the reflections from the
domain boundaries have to be avoided. Use of Cartesian grids with insufficient
number of points per wavelength can lead to the diffraction of spurious waves

from the staircase approximation of the interfaces between the layers present in
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the model. This problem can be solved using curved grids that conform to the
geometry of the actual interfaces; in such a way the local density of the grid
points can be varied according to the velocity of each single layer (Nielsen et al.,
1995). Other numerical techniques that have been developed for optimization of
the pseudospectral methods {e.g., inclusion of the anelasticty and nonlinearity
effects), are revised by Furumura and Takenaka (1996).

Comparing the efficiency of the pseudospectral method with finite difference
or finite element, it appears that for a given final accuracy fewer grid points are
required per wavelength (about one-fourth), but more computations are
necessary at each grid point (Fornberg, 1987; Kosloff et al., 1984). In general we
can state that the pseudospectral method is more efficient when implemented on

fast computers and when not requiring a large amount of memory.

3.1.4 Finite Element
The finite element method can be applied to models where the geological
irregularities are placed between two flat layered media, separated by vertical

interfaces (Fig. 6).
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Fig. 6. Typical structural model for finite element method.
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The classic procedure (Lysmer and Drake, 1972) implies a stationary analysis
with finite elements of the irregular area. Special boundary conditions simulate
the presence of the two layered halfspaces at each side. In the first step of the
procedure the model is subdivided into a finite number of plane elements with
proper values of the elastic parameters. Accuracy of the analysis depends on the
detail of the mesh: as a general rule each element should not extend more than
one-tenth of the wavelength of the S-wave associated with it. The elements are
connected in a discrete number of nedal points. The basic assumptions are: 1) the
displacements of the nodal points define the displacement field of the whole
structure, and 2) all the external forces and the forces between the elements are
transmitted through the nodal points.

As a consequence, the displacement field and the forces acting on the
structure can be represented by two column vectors, each with dimensions equal
to the number of nodal points for Love modes, and twice as big for Rayleigh
modes.

For Love modes, the equations of motion can be written in the matrix form

(MK i, }+[K]{u, } = {0} (56)

where the matrices M and K are the mass and the force matrix, respectively, and
contain information relative to (a} the elastic parameters of the model, (b) the
excitation of one of the regular structures due to the seismic source and (c} the
boundary conditions. Equation (56} forms a system of second-order differential
equations with constant coefficients, and can be solved with several numerical

techniques.
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The finite element technique is affected by the same kind of limitations
described for finite difference: for complicated models it requires huge amounts
of CPU time and memory. On the other hand, being a flexible method, it is a very
good choice for seismic engineering studies such as the analysis of soil-structure

interaction {(Wolf and Song, 1996).

3.2 Boundary Integral Equations (BIE)

In this method the equations of motion are written in the integral form

o(x) = f(x} + [K(x, hg(t)dt (57)
a

{named Volterra equation of the second type) where 9(x} is the unknown
function and K(x,t), called "kernel”, and f(x} are known functions. An integral
equation associates the unknown function not only with its values in the
neighboring points but in a whole region. The boundary conditions are
contained within the equation, through the values assumed by the kernel, rather
than applied at the end of the solution procedure.

To describe this approach in the field of seismology we follow Bouchon and

Coutant (1994), and we consider SH-waves in the simple configuration shown in

Fig. 7.
*O M
P
/‘U S
M
«P

Fig. 7. Starting configuration of the BIE method.



The source of the elastic perturbation is placed at point O of medium M, and it

generates at point P a direct wavefield Vo(P}. The wavefield diffracted in
medium M’ from the interface S, separating M and M, can be described as a
radiation generated by secondary sources distributed along the interface.

Therefore the wavefield in P can be described as

V(P) = Vo(P)+ [o(Q) G(P,Q) dQ (58)
S

where o(Q) is a density function of the source that represents the force of the
wavefield diffracted from point Q, and G(P,Q) is the wavefield generated in P by
a unit source placed in Q (it is also known as the Green function).

Analogously, the diffracted wavefield in I is

Vi(P)=[o'(QCG(F,QdQ (59)
£

where G' is the Green function of M".

The next step in obtaining a numerical solution is the discretization of the
surface integral, approximating the surface § with N elements of area AS;, for
which the source density functions are assumed constant. Supposing that P and
P are lying, at the same point Q, on the twa sides of the interface, Eqs. (58) and

(59) become

N
V(Q)) = Vo(Q)}+ 3.0 [G(Q;. Q) dQ

i=1 a5,
(60)

viQ)=Ye [GQ,QdQ
i=1 45,
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The continuity condition across the interface of displacements VIQ))=V'(Qy),

and of stresses T(Q]-)=T‘(QI), leads to a system of 2N equations with 2N

unknowns represented by the source density functions. To solve the integrals of
(60) we need the expression for the Green functions. Usually the discrete
wavenumber method is adopted (Bouchon and Aki, 1977), supposing that the
medium is periodic and avoiding the occurrence of mathematical and numerical
singularities often associated with pure BIE techniques. For instance, in the
frequency domain the Green function, when considering SH-waves, can be

written as (Bouchon and Aki, 1977)

G'(QQ)= 2ip}3 = im exp(-ivafzi - 2q L)(jxp(_ikn|xj —xq)

(61)

where (x;, 7;) and {xq, Zg) are the coordinates of Q; and Q, respectively, p is the
density of the medium, P is the shear wave velocity, L is the length of the
medium periodicity, and M is an integer big enough to guarantee the

convergence of the series, and

_2r
" nL
o2 (©2)
Yn :[F_k%) . [ﬂ'l(’yn)ﬁo

When surface S degenerates into a plane, the Green functions are those of a
stratified medium and can be computed analytically using the formalism

described in Sect. 2.3.
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The BIE method has several advantages with respect to the so-called domain
techniques {finite difference and finite element), since it requires the
discretization of a surface rather than of a volume, but it is limited to relatively
simpler models than those treatable by numerical techniques. Solution of the
equation system (60) becomes heavy in terms of computational tirne when many
irregular surfaces are present in the model. The BIE method has been
successfully applied in seismology to the study of wave propagation in irregular
media (e.g., Bouchon and Coutant, 1994), and its variants (Boundary Element

Methods) are used in engineering analysis (Mater et al., 1991).

3.3 Analytical methods

Among the methods that attempt to solve equations of motion in flat laterally
heterogeneous media with numerical techniques applied to analytical solutions,
we can distinguish two main complementary classes: methods based on ray
theory and methods based on mode coupling.

Ray methods are based on the principles of classic geometrical optics. The
synthetic signal is built up as a superposition of rays, reflected and transmitted
according to the Snell law. The modal approaches, that will be more extensively
analyzed, share the idea that the unknown wavefields are built up as a
superposition of the normal modes characteristic of the medium. The choice
between the two physical representations of the wavefield depends upon the
kind of data that one wants to model. It depends on wether one is interested in
the dispersive features of the complete signal or in the study of the arrival times
of some early phases, The number of rays necessary to model the late arrivals in

one seismogram becomes huge and difficult to handle. Furthermore, at long
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pericds, ray theory can no longer be applied, being rigorously defined at infinite
frequency, and problems arise for peculiar transition zones, known as caustics.
On the other hand the number of modes necessary to describe adequately the
first arrivals in a seismogram could be too large to be efficiently handled. The
duality between rays (P-5V, SH-waves) and modes {Rayleigh, Love) is evident
also from the formal point of view: Marquering (1996) has shown that any of the

two representations can be written as the FT of the other.

3.4 Ray theory
Ray theory is based on a hypothesis (ansatz) of the form of the solution of the

elastic equations of motion {Babich, 1956):

eimﬂ(x,xo)
u(x,m}) = A(x, xg,0) (63)
J(x.xo)
where 8(x,xp) is called phase, and represents the time necessary for the wave to
travel from point xg to point x, and ] is the geometrical decay of the wavefronts.
Expression {63) does not contain any approximation since A is a generic

function of x and w. To obtain the approximation of the classic ray theory we

have to expand the amplitude vector in a series of inverse powers of @

A(x,xo, ) = S(m)_ioAi(x,xo) o (64)

where S(w) is the FT of the source time function. If we consider only the first
term in (64), then (63) becomes:
i08(x,x )

u(x, ®) = S{@)Ay{x,xp) £ N {65)
X, Xq



and represents an approximation of the solution of the wave equation valid only
at high frequencies, when the higher terms can be neglected in (65). Furthermore,
we assume that the terms A,, ] and 8 in (65) are smoothly varying functions of
the spatial co-ordinates. In such a way (65) becomes a form of the solution
suitable for computation of a synthetic seismogram, since its FT can very easily
be computed.

Introducing (65) in the equations of motion, we obtain an independent set of

solutions that, for SH-waves, can be written as (Cerveny, 1987):
1
B (66)

also called the eikonal equation.

We define the surface 9(x)=const as a wavefront. The slowness vector,
p = V8, is normal to the wavefront and has modulus 1/f: its trajectory desctibes
a ray. The horizontal component of p is analogous to the phase velocity c, equal
to sin@/p (see Fig. 2), for the mode with horizontal wavenumber k=w/c. Given an
initial wavefront ty =8(x,xg), the rays and the following wavefronts can be
computed using (66) with the so-called ray tracing. As in geometrical optics, an
alternative to the above mentioned approach, based on Huygens principle, is
represented by a variational formulation corresponding to the Fermat principle:
the ray corresponds to the trajectory between two given points for which the

travel time is minimum.

Expression (65) can become unstable or singular under certain conditions, for

instance, in the vicinity of a caustic, where ray theory predicts an infinite
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amplitude. Furthermore, classic ray theory is extremely sensitive to small local
perturbations of the velocity field, because of the crucial assumption of infinite
frequency in {65). The so-called spectral methods furnish a partial solution to
these problems, keeping intact the physical meaning of ray theory. In a spectral
method, the wavefield is not computed using (65) directly, but rather by a sum of
ray beams having the form of (65). Among the spectral methods, the most
popular is the WKBJ method (acronym for G. Wentzel, H. Kramers, L. Brillouin,
and H. Jeffreys), where the source is represented as a sum of Snell waves, each
one propagating independently from the other ones. The seismogram is then
calculated summing all the propagated waves (Chapman, 1978}.

Recently, advances in ray theory have been obtained applying the ray
perturbation theory. In this way the techniques known as paraxial rays and
Gaussian beams have been developed (Farra and Madariaga, 1987; Madariaga,
1989). The ray perturbation theory is used for evaluation of ray amplitude and
for solving iteratively ray tracing problems. The most important perturbations
are those related to the initial and final values of the position and propagation
velocity. Ray perturbation theory also computes the trajectories of paraxial rays
that propagate in the neighborhood of a reference ray. The study of paraxial rays
simplifies computation of geometrical spreading and facilitates better following
the rays crossing a curved interface.

In summary, the fundamentai limitations of the techniques based on ray
theory are connected with the dimensions of the heterogeneities that must be
much larger than the dominating wavelength of the considered waves.
Advantages with respect to numerical techniques are that models whose lateral

dimensions are several orders of magnitude larger than representative
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wavelengths of the computed signal can be considered. Furthermore, ray theory
can easily separate the different phases that contribute to the wavefield, since
one can follow, using an intuitive physical approach, the way energy associated
with seismic waves propagates through the medium. With these considerations,
one can understand the importance of ray theory for seismic tomography studies
based on body wave arrivals, bearing in mind the difficulty of recognizing the
phases in the synthesised seismogram {a feasible operation only when travel

times are reliable).

3.5 Mode coupling

Whenever the source-receiver configuration is like the one shown in Fig. 5,
surface waves (fundamental and first few higher modes) represent the longest
and strongest portion of a seismic signal generated from an earthquake. These
waves constitute the dominant part of the seismogram and thus supply the data
with the most favorable signal /noise ratio. Therefore analysis of surface waves is
crucial for gaining knowledge of the elastic and anelastic properties of the areas
crossed by the waves (Snieder, 1986; Nolet, 1990; Du et al., 1998}, and for seismic
hazard studies, with engineering implications (see Sect. 5).

Surface waves cannot be modelled easily with methods based on ray theory,
because of computational problems: it is not a theoretical limitation but a
practical one. There is no doubt that the modal summation is the most suitable
technique for modelling the dominant part of seismic ground motion. The key
point of the technique is the description of the wavefield as a linear combination
of given base functions: the normal modes characteristic of the medium. In the

case of the Earth, the modal summation technique is an exact method, since for a
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finite body the normal modes form a complete set. If we approximate the Earth
with a flat layered halfspace, the completeness of normal modes is no longer
satisfied, since they are associated only with the discrete part of the wavefield
spectrum. Nevertheless this limitation can be overcome or controlled using
several procedures described in Sects. 3.5.1-3.5.3 and 4.

Extension of the modal summation technique, described in Section 2.3, to
laterally heterogeneous media can be performed following different procedures.
The choice of the most suitable procedure must take into account the geometry
and the physical properties of the medium.

In the following, the term "intracoupling” refers to the coupling of a mode
with itself, while "intercoupling” indicates the coupling of a mode with another

one (Snieder, 1986).

3.5.1 WKBJ method

The main assumption of WKB] method, widely used in seismology
{Woodhouse, 1974), is that the lateral variations of the elastic parameters are
regular (compared to the wavelength). Once this hypothesis is satisfied, we can
assume that the energy carried by each mode in a given structure is neither
reflected nor transmitted to other modes. In other words, modes are not coupled;
each mode propagates with a wavenumber driven by the local structure. The
amplitude is not changed, while phase perturbations are computed by averaging
the whole source-receiver path, neglecting the horizontal position of the

heterogeneities.



Let us assume that the solution of Eq. (11), associated with the m-th mode, is
mu?,. Asymptotic expression of the perturbed mode at point x, due to regular

lateral variations, can be written as

Ty (x) =mu?,(x)exp[i(m5k)x] 67

where

e (K AT, ATK)

Sk(x)-ﬂ i op+ . So+ b BB]dz (68)
0

and 8p, 8o, and O are the perturbations of the elastic parameters, at point x, with
respect to the reference model.
The total wavefield computed at a distance r from the source can be written as

the sum of the contributions of each single mode

uy(r}= > mug (r)exp[i(mgl?)x] {69}
m=1
where
"FK = [ mBkix)dx 70)
o

Expanding the term exp[i(“‘ﬁk)x], expression (69) can be seen as an infinite sum

of multiple intracoupling terms.
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The WKB] method has been used for large-scale inversions {Nolet et al., 1986),
but in some cases it can be unrealistic, as true phase perturbations must depend
upon the position of the heterogeneities along the path (Marquering, 1996). In
spite of this limitation, including amplitude variations of the seismogram in the
formalism facilitates performing an efficient fully analytical waveform inversion

scheme (Du and Panza, 1999) at a regional scale.

3.5.2 The Born approximation
Let us relate the perturbations of the elastic parameters of the laterally

heterogeneous medium to the unperturbed medium as follows

p(x,z) = py(z) +edp(x,2)
afx,z) = og(z) + edax, z) 71
B(x,z) = Bo(2) + €8P(x, 2)

The transmitted wavefield can then be written as follows

u = uy +edu(p, 3, 8p) + o(e?) (72)

Perturbation of the wavefield in (72) can be written as a function of the so-
called "scattering matrix” that describes the coupling between modes (Snieder,
1986). If we assume normal incidence and that the lateral varfations exist only
along the x direction, there are no conversions between Love and Rayleigh
modes both in the transmitted and in the reflected wavefields.

If the perturbations are weak, i.e., if in {71) e is small enough, then the
contributions due to multiple scattering can be neglected. In the Born

approximation only the mode coupling of the first order is considered: the total
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contribution is given by the unperturbed mode plus a term that describes the
coupling between modes, due to the lateral heterogeneity. If the intercouplings
are neglected, the Born approximation coincides with the WKB] method
{Marquering, 1996). The main limit of the Born approximation is that it can

correctly treat only small perturbations of the wavefield.

3.5.3 Invariant Imbedding Technigue (IIT}

Kennett (1984) developed a representation of the mode coupling where the
wave equation is expressed by a set of first-order coupled differential equations.
The complete wavefield in a laterally heterogeneous medium is written as a
properly weighted superposition of the modes of a reference model. This method
has been extended to tridimensionally heterogeneous media by Bostock {1992).
In these techniques, named IIT, the effects due to lateral heterogeneity along the
source-receiver path are described by coupling mode coefficients, ¢, in (73) and
(74) that depend on the local structures.

The unperturbed displacement can be written as {Marquering and Snieder,

1995)

N ikiT
m,;,0 =¥ 6%z )€ 73
wyfrz )= 2060z 73)
where c{(r) is the modal coefficient, constant for laterally homogeneous media,

relative to the i-th mode.

The modal coefficients, that are complex, can be defined for the transmitted

and reflected wavefield from the heterogeneity ¢/{r), ¢ (r). If the heterogeneity

is limited in space, the coefficients can be defined by transmission and reflection
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matrices (analogousto the scattering matrix) linking the incoming modes with
the modes outgoing from the heterogeneity (transmitted and reflected).

The mode at the receiver is given by the sum of the unperturbed mode and the
effects due to multiple couplings (forward and backward). If reflections and the
intercouplings are neglected, the IIT method coincides with the WKBJ method.
Neglecting the reflections and second-order couplings makes IIT coincident with
the Born approximation (Marquering and Snieder, 1995).

The limitation of this method is the considerable computational effort
necessary to solve the complete problem. To overcome this, several techniques
have been developed, based on the IIT method. Among them we mention here
the Matrix Exponent Approximation (MEA) {(Marquering and Snieder, 1995),
where the reflection matrix is neglected and the transmission coefficient can be

written as

N N N
)=+ SMpch+ Y S MMyl + (74)
mz=] m=1k=1

where the first term represents the unperturbed term, excited at the source and
propagated to the receiver. The second term represents all the first-order
couplings with the i-th mode. The third term in (74) is the contribution to the i-th
mode of the k-th mode coupled with the m-th and represents the second order
coupling. The MEA method is a powerful tool for computation of the arrivals
associated mainly with body waves, but it is computationally expensive
whenever the investigated media are characterized by strong lateral

discontinuities.
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A technique quite similar to ITT has been developed by Odom (1986) and by
Maupin (1988). In their formulation the base functions appearing in (73) are

those relative to the local structure and therefore depend on the horizontal

coordinate.

4. Analytical computation of the mode coupling coefficients

In Section 3 we described several methods that can be used to extend the
modal summation technique to laterally heterogeneous media. These techniques
share the idea that the unknown wavefield generated by the lateral
heterogeneities is written as a linear combination of base functions representing
the normal modes (Love and Rayleigh) of the considered structure, therefore the
problem reduces to the computation of the coefficients of this expansion.

if we consider a heterogeneous medium made of two layered quarterspaces in
welded contact, the traditional method (Alsop, 1966; McGarr and Alsop, 1967)
assumes that at a given frequency the set of eigenfunctions is complete for each
of the two quarterspaces. If this condition is satisfied, then the unknowns of the
problem, i.e., the transmission and reflection coefficients, can be computed
assuming the proper continuity conditions at the vertical interface. There are two
problems with this approach: (1) at a given frequency the discrete spectrum of
the eigenfunctions is not complete and the continuous spectrum should be

included, and this requires the cumbersome computation of branch-line

integrals; and (2) expansion in series of the base functions can be carried out for a
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finite number of terms, so that a control over the approximations introduced
becomes necessary.

In a modal approach alternative to the original Alsop's method, the coupling
coefficients for the modes transmitted and reflected at the vertical interface are
computed, and the outgoing (inhomogeneous) surface waves are obtained as a
superposition of homogeneous and inhomogeneous waves using Snell's law at
each section (supposed infinite) of the vertical interface (Aisop et al., 1974). The
main objection to this approach is that the horizontal boundary conditions are no
longer satisfied and therefore some diffracted waves, near the vertical interface,
are not properly taken into account. Nevertheless it is possible to estimate the
severity of the approximation introduced by checking the energy balance
between the incoming and the outgoing wavefields.

In this Section, starting from the original formulation by Gregersen and Alsop
(1974), we describe the analytical solution of the problem associated with SH
waves. The results shown include the effect of topography (Romanelli et al.,
1996). For the P-3V problem, the analytical solution is given by Vaccari et al.
{1989) for poissonian media, and extended to non-poissonian media by
Romanelli et al. (1997).

The basic model treated in this Section consists of two layered quarterspaces

in welded contact, but the formalism can be extended to any lateraily

heterogeneous structure using a series of 1-D layered structures in welded
contact at the vertical interfaces. In Sect. 5 this approach will be used to model

the wavefield in sedimentary basins.
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4.1 Coupling coefficients for Love modes

Let us consider a mode of medium I, incident on the vertical interface between
medium I and medium II as shown in Fig. 8. We consider normal incidence at
the vertical interface, but the case of oblique incidence can be treated as well.

The wavefield associated with the incoming mode can be described by the

stress-displacement vector defined as
Aj=(uy, Uy], Uzl Oxxls Oyxl Czx1) (75)
where u; = (g, Uy1, Ua) is the displacement vector and oy {i= x, y, ) are the

three components of the stress acting on the vertical interface defined by the

equation x=0.

Incoming wavefield Hu =0 x
oy By Py a4y B P
H
o) Bz,[ Pz Ha Oon Bz,u Pani

T Hs—l
o, B Py H %y By P
1 II
Z
v

Fig. 8. 2-D rodel. Dashed lines represent the fictitious interfaces introduced to line up the layers

of the two quarterspaces.
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Similarly we can define the stress-displacement vector associated with a mode

belonging to medijum I1
Ap=(uxl, Uyl Uzll, Oxxtl, Gyl Gaxll) (76)

The projection of vector (75) on the vector (76) can be defined as follows

(Herrera, 1964)

17 . _ _
(A1, Anm) = z_ij[uxlcxxll + Uy Tyxil + W21 T ot +
) (77)

T x G xxl Uyl Oyxl -T2l Szx1]d2

where (here and in the following) the bar denotes the complex conjugation
operator. This scalar product fully describes the orthogonality relation for the
considered eigenfunction sets (see Appendix A). Actually, if vectors A™ and Am
represent two modes (n and m) of the same medium at the same frequency, then

if n=m (A‘“*,A‘"") =0, while if n=m {Alsop, 1966)
(m) p{m)y 1
(A™, A )'iEE (78)

where E is proportional to the energy flux carried by the incoming mode
crossing the vertical interface. The sign in (78) is chosen according to the

propagation direction: (+) for transmitted and (-} for reflected waves.



The stress-displacement vectors associated with transmitted and reflected

modes, indicated as

AT=(UxT, YyT, UT, OxxTr OyxT, GaxT) (79)
Ag={Uxr, UyR; UzR, OxxRs CyxRs Taxp) (80)

can be regarded as a superposition of propagating modes of medium II and
medium I respectively. In each horizontal section the displacement, due to a
Love mode, can be written as (see Eq. 14) :

uy(x,2,t) = [AS cos(kr[;sz) + Bssin(krﬂaz)]e‘(““' ko) (81}

where A, and B are the layer constants and

rps =.—5-1 if c>Ps

c2
rp, =i [1- i if c<B,
E

where ¢ is the phase velocity and B, is the S-wave velocity in section s. Therefore,

(82)

in each horizental section a Love mode can be considered as a superposition of

SH-waves incident on the vertical interface with an angle
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0, = cos’l(—ﬁ—s} (83)
C

From (83) we can see that, according to the values of ¢, which for a given
meode and a given frequency are the same for all the sections, and and according
to the S-wave velocity, which generally varies with varying sections, the
resulting SH-waves in each section can be homogeneous (0; real) or
inhomogeneous {0, imaginary). Now the transmission and reflection coefficients
can be computed in each horizontal section using Snell's law, which is valid for
an infinite surface of contact. For a homogeneous SH-wave with unitary

amplitude the coefficients are (Aki and Richards, 1980)

2p,, 1B, 1c088 1

b. =
Ps.1Bs,1€058  + P, 11 B ;cOS 85,1

(84)

 PsiBs1€08851-Ps By, 10865 1
Ps,1Bs,1€0885 1+ P 1y By, 1058511

S

where 6 and 8y are the angles of incidence and refraction respectively. Iterating
the procedure for each horizontal section we can define the vectors {4.5) and
(4.6). The procedure is approximated, since the horizontal boundary conditions
are no longer satisfied and not all the diffracted waves are included in the
computations. In Sect. 4.2.]1 we shall describe a method that allows us to estimate

the level of the approximation introduced.
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The transmission coupling coefficient, i.e., the quantity that describes how the
amplitude of mode m’' in medium il is excited by the incoming mode m of

medium I is (Vaccari et al., 1989)

my _ (AT, AF)
Yr = (A%m)rA(['")>”2(A=1m.);A§]m-))Ul (83)

If we prefer to consider an incoming mode with unit surface amplitude we

need to define a normalization coefficient and the following quantity must be

used

s _ it (AT A (AR, A) (86)
' Toap, Ay (A AP

The reflection coupling coefficient can be defined as

(A, A™)
(Aim].Aﬁm))m(Aﬁ;""),AH"")m (87)

Y;‘m,m') -
while if we consider an incoming mode with unit surface amplitude

[imm) = “{(m,m'y(A{f“."A(Hm‘))m = (Af™, Af™)
k TR (Asm)'A}m)y"l (Aim]’Aiml)

(88)

From (88) and considering the orthogonality relations holding at a fixed
frequency {Romanelli et al., 1996), it can be shown that the only non-zero
reflection coefficients are those relative to the coupling of homelogous modes,

i.e., the intracoupling coefficients.
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For Love waves, vectors (75), (76), and (79) are:

ArE=(0, Uyl, g,0, Oyxl. 0 (89)
Ap=(0, uyp, 0, 0, Gyup, 0) (90)
AT=(0, LlyT, 0, O, nyT, O) (91)

since in the case of normal incidence there is no conversion of SH-waves into P-

SV waves. The scalar product (77) becomes

157 -
(A1, Am = El.'HUylexu ~Hyn nyl]dz (92)
0

Remembering that

du
Oyx = u_dxy = ~ik|.luy (93)

the two products in the denominator of (85) can be written as

(Af, A} =k [y () dz = o v I (94)
0
(A, afp) = k&i“"{ b (uf?) dz = oI (95)
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where I, and v, are, respectively, the energy integral and the group velocity of
the Love mode at angular frequency ®. These two spectral quantities, defined by
Eqs. (32) and (34) in Sect. 2.3.1, can be quickly and accurately computed using

the algorithms already available for the case of a layered halfspace.

The numerator of (85) is given by
o (k)
(A, Al = (—‘Z—Iljllu( () uif de (96)
0

If we introduce in the two quarterspaces some horizontal interfaces so that the
layer thickness is the same at the two sides of the vertical interface (see Fig. 8),

expression (96) can be written as

Hga oo

Zusnb‘“" I( Ml ))d2+us.ub§m] j( (m)u('ﬂ))d 97
v= 0 Hg

where coefficients bs are defined in (84). From (97) we can see that the integrals,

that must be computed in each horizontal section, are

d,
.[(u‘;.“)u‘;ﬁ"))d dy=Hs,1-H, 98)
)

and using (81), for instance when Pt and c>Psyy, (98) becomes
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d d,

I(cos 11'[3.xs cos(kurﬁns ))dz+ Wy j(cos(k]rﬂisz)sin(kurﬂusz)]dz +
i 0

(99)
5 d!
+Wo J(sin(klrﬂ,sz)cos(kurﬂusz))dz +ws J(sin(l(1rmsz)sin(kurﬁusz})dz
0 0

where w; are constants, and the analytical solution is immediately available.
When dealing with inhomogeneous waves on both sides of the vertical interface,
expression (99} is still valid but the hyperbolic functions must be used instead of
the corresponding trigonometric ones. When the integrals must be computed
over the depth occupied by one of the terminating homogeneous halfspaces,

their argument involves decaying exponential functions. For instance, if agy<

Bsn< ¢, the integrals assume the form

dg ds
j(e"k"ﬂhz cos(kurpﬂsz])dz or j(e'ik""’“‘ sin(k[,rnnsz])dz {100)
@ 0

Finally, when the two terminating homogeneous halfspaces are in contact, the

integral is

J‘(e—ik,rm_gz e'ikﬂ'ﬂﬂsz)dz (101)
0
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4.1.1 Energy conservation

The condition of welded contact between medium I and medium II implies

that the energy flux (incident, transmitted and reflected)} across the vertical

interface must be preserved

(A[,A:) = (AmAa)‘*(AT pAr) (102)

The continuity conditions at the vertical interface are, for displacement and

stress components

Uy + U =Up

(103)
Ot T Gur = Our (i=x,y,2)
or, introducing the stress-displacement vector
Ar=Art Ay (104)

Equation (104) can be written as

(Arv.Ar)={Ax+ A, Ax+ A1) {105)
and using the orthogonality relations we obtain
{Ar Ay ={A;. A}+2Re(A;, Az) - (Ar. Ax) ={A1, A1) {Ar. Az} (106)

which is exactly Eq. (102).
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The transmitted vector, for the whole set of outgoing modes, can be written as
(A1, A1)= ZO(A‘r"'":A(r"”) (107)

Defining column vector, B, , as the vector whose elements are the
transmission coefficients for each single section, defined by relation (84) for the

incoming mode m, we can write

(AnAn= 3 I B:_(A™A=3 TB.. (108)

m'=0 med m'=0 m=0

Likewise, for the reflected vector, from (106) we obtain

M

U inB;.m-+ 3 FAL,=1 (109)

m m'=0 m=0

which corresponds to the condition of unitary scattering matrix as defined by
Vaccari et al. {1989). If we consider a single incident mode m of unitary

amplitude, expression (109) can be written as:

T e E =1 (110)

m'=0 m=0

where ¥ refers to the coupling energy with transmitted and reflected modes.
Equation {110} is the fundamental relation to estimate the approximation

introduced by neglecting diffracted body waves.



4.1.2 Numerical examples
To test the validity of the analytical algorithm, the transmission and reflection
coupling coefficients are computed for a medium defined by the two layered

lithospheric models shown in Fig. 9, in welded contact.

Mode! CONTINENT {C)

density (gem3)  valocity (km s}
01 2 3 4 0 246 810
— T
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01t 2 3 4 ¢ 2 46 810
DITTI T T T
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60 [ . ‘- .

70

Fig. 9. Elastic and anelastic parameters of model C and model] I'. Thick lines represent S-wave

velocities; Qs is the quality factor common to both structures.

For the sake of simplicity in the following figures the models CONTINENT

and PAMIR (Levshin, 1985) will be called model C and model P, while the
fundamental mode and the higher modes are indicated, respectively, as F, 1, 2

etc. Therefore, the fundamental mode of model C is named CF, the first higher
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mode of model P is named P1, and so on. Each coupling coefficient is associated
with a four-character acronym: the first two characters identify the incoming
mode, the last two identify the outgoing mode. With this convention, the
coupling between the fundamental mode of model C (incident} and the
fundamental mode of model P {outgoing) is indicated with CFPF. The
corresponding coupling energy is identified by the same acronym, written in
lowercase letters.

In Fig. 10 the intracoupling coefficients (85) and (86) are shown for the
incident fundamental mode, in both directions {CFPF and PFCF}. The two curves
corresponding to coefficients (85) overlap almost perfectly. Actually, since the
coupling energy for two modes belonging to two different structures is the
square of coefficient (85), Fig. 10 demonstrates that in this case the reversibility
theorem for the scattering matrix (Vaccari et al., 1989) is satisfied for the whole

set of frequencies considered.

]
3
K3
= CFPF
R TR
=3 ! N P— |
£ ..
é‘ S
054
Y r T T -
0 0.2 0.4 06 08 1

frequency (Hz)

Fig. 10. Coupling coefficients for CFFF and PFCF. The dashed and the thin lines indicate the

coefficients defined by Eq. (85).
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In Fig. 11 and 12 it is shown how the energy carried by one incident mode of
mode! C is redistributed within several outgoing modes of model P. In Fig. 11
the coupling energies, i.e., the square of coefficient (85), are shown for the
incident fundamental mode, while in Fig. 12 we consider the incidence of the
first higher mode. In both figures, the curves indicated as SUM T represent the
sum of the transmitted energy for five outgoing modes, while the curves marked
as SUM include the reflected energy. From Figs. 11 and 12 we can see that the
amount of energy neglected corresponds, in the worst case, to 5 and 9% of the
incident energy, respectively.

Numerical tests performed with models C and P suggest that, in order to
obtain accuracy of three significant digits in the calculated signal (i.e., graphical
accuracy), the maximum amount of scattered energy that can be neglected is of
the order of 5%. Thus, the results shown in Fig. 12 indicate that when the first
higher mode of model C is considered, the couplings with modes with order
number higher than five have to be included in the computations if a graphically
accurate seismogram is needed. This is an easy task to perform when only two
models are considered, due to the high efficiency of the computations. In Sect.
4.3 the results, obtained considering more than 100 incoming modes each
coupled with more than 100 outgoing modes, are shown. It has to be mentioned,
however, that the resulting intracouplings and intercouplings are strongly
dependent on the physical difference of the models adopted and on the
frequency that is considered. More similar the two models will be felt by the
wavetrain, i.e., for wavelengths greater than the dimensicn of the heterogeneity,

nearer to 1 will be the computed intracoupling energy.
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Fig. 11. Transmission of energy from incident fundamental mode of model C to first five modes
of model . SUM T and SUM are the curves describing the outgoing energy, without and with

the inclusion of reflected energy.

In Fig. 13 we show the coupling energy for the case of reflection, i.e., the
square of the coefficients (Eq. 87), for the first five incident modes of model C.
Only the intracoupling coefficients are shown, since for the reflected wavefield

the intercouplings are ail zero.
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1 In order 1o assess the importance of topography in wave propagation we

Y
L
1 L, — consider the model shown in Fig. 14. The two layered structures differ only for
08 Il “, \ s QIPF ——— SUMT
e I : - - -ciP SUM the thickness of the uppermost layer.
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Fig. 12. Transmission of energy from incident first higher mode of model C to first five modes of z
model P.SUM T and SUM are the curves obtained summing the outgoing energy, without and
Fig. 14. 2-D model with a topographic step.
with the inclusion of reflected energy.
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Fig. 13. Reflection of energy for the first five modes incident from model C. of the topographic step, expressed in km.
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Fig. 16. Transmission of energy for the intracoupling of the first four higher modes: {a}

topographic step of 1 km; (b) topographic step of 5 k.
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The variability of thickness (Hp - Hi) of the uppermost layer of medium II
defines a variable topographic step that is assumed positive when the thickness
is larger in medium Ii, and negative in the opposite case. In Fig. 15 we show the
coupling energy (for three different steps: 1, 5, and 10 km) of the fundamental
mode of model C {medium I in Fig. 14) with the fundamental mode (FF;1, FE;5
and FF;10) and with the first higher mode (F1;1, F1;5, and F1;10) of medium IL
The higher the step is, the larger the difference between the obtained coupling
energy and the values characterizing the absence of the step (1 for intracouplings
and 0 for intercouplings).

In Fig. 16 we show the intracoupling energies for the first four higher modes
and for topographic steps of 1 or 5 km. The minima in the coupling value

become wider and deeper as the height of the topographic step increases.

4.2 Coupling coefficient for Rayleigh modes

For Rayleigh modes the formulation is similar to the one discussed in Sect. 4.1,
and the basic definitions {75-80 and 85-88) are identical; the stress-displacement

vectors in medium I and medium II and their scalar product can be written as

Al =(uxl101uz]fcxx]r0!cle) (111)
Ap =10, ugy O pppp 0,0 411) (112)
1° _ _ _ _
{AvLAn) = % [[1xtGxtr + 21 Gozxtt = Tixt1 Gt = Tz Oza)dz {113)
0
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The problem of the analytical computation of transmission and reflection
coupling coefficients has been solved by Vaccari et al. (1989) who computed the
transmission and reflection coefficients at each section of the vertical interface
{analogous to (84)) using Nafe (1957) expressions, which are valid only for
Poissonian media {&/ 5 = +/3). This assumption in several cases can be highly
unrealistic, for instance, in sedimentary basins or geothermal regions (Stitmpel et
al., 1984; Vaccari and Panza, 1993) where the ratio a/p can vary from 1.5 to
approximately 5 (in the sediments) and from 1.7 to 1.9 (in the lower crust and
upper mantle of geothermal areas).

The computation of coefficients can be extended to non-poissonian media by
modifying in the scalar product (113) the equations of stresses. The component of

the stress tensor involved is

38ux du,
o - Mo T 52 Poissonian media (114a)
> 1(5’& L9ur )+2 du,  Non Poissonian media {114b)
ox o0z ax

Therefore, by substituting (114b) into (113) we can compute the coefficients

(85-88) for non-poissonian media (non-poissonian formulation}.

4.2.1 Computation of coupling coefficients in non-poissonian media

The transmission coupling coefficients have been computed for a 2-D
structural model, M0, made up of the two lithospheric models C and P (see Figs.
8 and 9). Keeping o fixed, the B values have been modified in order to consider

the two models M1 and M2, with ratios o/B=1.5 and 2.0 respectively. In the
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following, the fundamental mode is indicated by F; the poissonian formulations
by P, and the non-poissonian formulations by NP. In the figures, each coupling
coefficient is associated with an acronym of seven or eight characters: the first
two refer to the incident mode, the next two to the outgoing mode, the fifth and
sixth indicate the model, and the last one (or two) is connected with the
formulation employed. As an example, coupling between the fundamental mode
of model C (incoming} with the fundamental mode of model P (outgoing) for
o/ p=2.0, using the poissonian formulation is identified by CFPFM2P. The
corresponding coupling energy is indicated by the same acronym, written with
lowercase letters.

In Fig. 17 we show the intracoupling energies and the intracoupling
transmission coefficients, respectively given by Eqs. (85) and (86) when m=m’,
far the fundamental mode of models M@, M1, M2, computed using formulations
P and NP. The percentage difference in the values of I'r obtained with the two
formulations is shown in Fig. 18. For model MO, which can be considered quasi-
poissonian, the two results are in very good agreement, therefore M0 can be used
as a reference model.

If we apply formulation P to model M2, both coupling energy and It are
underestimated in the whole frequency range considered, because of the small

value of the Lamé parameter X adopted in the computations. This leads to low
values for Gy, and consequently for (Ap,A;). On the contrary, if we apply

formulation P to model M1, both coupling energy and I't are overestimated.
Furthermoare, using the formulation P the computed coupling energy becomes

larger than 1 for frequencies below 0.3 Hz, violating Vaccari et al’s (1989)
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theorem of energy conservation. Therefore formulation P cannot be used when

c./B differs noticeably from /3.
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Fig. 17. Transmission coupling coefficients {M) and coupling energies (m) for incident
fundamental mode of model C and outgoing fundamental mode of model P. NP and P indicate
the non-poissonian and the poissenian formulations, respectively. Structural models: (a) Model 1;

(b} Model 0; {c) Model 2.
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Fig. 18. Percentage difference between the transmission coupling coefficients computed with
formulations NP and P for the fundamental mode. d0, d1, and d2 indicate the percentage

differences calculated using the structural models MO, M1 and M2 respectively.

Fig. 19 shows the reflection coupling energy and the reflection coupling
coefficient, respectively, given by equations (87) and (88), for the incident
fundamental mode of models M1 and M2. The percentage difference of [y for
models M0, M1, and M2 is given in Fig. 20.

The higher the mode index is, the stronger the frequency dependence, but we
can say that, in the considered frequency range, the percentage difference is
generally smaller than the one computed for the fundamental mode. For
instance, the maximum percentage difference for the first higher mode is about
2%, When considering high-frequency signals, the error introduced by using
formulation P for non-poissonian media can be significant. This error increases
when dealing with a sequence of 1-D models in welded contact, since at each

vertical interface a value of T’ must be computed and the final result contains

their product (see Sect. 4.3).
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Fig. 20. Percentage difference between the reflection coupling coefficients computed with
formulations NP and P for the fundamental mode. d0, d1, and d2 indicate the percentage

differences calculated using the structural models M0, M1, and M2 respectively.

Based on the computation of the coupling coefficients, ~Gregersenand Vaccari
(1993) and Vaccari and Gregersen (1998) have given a simple physical
explanation of the propagation and attenuation of Lg waves seen as a

superposition of Love and Rayleigh modes {Knopoff et al., 1973; Panza and

Calcagnile, 1975).

4.3 Synthetic seismograms in laterally heterogeneous anelastic media

Once the coupling coefficients have been computed for Love and Rayleigh
modes, following the algorithm developed in Sects. 4.1 and 4.2, it is possible to
compute the synthetic seismograms for a laterally heterogeneous medium like
the one shown in Fig. 8.

The expression that describes the displacement due to Love and Rayleigh
wave modes propagating in a layered haifspace (28} has been generalized to
laterally heterogeneous structures by Levshin (1985), who applied ray theory to
surface waves.

Asymptotic expression of the FT of the transverse component of displacement,

m
u,, associated with the incoming Love mode m and transmitted inte the mode

m’, at a distance r from the source can be written as

exp(-i3n/4}| x (hs., 9)S(w)
8 eryvgLlic

mEY(nz,0)=
(115)
exp[—i(de +K' )= o(dCyp +d'Cy )] may || By (20)
4

Jaskp+d /e, ™ Lfvedin |

mm

where the subscript L refets to Love modes, prime-indexed quantities are related

to medium I (the medium with the receiver) and those without index refer to
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medium I (the medium with the source), and d and d' indicate the distances
travelled in medium I and II, respectively, Expression (115) represents the
contribution of one single mode m generated by a point-source placed in
medium I, transmitted across the vertical interface and recorded as mode m' in
medium II at a distance r=d+d’. If medium I and medium II are equal, (115)
reduces exactly to the second expression of (28), valid for a layered halfspace.

If we consider a model composed of N one-dimensional structures in welded

contact, separated by vertical interfaces, (115) becomes

Uz, 0) = exp(-i3n/ 4){1L(hs'q’)s(m)}

8n L ngllL
(116)

N ool Y
exp[ l(jz_']k]_dl) m(jE:ldJCZJ)“N_l 2,0)

= - E] 'Y'er {UV( T jf
\/Zdi/k{_ : Vet ],
j=1

where mode m is in the first structure and mode m’ is in the last one.

The expressions analogous to (115), associated with the FT of the radial (U,)

and vertical {U,} components are

™ (r,z,0) =

exp(-3in/4) | xr(h,.9)5(w)
V8 CR+/VgrIIR

(117)

exp[—i(de + kg d)—e{dCyp +d' C'og )] Jmm) u,(z,0)
TR
Jd/kR +d'/k'g LVerlir |
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mEy L, z,@)="" Ux(r,z,m)exp(—in/2)(eo|m‘ )_1 (118)

where subscript R refers to Rayleigh modes. Using expressions (115-118) it is
very easy to extend the existing, highly efficient mode summation computer
codes (Panza, 1985; Florsch et al., 1991), to laterally heterogeneous media.

In the following figures we show some examples of synthetic seismograms
calculated for a laterally heterogeneous structural model that is assembled
starting from models C and P, used in Sect. 4.2 (see Fig. 9). The source-receiver
distance is 100 km and the vertical interface between the two media is placed
right at the middle of the path. An instantaneous point-source is placed at the
depth of 10 km, with a scalar seismic moment of 10" Nm. The orientation of the
double-couple of forces is defined as follows: strike-receiver angle = 60°, dip =
90°, rake = 180°. The cut-off frequency for the computations is 1 Hz.

In Fig. 21 the seismograms are shown for the three components of
displacement, grouped for the four structural medels: models C and P and 2-D
models CP PC. For each group there are four rows, according to the number of
incoming modes: the first row is for the fundamental mode, the second row is for
the first 5 incoming modes, the third row is for the first 10 modes, and the fourth
row is for 110 incoming modes. For each component of motion the seismograms
are normalized to the maximum amplitude associated with the signal computed
for 2-D model CP summing 110 modes.

Arrival times of the wavetrains propagating in the laterally heterogenecus
structure are a kind of average of the arrival times characteristic of the two 1-D

models. Peak amplitude of the signals computed for model CP is always larger
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than the peak value obtained in the laterally homogeneous media. Looking at

the waveforms obtained for the laterally heterogeneous anelastic models, CP and
PC, it appears that the transverse component is controlled more by the model
where the source is placed. For radial and vertical components, the model where
the receiver is placed seems to have greater importance. A possible interpretation
is that the ellipticity factor, gg, could be more relevant than the radiation pattern,
Yz for P-5V motion (see expressions (116-118)). In the general case the relative
position of the source and of the receiver with respect to the vertical interface can
play a more fundamental role.

In Fig. 21 the difference between the signal shown in the last row of the CP-
radial component of motion (and, to a minor extent, of the CP-vertical
component) and the corresponding signals, obtained summing modes with
lower order numbers, is bigger than in the other cases. This can be explained by
the fact that, in the P-5V motion problem for the CP case, the intercoupling
energy for the higher modes becomes significant, making the amplitude of the
early phases, with higher frequency content, comparable to that of the later
dominant arrivals associated with lower order modes (see Fig. 22).

The described methodology can be applied to improvement of the existing
laterally variable models at a regional scale (Du et al,, 1998}, as well as to study

of the site response of local heterogeneous models {(see Sect. 5.2.2).
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Fig. 21. Synthetic seismograms for the three components of displacement, grouped for the four
structural models: models C and P and 2-D models CP and PC. For each group four rows are
shown, according to the number of incoming modes: the first row is for the fundamental mode,
the second row is for the first § incoming modes, the third row is for the first 10 modes and the
fourth row is for 110 incoming modes. For each component of motion the seismograms are

normalized to the maximum amplitude associated with the signal computed for 2-D model CP

surnming 110 modes.
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Fig. 22, Synthetic seismograms for the three components of displacernent, grouped for the 2-D
structurat models CP and PC. For each group four rows are shown, according to the number of
incoming modes and the considered couplings: first and last rows are for the first 10 incoming
modes and 110 incoming modes, respectively (same as Fig. 21); second and third rows are for 10-
110 incoming modes, excluding and including cross-couplings, respectively. For each component
of motion the seismograms are normalized to the maximum amplitude associated with the signal

computed for the 2-D model CP summing 110 modes.
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5. Deterministic seismic hazard assessment: from seismic zonation

to site response estimation

Strong earthquakes such as the 1985 Michoacan earthquake and the 1995 Kobe
have acted as catalysts for the use of zoning in seismic risk management.
Politicians and administrators are more and more interested in the rapid
reconstruction according to criteria which reduce the probability of a repetition
of disasters. In an anthropc area it is now technically possible to identify zones in
which the heaviest damage can be predicted. A first-order zoning can be carried
out at regional scale, based on the knowledge of the average properties of
seismic sources and on structural models. Microzonations are possible as well,
provided that detailed information about the source, path, and local site
conditions are available.

A drastic change is required in the orientation of zoning that must be a
predisaster activity performed to mitigate the effects of the next earthquake,
using all available technologies. The events in Los Angeles (1994) and Kobe
(1995} clearly show that we must be able to take preventive steps, extending, in a
scientifically acceptable way, the obtained results to areas in which no direct
experience has yet been gained. Seismic zoning can use scientific data banks,
integrated in an expert system, by means of which it is possible not only to
identify the safest and most suitable areas for urban development, but also to
define the seismic input that is going to affect a given building. Examples of this
capability, closely linked to the ability to calculate realistic synthetic

seismograms, are given in Sects. 5.1 and 5.2.



5.1 Deterministic seisntic zoning: regional scale

The procedure for deterministic seismic zoning developed by Costa et al.
(1992, 1993) and subsequentiy widely applied {Orozova-Stanishkova et al., 1996;
Alvarez et al., 1999; Aoudia et al., 2000; Bus et al., 2000; Markusic et al., 2000;
Radulian et al., 2000; Zivcic et al., 2000) represents one of the new and most
advanced approaches. It can be used also as a starting point for the development
of an integrated approach that will combine the advantages of the probabilistic
and deterministic methods, thus minimizing their respective drawbacks. This
approach addresses some issues largely neglected in probabilistic hazard
analysis, namely how crustal properties affect attenuation: ground motion
parameters are not derived from overly simplified attenuation functions, but
rather from synthetic time histories.

Starting from the available information on the Earth's structure, seismic
sources, and the level of seismicity of the investigated area, it is possible to
estimate maximum ground acceleration, velocity, and displacement (AMAX,
VMAX, and DMAX, respectively) or any other parameter relevant to seismic
engineering, which can be extracted from the computed theoretical signals. This
procedure allows us to obtain a realistic estimate of the seismic hazard in those
areas for which scarce (or no) historical or instrumental information is available
and to perform the relevant parametric analyses.

Synthetic seismograms can be constructed to model ground motion at sites of
interest, using krnowledge of the physical process of earthquake generation and
wave propagation in realistic media. The signals are efficiently generated by the

modal summation technique (see Sect. 2}, so it becomes possible to perform
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detailed parametric analyses at reasonable costs. For instance, different source
and structural models can be taken into account to create a wide range of
possible scenarios from which to extract essential information for decision
making.

In first-order zoning, average structural models are defined, representing the
lithospheric properties at a regional scale. Synthetic seismograms are computed,
taking into account the effects of lateral heterogeneities in a rough way: if the
source-receiver path crosses one or more boundaries between adjacent structural
models, the signal is computed assuming the model of the receiver as
representative of the whole path. This is justified by the results shown in Fig, 21,
where the signals obtained for the laterally heterogeneous medium look mare
similar to the signals computed in the receiver structural model than to those
computed using the structural model containing the source.

The flowchart of the procedure is shown in Fig. 23. The first problem to tackle
in the definition of seismic sources is the handling of seismicity data. Basically,
what is needed is an evenly spaced distribution of the maximum magnitude over
the territory, but the data available from earthquake catalogues are widely
scattered. Furthermore, earthquake catalogues are both incomplete and affected

by errors, 5o a smoothed distribution is preferable (Panza et al., 1990).
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Fig. 23. Flow-chart of the deterministic procedure for seismic hazard assessment at regional scale. The

vertical component is routinely not used.

The smoothing procedure is shown in Fig. 24. The punctual distribution of
epicenters given in Fig. 24a is discretized into cells (Fig. 24b) and the maximum
magnitude of the events pertinent to each cell is retained. In the case where the
earthquake catalogue contains different estimates of magnitude (e.g., magnitude
computed from body waves, from surface waves, or from macroseismic
intensity), the maximum between them is considered. It is then convenient to

represent the data graphically, and symbols are associated with magnitude
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ranges (Fig. 24¢). In most cases, the smoothing obtained by considering just the
discretized cells is not enough. A centered smoothing window is then
considered, so that earthquake magnitudes are analyzed not only in the central
cell but also in the neighboring ones. The idea of a constant magnitude within
each seismogenic area (choosing the maximum availabie value) has been shown
to be a poor choice, since for the larger seismogenic areas it leads to an
overestimation of the seismicity. Three possible smoothing windows are shown

in Fig. 24d.
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Fig. 24. Discretization and smoothing of seismicity. (a} Distribution of epicenters; (b} definition of cells

and choice of the maximum magnitude; {c} graphic representation; (d) smoothing windows of radius n=1,

n=2, n=3; (¢) smoothed distribution of magnitude.
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Fig. 25. (a} Seismogenic zone and (b) its intersection with the smoothed data shown in Fig. 24(e).

Their radius is expressed in terms of number of cells n. In the example, the
values n=1, n=2 and n=3 are considered. By applying those windows to the
distribution in Fig. 24c, the results of Fig. 24e are obtained. At first glance, it
appears that distribution of the maximum magnitude given by the window with
n=3 is quite exaggerated with respect to the starting data of Fig. 24c. Its
intersection with a hypothetic seismogenic area (shown in Fig. 25a), gives quite a
reasonable distribution (Fig. 25b), which allows us to account for errors in the

location of the source and for its extension in space. The smoothing
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corresponding to radius n=3 (smoothing 1) is chosen to produce deterministic
maps of hazard, while the smoothing n=1, applied only to the strongest shocks
{smoothing 2}, is employed to derive empirical relations between ground motion
parameters and observed intensities. In Figs. 24 and 25, symbols are used only to
improve readability. In the actual smoothing procedure magnitudes are not
divided into classes.

For definition of the seismic sources that generate the synthetic seismograms,
only the cells located within a seismogenic area are retained. The map shown in
Fig. 26 is the result of the application of smeothing 1 to the NT4.1 earthquake
catalogue (Camassi and Stucchi, 1996).

The focal mechanisms of the seismic source placed at the center of each cell
are defined as the best double-couple, corresponding to the arithmetic average of
the tensor elements of the available mechanisms in the relevant seismogenic
zone. This simple procedure appears to be reasonable when the mechanisms on
average are similar, and this condition should always be checked for each
seismogenic area.

Once the structures and the sources have been defined, sites are considered on
a grid (0.2° X 0.2°) that covers the whole territory. The synthetic signals are
computed for an upper frequency content of 1 Hz, and the scaled point-source
approximation (Gusev, 1983) is still acceptable. This is fully justified by practical
considerations, as several-story buildings have a peak response in the frequency
range below 1 Hz (Manos and Demosthenous, 1992), and by the fact that modern
seismic design approaches and technologies, such as seismic isolation, tend to
lower the free oscillation frequencies of buildings. As a rule of thumb (in [talian

legislation) the resonance period (in seconds) of a building can be expressed as

%



0.1H/B*®, where H is the height and B is the maximum lateral extension, in
meters. When shorter periods are considered, it is no longer possible to neglect
the finite dimensions of the faults and the rupturing process at the source.

To reduce the number of computed seismograms, the source-recejver distance
is kept below an upper threshold, which is taken to be a function of the
magnitude associated with the source. The maximum source-receiver distance
has been set equal to 25, 50, and 90 km, respectively, for M < 6,6 sM <7 and M
2 7. All seismograms are computed for a hypocentral depth which is a function
of magnitude (10 km for M < 7, 15 km for M 2 7}, but it is also possible to assign
to each source an average depth determined from analysis of the available
catalogues. Keeping the hypocentral depth fixed (for classes of magnitude) and
shallow is important due to the large errors generally affecting hypocentral
depth reported in the earthquake catalogues and due to the fact that strong
ground motion is mainly controlled by shallow sources (Vaccari et al.,, 1990},
with the spectacular exception of the Vrancea region (Radulian et al., 2000} seen
in Figs. 32-34.

Synthetic seismogratns for P-5V-waves (radial and vertical components) and
SH-waves (transverse component) are originally computed for a seismic
moment of 107 Nm. The amplitudes are then properly scaled according to the
stnoothed magnitude associated with the cell of the source. For the moment-
magnitude relation, we have chosen that given by Kanamori (1977). The
finiteness of the source is accounted for by scaling the spectrum using the
spectral scaling law proposed by Gusev (1983) as reported in Aki (1987). At each

site, the horizontal components are first rotated to a reference system common to

21

the whole territory (North-South and East-West directions) and then the vector
sum is computed.

Among the parameters representative of strong ground motion we have
focused our attention on maximum ground acceleration, velocity, and
displacement (AMAX, VMAX, and DMAX). In computing the complete time
series we are not limited to this choice, and it is possible to consider integral
quantities that can be of interest in earthquake engineering or engineering
seismology (Uang and Bertero, 1990; Decanini and Mollaioli, 1998).

The Fourier spectra of displacements and velocities show that an upper
frequency limit of 1 Hz is sufficient to take into account the dominant part of
seismic waves, while this is definitely not true for accelerations (Panza et al.,
1999a). On the other hand, the required knowledge about seismic sources and
lateral heterogeneities, which might justify the choice of a higher frequency limit
in the computations, is not usually available at the scale of the areas generally
considered in the zoning.

For accelerations, deterministic results may be extended to frequencies higher
than 1 Hz by using design response spectra, for instance, Eurocode & (EC8, 1993),
which define the normalized elastic acceleration response spectrum of the
ground motion, for 5% critical damping. In general, this operation should be
made taking into account the soil type. If the regional structural models used are
all of type A, as defined in EC8, we can immediately determine the Design

Ground Acceleration (DGA) (Panza et al., 1996).
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5.1.1 Seismic zoning of Italy
The NT 4.1 file prepared by Gruppo Nazionale per la Difesa dai Terremoti
(GNDT} (Camassi and Stucchi, 1996) is used for the definition of seismicity. The

srnoothed magnitude distribution for cells belonging to the seismogenic zones

defined by GNDT (Corsanego et al., 1997) is given in Fig. 26. The focal

mechanisms associated with each seismogenic zone are obtained from a

collection of data gathered by Suhadolc (1990) and Suhadole et al. (1992). DGA,

8 3% 40

VMAX, and DMAX maps are shown in Figs. 27, 28 and 29, respectively. In Figs. i ————— i
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range between 20 and 30 s dominate. Fig. 27. Diistribution of DGA, obtained as a result of deterministic zonation exlended to high freguencies

using the design spectra of EC8 for soil A. Similar maps can be readily constructed using other design
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Fig. 26. Smoothed magnitude distribution for the cells belonging to the seismogenic zones defined by
Fig. 28. Horizontal VMAX distribution, obtained as a result of deterministic zonation.

GNDT (Corsanego el al., 1997) and updated by A.A.V.V. (2000).
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Fig. 31. Period in seconds of the maximum of DMAX at each site.

They are related to signals generated by strong earthquakes occurring at large
distances from the site (about 90 km), while the magnitude of the closer events,
which are responsible for the higher frequencies (between 2 and 5 s in our
computations), is not big enough to let these frequencies dominate the ground
motion scenario.

Results of the deterministic procedure are particularly suitable for civil
engineers as seismic input for the design of special buildings. In fact, the
relevance of the displacements at periods on the order of 13 s or so is a key issue
for seismic isolation and in general for lifelines with large linear dimensions,
such as bridges and pipelines, where differential motion plays a relevant role in

their stability (Monti et al., 1996}.
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Deterministic modelling can be used to derive correlatios between the
maximum-felt macroseismic intensity, I, and DMAX, VMAX, and DGA. This
possibility is particularly relevant for countries with a long seismological history
since it facilitates the engineering use of historical events that are quantified only
in terms of macroseismic intensity. Smoothing 2 is applied to the procedure
described in Figs. 24 and 25, assuming n=1 for events with magnitude larger
than 6.75 (Panza et al., 1997, 1999a). In this way only the source dimension is
accounted for, and the mislocation errors that possibly affect the historical
catalogues are neglected, since the same error is present in the observations as
weil. Using (1) the map of maximum macroseismic intensity felt in Italy, made
by Istituto Nazionale di Geofisica (ING) (Boschi et al., 1995), and (2) the set of
maxirmnum intensity felt in every municipal land, compiled jointly by ING, S5N
and GNDT (ISG) (Molin et al., 199¢), Panza et al. {1997, 1999a) obtained two sets

of regressions from which the intervals shown in Tables 1 and 2 can be defined.

Table 1. Conversion table between macroseismic intensity and ground motion parameters,

DMAX, VMAX, DGA, using ING intensity data.

Intensity DMAX (cm) VMAX (cnvs) DGA (g)
v 0.1-05 05-1.0 0.005 - 0.01
VI 05-1.0 1.0-2.0 0.01-0.02
VII 1.0-20 20-40 0.02 - 0.04
VI 20-35 4.0-80 0.04 - 0.08
X 35-70 8.0-15.0 008-0.15
X 70-150 15.0-300 0.15-0.30
X1 15.0-30.0 30.0-60.0 0.30-0.60
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Table 2. Conversion table between macroseismic intensity and ground motion parametets,

DMAX, VMAX, DGA, using ISG intensity data.

Intensity DMAX (cm) VMAX (cm/s) DGA (g)
A% 10-15 1.0-2.9 0.01-0.025
ViI 1.5-30 20-50 0.025 -0.05
VIII 3.0-6.0 50-11.0 0.05-0.1
X 6.0-13.0 11.0-250 0.1-02

X 13.0-26.0 25.0 - 56.0 02-04

5.1.2 Zoning of the Circum Pannonian region

The results summarized in this section have been obtained using the
framework of the international project EC-COPERNICUS “Quantitative seismic
zoning of the Circum Pannonian region (QSEZ-CIPAR)” and the NATO Linkage
Grant “Earthquake hazard associated to the Vrancea region seismicity” and are
described in the special issue of Pure and Applied Geophysics: Seismic Hazard
of the Circum Pannonian Region (A.A.V.V., 2000). Details about the definition of
the structural models and source characteristics are given in Orozova-
Stanishkova et al. (1996), Radulian et al. (2000), Bus et al. (2000), Markusic et al.
{2000), Zivcic et al. (2000).

The main effort has been to harmonize Eastern and Western Europe in terms
of seismic safety compliance. Standard deterministic procedure described in Sect.
5.1 has been applied, with the exception of the strong events occurring at
intermediate-depth in the Vrancea (Romania) region. To handle this case,
response spectra especially determined for Romanian intermediate-depth

earthquakes (Lungu et al., 1996) have been considered instead of EC8, and the

98



computations have been performed over Romanian, North-Eastern Croatian, and
Hungarian territory, and elsewhere within a circle of 350 km radius, centered on
the Vrancea epicenter cell. The hypocentral depth of the intermediate-depth
events is 90 km for magnitudes less than 7.4, and 150 km for the larger ones. In
Figs. 32, 33, and 34 we show maps of peak values of horizontal motion (DMAX,
VMAX, and DGA) for the European countries that have been involved in this
major effort for mitigating seismic hazard.

Peak values for DGA, VMAX, and DMAX, and pertinent periods associated
with displacements, T(D}, and velocities, T(V), obtained with the deterministic
approach at the sites where nuclear power plants are located (Fig. 35) are
summarized in Table 3. The values obtained at Cernavoda, Kozloduy, and Paks

are due to the intermediate-depth Vrancea events.
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Fig. 32. Maximum displacements. Shallow seismicity has been considered, limiting computalions to
epicentral distances shorter than 90 km. In the case of Vrancea intermediate-depth events, computation
have been performed over the Romanian, North-Eastern Creatian, and Hungarian territory and elsewhd
within a circle of 350 km radius, centered on Vrancea epicenter cell. The hypocentral depth is 90 km f
magnitude less than 7.4, and 150 km for larger events. The thick gray ocutline defines the polygons whe

computations have been performed.
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Fig. 33. Same as in Fig. 32 but for maximum velocities. Fig. 34. DGA based on the European Building Code EC8 for shallow events and on response specira

especially determined for the Romanian intermediate-depth earthquakes in the case of Vrancea

intertnediate-depth events.
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T Kozloduy

Fig. 35. Nuclear power plants location.

Table 3. Modelled ground shaking for the nuclear power plants of Fig. 35.

Site Name D]':ln?x T(D]:IAX) VGI\:II?SX T(VI:IAX) D(g;A

Cernavoda 35 11.0 91 1.5 0.32

Kozloduy 9 18.0 15 4.0 0.10
Krsko 1 4.5 3 4.5 0.04
Paks 6 3.5 8 3.5 0.07

5.1.3 Validation of the synthetic models against independent observations

(Quantitative validation of the deterministic resuits has been made using the
observed accelerograms recorded during the Irpinia earthquake on 23 November
1980 (M=6.9, Camassi and Stucchi, 1996) and the Friuli earthquake on 6 May
1976 (M=6.5, Camassi and Stucchi, 1996). The source rupturing process of the
Irpinia event is very complex (Bernard and Zello, 1989) and the dimension of the
source has been estimated to be on the order of several tens of kilometers.
Nevertheless, it seems that the signal recorded at the station of Sturno is mostly
due to a single subevent that occurred rather close to the station itself, while the
energy contributions coming from other parts of the source seem less important
{(Vaccari et al., 1990). With the cut-off frequency at 1 Hz, the horizontal

accelerations recorded at Sturno have been lowpass filtered to be compared with
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the computed signals for the Irpinia region. The example shown in Fig, 36a refers
to the NS component, but the same considerations can be applied to the EW
component of motion. The early phases and the AMAX of the recorded signal
{upper trace) and the synthetic one computed in the point-source approximation
{middle trace) are in good agreement. The later part of the observed recording is
more complicated and this is mostly related to the complexity of the source,
which is deliberately neglected in the computation of the synthetic signal, to be
used in the zoning. The lower trace is shown as an example of modelling of the
source complexity. It is the result of a superposition of four subevents, each one
modelled with the middle trace properly weighted and shifted in time according
to the model by Vaccari et al. (1990).

The same approach has been used for comparison of the NS component
recorded at Tolmezzo during the Friuli (1976) earthquake (Fig. 36b, upper trace)
and two synthetic signals obtained for that area (middle and lower traces). In the
case of the Tolmezzo record of the Friuli event, the point-source approximation
seems to be satisfactory even for an event with Ms=6.1. Quite good agreement
has been obtained using a similar procedure by Moldoveanu and Panza (1999)
for Vrancea events. The zonation map of Italy proved the prediction capabilities
of peak values in the Umbria-Marche region (Central Italy), where a long
sequence of events occurred, starting in September 26, 1997, with the largest
shock being of magnitude 6.1 (NEIC). The peak of horizontal acceleration,
lowpass-filtered at 1Hz, predicted with the modelling, is 70 cm/s* and the
observed one is 44 cm/s%. The agreement is improved for peak velocities: about
20 cm/s both for synthetic and for cbserved time series (obtained by integration

of the recorded acceleration).
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Fig. 36. (a) Comparison of NS component of acceleration recorded at Sturno, filtered with a cut-off
frequency of 1Hz (top trace}, and two synthetic seismograms computed at the closest grid point, in the
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amplitude. (by Comparison of NS component of acceleration recorded at Tolmezzo, filtered with & cut-off
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(middle and bottom trace), with spectral amplitude.
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5.2 Deterministic seismic zoning: sub-regional and urban scale

One of the basic problems associated with the study of seismic hazard is
determining the seismic ground motion, at a given site, from an earthquake with
a given magnitude or moment and epicentral distance from the site. The ideal
solution for such a problem could be to use a database of recorded strong
motions and to group those accelerograms that have similar source, path and site
effects. In practice however, such a database is not available. Actually, the
number of recorded signals is relatively low and the installation of local arrays in
each zone with a high level of seismicity is too expensive an operation, requiring
a long time interval to gather statistically significant data sets. An alternative
method is based on computer codes, developed from knowledge of the seismic
source process and the propagation of seismic waves, that can simulate the
ground motion associated with given earthquake scenario. Synthetic signals can
then be produced immediately at a very low cost/benefit ratio, to be used as
seismic input in subsequent engineering analysis.

Once the gross features of the seismic hazard are defined, and the parametric
analyses have been performed, a more detailed modelling of the ground motion
can be carried out for sites of specific interest. Such a detailed analysis should
take into account the source characteristics, the path and the local geological and
geotechnical conditions. This deterministic modelling goes well beyond the
conventional deterministic approach taken in hazard analyses - in which only a

simple wave attenuation relation is invoked - in that it includes full waveform

modelling,
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It is not possible to refine the results obtained with first-order zoning by
simply assuming a higher cutoff frequency (> 1 Hz) in the computation of
synthetic seismograms. A more detailed zoning requires better knowledge of the
seismogenic process in the region. Furthermore, to model wave propagation in
greater detail the structural model used in the computation of synthetic
seismograms must take into account lateral heterogeneities. Detailed numerical
simulations play an important role in the estimation of ground motion in regions
of complex geology. They can provide synthetic signals for areas where
recordings are absent. Numerical simulations are, therefore, useful for the design
of earthquake-resistant structures, in particular when seismic isolation
techniques are applied. In fact the number of available strong motion recordings
containing reliable information at periods of a few seconds is very small and will
not increase very rapidly, since strong earthquakes in densely instrumented

areas are rare events.

5.2.1 Local site response

One of the most important factors influencing spatial variability of ground
motion is the site response. The local amplification, or deamplification, effects
can dominate the ground shaking response whenever lateral heterogeneities,
such as surface topographical features or soft-sedimentary basins, are present in
the vicinity of a site.

Topographical site effects have not been studied extensively, but their
importance is confirmed both by instrumental evidence (Géli et al., 1988; Bard,
1997} and by numerical simulations (Pedersen et al., 1988; Chavez-Garcia et al.,

1996). Although there is no general quantitative agreement between theory and
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observation, a valid qualitative conclusion is that the seismic ground motion is
amplified on mountain tops, i.e., over convex topographies, with respect to the
valley bottoms (Bard, 1997). Numerical simulations have shown (Géli et al., 1988)
that the amplification patterns are strongly dependent on the incidence angle,
the nature of the incoming wavefield, and the sharpness of the topography.
Focusing the diffracted seismic energy may explain the fact that the greater
amplifications occur at those wavelengths that are comparable with the
horizontal dimension of the topographical feature (Bard, 1997).

A simpler physical explanation for local amplification of ground motion, due
to soft surface layering, is the trapping of seismic energy, due to impedance
confrast between the soft surface soils and the underlying bedrock. Moreover,
the relatively simple onset of vertical resonances can be transformed into a
complex pattern of resonances, strongly dependent on the characteristics of the
subsurface topography of the sedimentary deposits.

Macroseismic observations made of the destructive events of the twentieth
century have ciearly shown the strong influence of near-surface geological and
topographical conditions on damage distribution. Most anthropic areas (e.g.,
megacities) are settled in relation to sedimentary basins (e.g., river valleys);
therefore a realistic definition of the seismic input that takes into account site
response has become one of the most relevant tasks in seismic engineering
analysis. In the last decade, a huge arnount of literature has been dedicated to
estimation of the site effects, and a practical definition of the site effect, that
combines the purposes of the engineering and seismological communities, is
proposed by Field (1996): "the unique behavior of a site, relative to other sites,

that persists given all (or most) of the potential sources of earthquake ground
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motion in the region”. Such a definition implicitly reveals the difficulties
connected with the correct site response estimation, i.e,, identification of the
different ingredients involved in the resulting ground motion signal: source,
path (including the presence of lateral heterogeneities), and local soil effect
including its possible nonlinear behavior. The nonlinear effects will not be
treated in the following; we just mention that the assumption of linearity
between stress and strain can be no longer valid for accelerations larger than 0.1-
0.3 g, quite important values from the seismic engineering point of view
(Beresnev and Wen, 1996). In fact, due to nonlinearity the actual shear wave
velocity decreases with increasing stress, and hysteresis leads to energy loss at
any deformation cycle. As a consequence, the resonance of surficial layers can be
shifted to lower frequencies, and this can lead to a lower amplification of ground
motion at higher frequencies.

The experimental approach to estimation of the site response is based on the
measure of ground motion at different sites. This implies the recording, with a
network of instruments, of multiple seismic sources. If a network of I sites has
recorded | events, the amplitude spectrum, O, of the j-th event recorded at the i-

th site is usually represented as (Field and Jacob, 1995):
O, (m) = Ej(o) P, (w) S, {w) {119)
where E is the source term, P is the path term, and 5 is the site-effect term. The

most traditional techniques for estimation of the 5 term are based on

computation of the ratio between the spectrum of the signal {or a portion of it) at
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the sedimentary site and the spectrum of a reference signal, preferably recorded
at a nearby bedrock site (Borcherdt, 1970). Andrews (1986) recasted the
traditional method into a generalized-inverse problem by solving for all the site-
effect and source terms simultaneously. However, quite often a signal recorded
on bedrock is not available close to the investigated sites, so that directional
effects due to the source could become relevant. Some techniques have been
proposed that are non-reference-site dependent: for example, Boatwright et al.
(1991) proposed a parametrized source and path inversion scheme based on
some assumptions regarding the source-spectra, frequency and distance
attenuation laws, etc.

An alternative approach is based on the spectral ratio between the horizontal
and vertical components of motion. This method was originally applied by
Langston (1979) for crustal and upper mantle studies and it is based on the
assumption that propagation of the vertical component of motion (in general
only S-waves are considered) is minimally perturbed by the surficial layers, and
therefore, it can be used to remove source and path effects from the horizontal
components. Lermo and Chévez-Garcia (1993) applied the same technique at
higher frequencies for the site response estimation in Mexico city. Similarly,
Nakamura’s (1989) method is based on computation of the spectral ratio between
horizontal (usually the square root of the product between the spectra of the NS
and EW components is used) and vertical components obtained from seismic
noise (microtremors). Theoretical investigations (e.g., Lachet and Bard, 1994;
Dravinski et al., 1996) and experimental studies (e.g., Field and Jacob, 1995; Field,
1996) have shown that Nakamura's method can reveal the fundamental resonant

frequency of a site but that it is usually not able to give the correct amplification
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level. Furthermore, Nakamura’s (1989) assumptions seem questionable since
several studies (e.g., Lachet and Bard, 1994; Konno and Ohmachi, 1998) have
demonstrated that the herizontal to vertical ratio is strictly correlated with the
polarization of Rayleigh waves.

Table 4 summarizes schematically the most frequently used techniques for the
empirical estimation of site effects. These techniques supply reliable information
about the site response to noninterfering seismic phases; they are not always
adequate in most real cases when the seismic sequel is formed by several
interfering waves. For each technique the signal type used (i.e., earthquakes or
ambient noise signals), its characteristic (i.e., if it is a reference site dependent
technique or not), and a bibliographic reference are given. For a more
comprehensive comparison of the various empirical techniques the reader is
referred to Bard (1997).

An alternative to the experimental approach to site response estimation is
based on computer codes, developed from detailed knowledge of the seismic
source process and the propagation of seismic waves. This approach can
simulate the ground motion associated with a given earthquake scenario. In such
a way, using available geological and geotechnical information, a low-cost
parametric analysis can be performed, since the installation of site arrays in each

zone with a high level of seismicity is too expensive an operation.
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Table 4. Summary of the most frequently used techniques for the empirical estimation of the site
response.

Technique Earthquake (E) or | Reference site | Example reference
microtremors (M) [ (R) or not (NR}
Sediment/bedrock E R Borcherdt (1970)
(5/B)
Generalized E R Andrews (1986)
inversion scheme

Parametrized E NR Boatwright et al.

source and path : (1991)
inversion

Coda waves E NR Philips and Aki

analysis (1986}
Horizontal /vertical E NR Lermo and

(H/V) Chéavez-Garcia
(receiver function) (1993)

Sediment/bedrock M R Yamanaka et al.
(8/B) {1993)

Horizontal / vertical M NR Nakamura

(H/V) {1989)

Array analysis M NR Malagnini et al.
(1993)

In principle all techniques presented in Sect. 3 could be used for the theoretical
estimation of the site response, each cne being more or less suited according to
the problem to be solved. For example, it has been shown that boundary
techniques (Dravinski et al., 1996), and domain techniques (Coutel and Mora,
1998) can be used to test the reliability of empirical techniques, as well as to
study the dependence of the site response on source and path parameters.
Progress in computational techniques has allowed extension of numerical
analysis to 3-D structural models by using domain methods such as finite
difference methods (e.g., Olsen and Archuleta, 1996; Graves, 1998). These
techniques could be useful in areas characterised by severe subsurface
topography and by embedded extended faults (e.g., the Los Angeles basin), in

order to study the 3-D diffraction effects and the 3-D ground motion
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amplifications. However, computational demands limit the application of 3-D
techniques to periods greater than 1 s and to seismic velocities larger than 1
km/s; the corresponding minimum wavelength is on the order of 1 km, which

represents the limit of the spatial resolution of such modelling.

5.2.2 Examples of ground motion scenarios

In the following we consider two exampies of the application of deterministic
techniques for seismic hazard assessment at a subregional and urban scale,
showing results for the Catania (Sicily) area, where the mode coupling analytical
technique (see Sect. 4) is used, and for the city of Rome, where the modal
summation—finite difference hybrid method (see Sect. 3.1.3) is used. These results
are produced in the framework of the IUGS-UNESCO-IGCP Project 414 (e.g.,

Panza et al., 1999b).

5.2.2.1 Site response estimation in the Catania (Sicily) area

A realistic definition of the seismic input for the Catania area is obtained using
the modelling techniques, described in Sect. 4, that allow us to create a database
of synthetic signals which can be used for the study of the local response in a set
of selected sites located within the Catania area.

The main task is to define a scenario corresponding to an earthquake of the
same size as the destructive event that occurred on January 11, 1693. From
analysis of the felt intensities (up to XI) it has been possible to estimate a
magnitude ranging from 7.0t0 7.8 (e.g., Boschi et al., 1995; Decanini et al., 1993).

Tt is very difficult to determine the source characteristics for such a historical

event, as the macroseismic data are the only available information. The poor
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control over hypocentral coordinates does not permit use of the macroseismic
data for inversion of the source mechanism, but with these data it is possible to
perform an analysis to test the validity of the source mechanism models that can
be formulated on the basis of seismotectonics. The observed intensities can be
converted into accelerations, velocities, or displacements {e.g., Decanini et al,,
1995; Panza et al., 1997; 1999a) and they can be compared with the synthetic data.
Applying such a procedure to the 1693 event (Romanelli et al., 1998a,b), good
agreement with the macroseismic data is obtained for a seismic source located on
the Northern Segment of the off-shore Hyblean fault, which is considered the
most important seismogenic structure of the zone.

Because our attention focuses on the lateral variations of the model, to
minimize the number of free parameters we account for source finiteness by
properly weighting the point source spectrum using the scaling laws of Gusev
(1983), as reported in Aki (1987). We have chosen these curves for several
reasons: compared to w2 spectra (e.g., Joyner, 1984; Houston and Kanamori,
1986), Gusev curves, that are based on solid statistical analysis of experimental
data, are more conservative in the range from 2 to 0.1 s; they often provide a
corner frequency that allows us to fit the observed amplitudes with the synthetic
seismograms {e.g., Vaccari, 1995; Moldoveanu and Panza, 1999).

The focal mechanism parameters of the source, located approximately in the
center (latitude: 37.44°; longitude: 15.23°) of the Northern Segment of the
Hyblean fault, are strike = 3527, dip = 80", rake = 270", focal depth = 10 km, and

seismic moment = 3.5-101% Nm.

114



For definition of the model, we use the geotechnical information collected
within GNDT (GNDT, 1997): a simplified geotechnical zonation map and a set of
five detailed geotechnical cross sections. Because our method can be applied to
both rough and detailed laterally heterogeneous models, we first employ the
simplified map, to analyze effects of the gross features of geotechnical zonation
on ground motion. As a second step, in order to test the usefulness of the
simplified models, we consider a detailed version of one of the simplified cross
sections.

In Fig. 37 the simplified geotechnical zonation map for the Catania area,
together with the 13 cross sections considered in the analysis, are shown, Along
each section, a set of sites is considered and the site locations are chosen both in
the proximity of the boreholes and at the edges of the section. The laterally
varying models associated with each cross section are built up by putting in
welded contact (from 2 to 4) different 1-D local models: the regional model,
assigned to Eastern Sicily (Costa et al., 1993), is chosen as the bedrock model and
the geotechnical information related with the selected boreholes are used for
definition of the local models. Synthetic signals are calculated with the modal
summation technique for laterally heterogeneous models (see Sect. 4), with a cut-
off frequency of 10 Hz. The map shown in Fig. 37 defines the borders between
the local models, i.e., the distances between the vertical interfaces separating the
different 1-D models. In Fig. 37 the velocity time series calculated, for the
transverse component of motion, corresponding to all sites, are shown. Their
spectra show that most of the energy is present for frequencies below 4 Hz. Each
record is 20 s long and is normalized to the peak velocity value, VMAX, for the

entire region. The largest computed values of VMAX are consistent with the
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reported macroseismic intensity value, XI (Tables 1 and 2). Fig. 37 shows how the
source and propagation effects can combine a big variety of signals; if laterally
heterogeneous models and azimuthal dependencies are included in the analysis,
the parameters describing the ground motion are strongly site dependent.

For section 51¢ (dot-dashed line in Fig. 37) detailed geotechnical information
is available (GNDT, 1997), and we examine it with the purpose of comparing the
results obtained using a simplified laterally heterogeneous model with those
obtained for a realistic model of a geological cross section.

The detailed laterally heterogeneous model used for calculation of the
synthetic seismograms along S10 is built up using 48 local models in welded
contact, for a total extension of approximately 13 km. The geological cross
section and its detailed model are shown in Fig. 38, together with the elastic
parameters of each geotechnical unit; the Q values vary in the range from 40 to
300, depending upon the unit considered. The source is buried in the regional
bedrock model.

The results shown by Somerville (1996}, who supplies the ground motions for
a magnitude 7.0 earthquake on the northern Hayward fault, and the spectral
analysis of the signals shown in Fig. 37 indicate that a reascnable upper
frequency limit in the calculations can be 4 Hz.

The signals are calculated for a set of sites, one for each iocal model, along the
section; in Fig. 38 a set of selected signals is shown for the transverse component
of motion. We give an estimation of the local response at a given site, evaluating
the response spectra ratio (RSR) corresponding to the laterally varying model

and to the bedrock model.
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Figure 39 shows the variation of the RSR (SH motion) along the profile: {a}
shows the RSR at four selected frequencies (0.2, 0.5, 1.0, and 2.5 Hz) cbtained
using the signals calculated with a strike-section angle equal to 80°; (b) is
obtained for a value of the strike-section angle equal to 180", that corresponds to
a maximum of the SH radiation pattern in the direction of the cross-section. As
expected, at Jow frequencies (0.2 - 0.5 Hz}) the ratios are approximately 1 along all
the section, but at higher frequencies the wavelengths are comparable to the
dimensions of the lateral heterogeneities, and the local effects become important.
The shape of the curves corresponding to 2.5 Hz seems to resembie the
subsurface topography of the Alf and Aa layers, respectively. In Fig. 39¢ and d
the RSR versus the epicentral distance and frequency are shown for strike-
section angles equal to 80 and 180", respectively. For the first part of the section
(up to an epicentral distance of approximately 20 km) the amplification patterns
are practically the same, but in the remaining part the amplification levels
change significantly. This example shows that the interference between the
seismic waves and the lateral heterogeneities is azimuthally dependent and may
therefore be responsible for different responses in the same site (e.g., Field, 1996;
Riepl et al., 1998). Such a result sends a warning against the general use of the
schematic representation used in Eq. (119) and of determinations of the validity
of Tocal soil effects made with very popular methods that do not consider the

realistic propagation and interference of seismic waves.
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Fig. 37. Simplified geotechnical zonation map for the Catania area and the first 20 s of the velocities time

series, calculated at the sites. Each signal is scaled 1o the maximum value of VMAX (63 cr/fs) over the

entire area (black triangle) (modified from Romanelli and Vaccari, 1999).

Results obtained using the detailed model for section 310 can easily be
compared with those from the simplified model. A set of 48 synthetic signals is
calculated along 510, using the simplified laterally heterogeneous model shown

in Fig. 40a, at the same epicentral distances used for computation of the signals
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for the detailed model. These signals have been lowpass-filtered with a cut-off
frequency of 4 Hz. In Fig. 40b-c the RSR are shown, versus epicentral distance
and versus frequency, for the strike-section angle equal to 80° (b) shows the
results corresponding to the detailed section (same as Fig. 39¢), while (c) shows
the results obtained using the simplified model. The RSR corresponding to the
simplified model has a very sharp discontinuity close to the beginning of the
local model at an epicentral distance of 13 km. This discontinuity is responsible
for the excitation of high-frequency diffracted waves that are rapidly decaying
with increasing distance from the boundary. Away from the boundary, the
pattern assumes a relatively simple shape: the greater amplifications are
obtained at a frequency of approximately 1.5 Hz, that is the value of the
fundamental resonant frequency for the stack of local layers shown in the left
part of Fig. 40a. The results summarized in Fig. 40 show that the extension of
punctual information to extended sections, ie., the adoption of simplified
models, could lead to misleading conclusions concerning the seismic response of

sedimentary basins.
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Vaccari. 1999). (¢) Model for 510.

equal to 80°. The gray scales are different in the two cases.
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Therefore, an accurate estimation of the site effects in complicated geometries
requires a parametric study that takes into account the complex combination of
the source and propagation parameters.

The RSR, obtained using the synthetic signals calculated for the P-5V motion
along the detailed section 510, are shown versus epicentral distance and
frequency in Fig. 41. The strike-section angle is 80°, a value that, for the given
focal mechanism, corresponds approximately to a maximum in the radiation
pattern for the P-5V waves. For epicentral distances less than about 20 km the
pattern of the resonance frequencies, shown in Fig. 41a (radial component), is in
good agreement with the pattern visible in Fig. 41c and d. Fig. 41b shows that, in
this case, the vertical component of motion is not affected significantly by the
local geological conditions.

The fact that the vertical component of motion is free from near surface
influences is one of the original assumptions (Nakamura, 1989) of the horizontal-
to-vertical spectral ratio technique (H/V RSR} for the estimation of the site
responge. The main advantage of this technique is its independence from the
reference-site. If earthquake recordings are used, the H/V technique is usually
called the receiver function technique (Lerme and Chavez-Garcia, 1993) while if
ambient noise recordings are considered it is known as Nakamura’s technique
(Nakamura, 1989). In Fig, 41c the H/V RSR are shown versus epicentral distance
and frequency. The calculations confirm the empirical conclusions that the
resonance patterns are very well correlated with surface geology, but the
absolute level of amplification cannot be straightforwardly determined
(Theodulidis et al., 1996; Lachet and Bard, 1994). The H/V RSR obtained for the

bedrock model (not shown} has a simple pattern, with a practically constant

123

value of the resonance frequency along the path. This is in agreement with the
theoretical explanation concerning the physical meaning of the H/V RSR: the
vertical component of Rayleigh wave motion has a minimum or vanishes,
according to the vertical velocity contrast, around the S-wave resonance
frequency, and the H/V RSR is a sort of mapping of the ellipticity curve of
Rayleigh wave modes (e.g., Panza, 1985; Panza and Suhadolc, 1987; Lachet and
Bard, 1994; Konno and Ohmachi, 1998).

The synthetic signals database assembled for the Catania area, which can
easily be expanded to other earthquake scenarios, can be used as seismic input in
subsequent engineering analyses, at a very low cost/benefit ratio. For estimation
of the destructive potential of some of the signals calculated for the simplified
models {e.g., Fig. 37), some parameters, obtained from their {a) direct analysis,
{b} integration in the time or frequency domain, and (c) the structural (elastic and
anelastic) response, have been investigated by Decanini et al. (1999). On the basis
of the parameters characterizing earthquake destructive power, derived from
available strong motion records, the results show that the synthetic signals
provide an energy response which is typical of accelerograms recorded on
intermediate-firm soil, at a distance from the causative fault between 12 and 30

km, and with a magnitude between 6.5 and 7.1.
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5.2.2.2 Microzoning of Rome

A large quantity of descriptions of earthquakes that have been felt in Rome is
available (Ambrosini et al., 1986; Molin et al., 1986; Basili et al., 1987),. Use of the
hybrid method described in Sect. 3.2.2 allows us to give a simple and natural
explanation of the damage distribution observed as a consequence of the the
January 13, 1915, Fucino earthquake - one of the strongest events to have
occurred in ltaly during this century (Intensity XI on the Mercalli-Cancani-
Sieberg, MCS, scale). The well-documented distribution of damage in Rome,
caused by the Fucino earthquake, is successfully compared by Fih et al. (1993b;
1995} with the results of a series of different numerical simulations, using AMAX
and the so-called total energy of acceleration, W (Jennings, 1983), which is
proportional to the Arias Intensity (Arias, 1970).

High relative AMAXs are obtained where the impedance of surficial
sediments is small, whereas relative AMAXs are low where volcanic rocks are
thick, and this is in good agreement with the observed damage distribution. An
even better correlation with the observed damage is obtained considering the
relative W. An additional important result of Fiah et al. (1993b) is the
demonstration that sharp variations in the spatial distribution of spectral ratios
can be due to polarization of P-5V waves into the radial component, a resonance
effect similar to the one described in Sect. 5.2.2.1 for the H/V RS8R, even when the
geometry of the different sedimentary layers is relatively regular. This is quite a
logical explanation of the often observed concentration of damage in very small,
scattered zones, and it is easier to accept than the often invoked presence of

unlikely abrupt variations in the geotechnical properties of the subsoil. Similar
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results have been obtained by Marrara and Suhadolc (1998) in a case study at
Thessaloniki.

The good correlation between AMAX, W, and the damage statistics makes it
possible to extend zoning to the entire city of Rome, thus providing a basis for
the prediction of expected damage from future strong events.

In addition to the Central Apennines, whose earthquakes caused maximum
intensity VII-VIII (MCS) in Rome and may generate significant perturbations at
long periods (Figs. 30 and 31), the most important seismogenic zone (Fig. 42) the
earthquakes of which can cause structural damage in Rome are the Alban Hills
{observed maximum MCS in Rome VI-VII) (Molin et al., 1986). Therefore, Fih et
al. (1995) used the sources shown in Fig. 42: (1) the epicenter of the January 13,
1915, Fucino earthquake, (2) the Carseolani Mountains where, from the study of
pattern recognition (Caputo et al., 1980), a strong earthquake is expected to
occur, and (3) the Alban Hills, The source mechanisms assigned to these
earthquakes are the mechanism of the Fucino earthquake (Gasparini et al., 1985)
for event 1 and 2, and the mechanism of an earthquake in the Alban Hills

(Amato et al,, 1984) for event 3.
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Mountains, and (3) the Alban Hills (after Fih et al., 1995).

Fiih et al. (1995) consider the RSR computed along the profiles of Fig. 43, and
using the results obtained from the modelling of the Fucino event, they define
the six zones shown in Fig. 44: zone 1 includes the edges of the Tiber river, zone
2 extends over the central part of the alluvial basin of the Tiber, zone 3 includes
the edges of the Paleotiber basin, and zone 4 extends over the central part of the
Paleotiber basin. Zones 5 and 6 include areas located outside the large basins of
the Tiber and Paleotiber where we distinguish between areas without (zone 5)
and without (zone 6) a layer of volcanic rocks close to the surface. Some of these
zones can also be recognized in the sections considered in relation to the events

located in the Carseolani Mountains and the Alban Hills (Fig. 44). The RSR have
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been computed for all the sites located in each of the six zones, for all two-
dimensional models, shown in Fig. 42, and for all three events, located in Figure
5.20. From these values the average and the maximum RSR (shown in Fig. 45) for

zero and 5% damping of the oscillator, are determined for each given zone.
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Fig. 43, Lithology and thickness of the alluvial sediments in Rome (Ventriglia, 1971; Funiciello et al.,
1987: Feroci et al., 1990%. The dashed lines indicate positions of the cross sectiens, for which numerical

modelling is performed (after Fah et al., 1995}
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Fig. 45. Maximum and average RSR for the zones defined in Fig. 44, for zero damping and 5% damping

(after Fah et al., 1995),

Whenever possible, the spectral characteristics defined in Fig. 45 have been
assigned to areas located outside the profiles, but characterized by a lithological
setting close to one of the six zones identified {see Fig. 44). In such a way, the
zoning performed along the three sections has been extended to larger areas
using the infermation available on geological and geotechnical conditions. The
result of such tentative extrapolation is shown in Fig. 46.

Given that in Rome the DGA calculated for a bedrock model is about .1 g (see
Fig. 27), the absolute response spectra that one should expect in the six zones of
Fig. 46 is shown in Fig. 47. We may assume that the DGA expected in each zone
can be obtained by dividing the largest spectral value by 2.5 (as is the case for

ECS8 design spectrum). Therefore in Rome the largest estimated DGA is about
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0.2g. Using the correlation between DGA and intensity given in Tables 1 and 2
the intensity is either X or IX, respectively. The intensity due to the 1915 Fucino
earthquake (90 km from Rome, M=7.3 in catalogue NT4.1) is VIII. The
conservative values we obtain are due to the smoothing of magnitude
(smoothing 1, described in Sect. 5.1) and to the geometry of the seismogenic
zones, which permits us to account for possible stronger events that might occur
closer to the city. Actually, after the smoothing procedure, a magnitude as large
as the one of the Fucino event is associated with a source 45 km from Rome. On
the other hand if we want to compare our modelling with the observations,
applying smoothing 2 (Sect. 5.1.1), the DGA reduces to 0.10 g. From Tables 1 and
2, the corresponding intensity is either IX or VILI, respectively, well compatible

with observations {Molin et al., 1986}).

20nE
1 [ mibar eagas

Lonral Toer
2 EZ] sk basia

s G

7] Na nesr-giriace
s volcanic rocks

EE=r Near-turtace
s R ioicanic rocks

Near-surisce
87 olchnic 106ks

Fig. 46 Micrezoning for the city of Rome.
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Fig. 47. Spectral accelerations (5% damping} in units of g for the 6 zones shown in Fig. 44.

Thus, in the absence of instrumental data, and without having to wait for a
strong earthquake to occur, a realistic numerical simulation of the ground
motion has been used for microzonation of Rome. The highest values of the
spectral amplification are observed at the edges of the sedimentary basin of the
Tiber, and strong amplifications are observed in the Tiber river bed. This is
caused by the large amplitudes and long duration of the ground motion due to
(1) low impedance of the alluvial sediments, (2) resonance effects, and (3)
excitation of local surface waves. The presence of near-surface rigid volcanic
rocks is therefore not sufficient to classify a location as a hard-rock site, since the
existence of an underlying sedimentary complex can cause amplifications due to
resonance effects. Reliable zonation requires knowledge of both the thickness of
the surficial layer and of the deeper parts the structure, down to the real bedrock.
This is especially important in volcanic areas, where volcanic flows often cover

alluvial basins.
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6. Summary and conclusions

Traditional deterministic methods for seismic zoning can lead to only a kind of
postevent zoning whose validity cannot easily be extrapolated in time and to different
regions and which, therefore, must be considered obsolete.

The ability to estimate accurately seismic hazard at very low probability of
exceedance may be important in protecting of special objects in the built environment
against rare earthquakes. The deterministic approach, based upon the assumption that
several earthquakes can occur within a predefined seismic zone, represents a
conservative definition of seismic hazard for preevent localized planning for disaster
mitigation, over a broad range of periods.

Computation of realistic synthetic seismograms, using methods that take into
account source, propagation, and site effects, and utilising the huge amount of available
geological, geophysical, and geotechnical data, goes well beyond the conventional
deterministic approach and gives a powerful and economically valid scientific tool for
seismic zonation and microzonation.

The definition of realistic seismic input can be obtained from computation of a wide
set of time histories and spectral information, corresponding to possible seismotectonic
scenarios for different source and structural models. Such a data set can be fruitfully
used by civil engineers in the design of new seismo-resistant constructions and in the
reinforcement of the existing built environment, and can therefore provide a
particularly powerful tool for the prevention aspects of Civil Defence. The possibility of
modelling broad-band seismic input is a useful tool for engineering design and for the
retrofitting of special objects, with relatively long free periods, and is acquiring
continuously increasing importance, due to the widespread existence, in the built

environment, of special objects.
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The procedure is scientifically and economically valid for immediate action, since
there is no need to wait for a strong earthquake to occur. First order zonations can be
made at regional scale, considering average structural models and a set of sot‘m:es with
damaging potential distributed within the identified seismogenic areas. Seismic
microzonations of urban areas can be performed even more accurately when the
required geotechnical data are available, so that local site effects can be soundly
modelled.

A practical definition of site effect, that accounts for both the seismological and
engineering point of view, is the one given by Field (1996): “the unique behaviour of a
site, relative to other sites, that persists given all (or most) of the potential sources of
earthquake grdund motion in the region.” This definition implicitly indicates the
difficulties connected with a correct estimate (or prediction) of the site effect. These are
the determination and separation of the other factors contributing to the seismic signal:
source effect, path effect (including lateral heterogeneity), and possible (but not
considered here) nonlinear soil response. The theoretical site response estimations that
we performed using different types of seismic motion and different techniques, confirm
that the identification of the behavior of a site with a set of resonant frequencies could
be a very difficult task, especially when the amplification is azimuthally dependent.
Furthermore, our results show that the extension of discrete information for limited
areas to extended sections, ie., the adoption of simplified models, could lead to
misleading conclusions concerning the seismic response of sedimentary basins. The
results suggest that, in order to perform an accurate estimate of the site effects in
complicated geometries, it is necessary to make a parametric study that takes into

account the complex combination of the source and propagation parameters.
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