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1. Foreword

The study of surface wave dispersion was begun independently by Love [1911] and Golitzin [1912].
Surface wave dispersion studies applied to understanding the structure of the Earth date from the
19205 and 1930s with the early works or Gutenberg [1924. 1926]. Jeffreys [1928. 1935], Stoneley
(1926, 1928], Byerly [1930]. Gutenberg and Richter [1936], and others. The “modern era” of surface
wave dispersion research probably began with the studies of Press [1956] and Press et al. [1956]
and was ushered in by the text of Ewing et al. [1957]. The flurry of surface wave studies that took
place in late 1950s and continued throughout the 1960s defined “classical dispersion analysis”™ but
15 too voluminous to list. However, Ewing et al. [1957] presents a review that is relatively complete
into the late 1950s, and subsequent reviews were presented by Oliver [1962], Dziewonski [1971].
and Knopoff [1972, 1983]. In the 1980s, surface waveform fitting became popular and Nolet [1987]
and Snieder [1993] present reviews. However, classical dispersion studies based on both single-
station and multistation or multievent methods continue in common practice today. Most current
dispersion studies are little different from those in the 1960s other than that computers are far
faster, seismic i nstrumentation has been vastly improved, and there 1s now much more complete
path coverage across most regions of interest. Together, these improvements allow tomographic
methods to be applied to very large numbers of surface wave dispersion measurements to produce
broadband maps of surface wave dispersion over wide areas.

The purpose of these lectures is to present in some detail a discussion of modern single-station
surface wave dispersion analyses, the subsequent estimation of dispersion maps using standard
tomographic methods, and the interpretation of these maps in terms of 3-D models of the shear
velocity of the crust and uppermost mantle. A particular emphasis will be placed on providing ma-
terial relevant to performing regional and continental scale surface wave tomography and inversion.

Contemporary studies are distinguished from the earlier studies listed above by their broad-
bandedness, the relatively high resolution of the dispersion maps, and their large spatial scope. For
example, we will show surface wave maps across various regions of the world between 15 s and 200 s
period. The measurements, in fact, are regularly obtained down to 8 - 10 s and up to 250 s period.
The reliability of the group velocity maps across large regions. however, degrades sharply below 15
s and above about 150-200 s for Rayleigh waves and 100-1235 s for Love waves. Surface wave maps
at and below 30 s period are particularly important because they provide significant constraints
on crustal thickness by helping to resolve Moho depth from the average shear velocity of the crust
je.g., Das and Nolet, 1995]. Although there have been numerous studies of surface wave dispersion
that have produced measurements of group and/or phase velocities between 10 and 40 s period,
these studies have typically been confined to areas of about 15° or less in lateral extent.

There appear to be two main motivations for surface wave studies. First, phase and group
velocity maps provide constraints on the shear velocity structure of the crust and uppermost mantle.
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New dispersion maps on continental scales that have emerged within the past few years display
better resolution and should be more reliable (lower variance and bias) than such maps that are
computed from current global models of the crust and mantle. Dispersion maps also summarize
huge voluines of data, and provide valuable, transportable data to be used in future inversions for
the shear velocity structure of the crust and uppermost mantle. Second. accurate high-resolution
group velocity maps, in particular, are useful in monitoring clandestine nuclear tests. These maps
guide the identification and extraction of surface waveforms which emanate from smali seismic
events. The estimation of surface wave magnitude, M. is thereby facilitated for use as part of, for
example, the M, : 7y method of discriminating underground explosions from naturally occurring
carthquakes le.g..Stevens and Day, 1985].

The scale lengths on which we will concentrate in these lectures are somewhat unusual in surface
wave studies. Most surface wave studies are performed either locally (average path lengths & <
1500 km) or globally (A > 10,000 km). There have been a very large number of relatively narrow
band local surface wave studies in Eurasia. Some of these from the last 20 years. segregated coarsely
by geographical region, include those in the following lists. In Europe there are the largest nuimber
of studies, they include Nolet [1977], Culcagnile and Panza [1978, 1979, 1980, 1990], Mueller and
Sprecher [1978], Calcagnile et al. [1979, 1985], Levshin and Berteussen [1979], Punza et al. [1978.
1980]. Neuenhofer et al. [1981], Mantovani et al. [1985], Snieder [1988], Mindevalli and Mitchell
(1989), Dost [1990], Yanouvskaya et al. [1990], Stange and Friederich [1993], Vaccari and Panza
(1993]. Pedersen et al. [1994], and Lomaz and Snieder [1995]. In the Middle East, central Asia,
and China there are the studies of Chen and Molnar [1975), Knopoff and Fouda [1975]. Bird and
Toksoz [1977), Chun and Yoshii (1977), Pines et al. [1980), Knopoff and Chang [1981], Wier [1982],
Romanowicz [1982], Feng et al. [1983], Jobert et al. [1985]. Brandon and Romanowicz [1986).
Lyon-Caen [1986], Bourjot and Romanowicz [1992], Levshin et al. [1992], Wu and Levshin [1994).
Levshin et al. [1994], Leushin and Ritzwoller [1995), Ritzwoller et al. [1996Y], Zhang [1997], Wu
et al. [1997). Curtis and Woodhouse [1997), Griot et al. [1998]. In northern Asia, surface wave
studies are fewer in number but include Lander et al. [1985], Kozhevnikov and Barmin [1989], Zeng
et al. [1989], and Kozhevnikov et al. [1992]. Dispersion studies performed on a global scale usually
are based on waveform fitting. Some of the more recent of these include the studies of Zhang and
Tunimoto [1993]. Su ef al. [1994], Laske [1995], Trampert and Woodhouse {1995, 1996], Laske and
Masters {1996, Li and Romanowicz [1996], Masters et al. [1996]. and Ekstrom et ol. [1997]. A
review is given by Ritzwoller and Lavely [1995].

Recent improvements in resolution and bandwidth result from a mixture of measurements ob-
tained from surface waves which propagate both regionally (A <3000 km) and continent-wide
(A >6000 km). Regionally propagating surface waves provide many of the measurements at the
short-period end of the spectrum and improve resolution appreciably, Their use alone, however,
would provide rather patchy path coverage, would result in very strong seusitivity to crrors caused
by event mislocation and azimuthal anisotropy. and would not yield many measurements at peri-
ods longer than about 60 s. Utilizing measurements from both the regional and continental scales
allows one to combine the best characteristics of regional and global studies and provides a data
set that is strongly and differentially sensitive to botl crustal and upper mantle structures. Other
studies of Eurasia on a continental scale include those of Patfon [1980], Feng and Teng [1983a).
Lerner-Lam and Jordan [1983]. and Curtis et al. [1998]. There are, however, advantages to the
tocal- and global-scale studies. Resolution can be better in the local studies, especially those based
on multistation or multicvent methods, and global studies may be more reliable at long periods at
and beyond about 150 s for Rayleigh waves and 125 s for Love waves.
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These lecture notes concentrate on the measurement and interpretation of group velocity rather
than phase velocity for two main reasons. although phase velocity data are brought into the inver-
sions for ashear velocity model. First. measurements of group velocities are much less sensitive to
source effects than phase velocities [e.g.. Knopoff and Schwab. 1968: Muyzert and Snicder, 1996]
because they derive from measurements of the wave packet envelopes rather than the constituent
phases. This is particularly true at shorter periods and longer ranges. This allows one to use small
events for which no moment tensor has been estimated. Second, as Figure 1 shows. group velocity
sensitivity kernels are compressed nearer to the surface than the related phase velocity kernels.
which should provide further help in resolving crustal from mantle structures. It should be noted
that the group velocity maps that are presented here are intrinsically different from group velocity
maps derived from the frequency derivative of phase velocity maps or approximate relationships
between phase and group velocity. We estimate group velocitics on the group envelope rather than
the phases that constitute the envelope. Hence group velocities place constraints on the velocity
structure of Eurasla independent of phase information.

A number of recent surface wave studies have produced phase velocity maps that possess az-
imuthal anisotropy le.g.. Tanimoto and Anderson, 1985; Nishimura and Forsyth. 1988, Montagner
and Tanimoto, 1990, 1991; Trampert and Woodhouse, 1996: Griot et al., 1998] and polarization
anisotropy (transverse isotropy, horizontal fast axis). Polarization anisotropy is expressed as a
specific differential perturbation to the Rayleigh and Love wave velocities at each spatial point
[Montagner and Nataf, 1986]. In general, relative to the best fitting isotropic model, polarization
anisotropy manifests itself by speeding up the Love wave and slowing down the Rayleigh wave.
The estimated maps presented here contain this information and therefore should not be seen as
isotropic but rather as transversely isotropic. In many locations, no realistic isotropic model can
be found that will simultaneously fit both the Rayleigh and Love waves, especially at periods above
about 100 s.

Most of the lectures have already been published elsewhere or will soon appear in print. Chapter
2, which briefly discusses the measurement of group velocities, is taken from Ritzwoller and Levshin
[1995}). Chapter 3 on surface wave tomography has been taken from Barmin et al. [2000]. The
estimation of both isotropic and azimuthally anisotropic tomographic maps is discussed iu this
chapter, The discussion of the use of perturbation methods in surface wave invesions is the subjoct
of Chapter 4 and derives from James and Ritzwoller [1999]. The results of the application of surface
wave tomography to estimate group velocity maps is the subject of Chapters 5 - 8, which compose
parts of Ritzwoller and Levshin [1998], Vdovin et al. [1999]. Ritzwoller et al. [1998], and Levshin
et al. [2000}. Chapter 9 on the inversion for a 3-I shear velocity model across Central Asia is
from Villasenor et al. [2000]. Chapter 10, on the construction and use of phase matched filters i
monitoring the Comprehensive Nuclear Test-Ban Treaty (CTBT). s from Levshin and Rifzwoller
[2000].

There are several key assumptions or approximations on which many surface wave dispersion
studies rest, including those in the following list: (1) the deviation of ray paths from the great-
circles linking the sources to the receivers is small, (2) multipathing is not so severe to inhibit
accurate measurements. (3) azimuthal anisotropy is small enough not to contaminate the isotropic
maps, (4) mislocations of earthquake epicenters have little effect ou dispersion maps. and (5) source
phase and group time shifts have little cumulative effect. We refer to errors in these assumptions
generically as “theoretical errors.” We refer the student to the papers by Ritzwoller and Levshin
[1998]. Muyzert and Snieder [1998]. and Lewshin ef al. [1999] for a discussion of some of these factors.
Some relatively exotic surface wavefield phenomena (multi-pathing. polarization anomalies) have
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been discussed recently by Levshin and Ritzwoller [1995] and Levshin et ol. [1994], and we refer
the student to these papers for a discussion.



2. Measuring Group Velocities

Summary

We describe methods designed to obtain accurate broadband surface wave dispersion measure-
ments on two spatial/frequency scales: continent-wide {e.g., Eurasia; 15 - 300 s) and regionally
(e.g., Central Asia, within 20° of KNET; 5 - 50 s). These methods are based on well developed
frequency-time and floating-filter analyses, and are included within procedures that utilize relational
parametric and waveform database structures with rapid graphics, which allow measurements to be
made quickly on relatively large volumes of data from a variety of source regions recorded on het-
erogeneous networks. These methods have been and continue to be applied systematically to data
from a wide variety of global and regional networks to yield Rayleigh and Love wave group velocity.
phase velocity, polarization, and amplitude measurements. The complexity of structures in the
continental crust and uppermost mantle implies that the crucial problem is to extract the desired
signals, related to nearly directly arriving waves that can be interpreted deterministically, from the
essentially stochastic interfering multipaths and coda. Experiments are underway to antomate this
method, which currently depends critically on human interaction.

2.1 Measurement Procedures

Problems associated with the estimation of accurate surface wave characteristics (wave velocities.
amplitudes. polarizations) do not change in nature with the spatial scale or frequency band of
interest, although they do change in magnitude. The most significant issues concern the accrual of
high quality data, the identification and extraction of unwanted signals, and the measurement of
the signals of interest.

Data quality from both global and regional networks has improved markedly in the past fow
years, as exemplified by the record sections shown in Figure 2.2. The main problem to be faced
is that continents are structurally complicated. This not only makes interpretation in terms of
structural models difficult, but also greatly complicates mmeasurements; or more accurately compli-
cates the identification of the aspects of the waveforms on which measurements are to be applied.
Our alm, then, is to extract the signals we desire, related to nearly directly arriving waves that
can be interpreted deterministically, froin the potentially interfering multipaths and coda that are
essentially stochastic in nature. Figures 2.3 and 2.4 demonstrate the analysis procedure, in which
unwanted signals. b particular surface wave coda. overtones, and body waves are greatly reduced
in the hltered seismogram on which measurcments are obtained.

The hasic characteristics of the current measurement procedure is based on a long history of
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development of surface wave analysis (e.g.. Dziewonski et al. 1969, 1972; Levshin et al., 1972,
1989, 1992. 1994; Cara. 1973; Russell et al., 1988}. The recent innovation is that code has been
developed which allows measurements to be made rapidly on relatively large volumes of data
from heterogeneous networks and a variety of source regions. The innovations have required the
development of rational parametric and waveform database structures {more on below) and the
development of relatively rapid graphical routines for human interaction with the data. Some
results of the use of this method are described in the following chaprers.

The general form of the measurement procedure is as follows. Group velocity - period diagrams
for the vertical, radial, and transverse components are constructed. An analyst manually traces
the apparent group velocity curve for the Rayleigh wave (on the vertical and radial components)
and the Love wave (on the transverse component). Time-variable filters are applied around the
selected curve to separate the desired signal from the 'noise’. This results in filtered group velocity
- period diagrams for which contamination from interfering signals should be reduced. Group
velocity, phase velocity, amplitude, and polarization measurerents are automatically obtained on
the filtered images. Figures 2.3a and 2.4a attempt to display this procedure.

An unfortunate, but currently still necessary, characteristic of this procedure is that it depends
crucially on direct human interaction with potentially large volumes of seismic waveform data. The
success of this method is based on the analyst accurately identifying the main dispersion ridge of
the fundamental modes, separating the ‘direct arrival’ from surface wave coda at periods below
about 30 seconds, inspecting interpolation near spectral holes, and truncating the measurements
appropriately at long periods as the signals weaken. This interaction limits the speed with which
the method can be applied, and, therefore, the volume of data that can be processed.

To date (September, 2000), the method has been applied to waveform data from approximately
3000 events globally vielding about 50,000 Rayleigh wave and somewhat fewer Love wave group
velocity dispersion curves. The analysis of significantly larger volumes of data will require the
automation of the technique. Attempts at automation will be based on initial continent-wide
group and phase velocity maps which are currently under development. This will increase the
volume of data that can be processed and should result in improved resolution of the group/phase
velocity maps at long periods and the resulting structural models, but is far from a trivial problem
at periods below about 20 s. Some preliminary results are presented in a later chapter.

2.2 Measurements on a Continental Scale

Due to the high, average efficiency of surface wave propagation across Eurasia, surface wave mea-
surements can be made at periods up to 100 - 150 seconds for earthquakes as small as M, = 5.0
that propagate across the entire continent. Of course, measuremnents can be extended to longer
periods for substantially larger events.

As an example, group velocity measurements for a single station (KEVO, Finland) for one event
(Kuril event. 10/9/94, M, = 7.0) are shown in Figure 2.3b for the Rayleigh wave {measured on
the vertical and radial components) at periods hetween about 20 and 300 seconds and for the Love
wave at periods between about 30 and 250 seconds. Predictions for the spherical model PREM
(Dziewonski and Anderson. 1980} are shown for comparison.

A useful by-product of these analyses are ‘cleaned” or "filtered scismograms’. Figure 2.3b shows
a comparison between the raw and filtered seismograms for a single station:event pair. Surface
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wave coda. overtones and body waves have been greatly diminished from the cleaned scismograms,
making them an ideal target for surface wave fitting techniques during a later stage of this research.

2.3 Measurements on a Regional Scale

On a regional scale at shorter periods, smaller events (A, < 5.0) can be analyzed similarly. KNET,
situated in a complex tectonic setting in Central Asia surrounded to the East, West and South by
significant seismicity, is a natural site to focus studies of regional scale measurements.

Figure 2.4b presents an example of the analysis of these data. Seven KNET stations were
operating during the passage of surface waves from an event in the Qinghai Provinece, China on
1/17/94 (A = 16 degrees, M, = 4.8). Rayleigh and Love wave group velocity measurements are
shown in Figure 2.4b. Rayleigh wave measurements arc quite similar across the array above about
20 scconds period and for Love waves above about 30 seconds period at this azimuth. Variations
across the array at shorter periods result both from real differences along the various wave paths
near the network and also from Rayleigh - Love interference, which can be significant since the
group velocities of the two wave types are similar in this period range. Cleaned and raw waveforms
are presented in Figure 2.4c.

2.4 Data Base Structure

We store all waveform and parametric data as well as surface wave measurements are stored in
the CS8 v. 3.0 relational database (Anderson et al., 1990) plus extensions. The standard relations
(affiliation, event, gregion, instrument, network, origin, sensor, site, sitechan, sregion, wfdisc) are
augmented with two event relations modified slightly from CSS v. 2.8 {centryd, moment) and
three extensions (disp, ftdisc, wfedit}. The wiedit relation contains information about the time,
duration and nature of waveform problems (e.g.. clips, gaps, nonlinearities, interfering events,
etc.). The disp and ftdisc relations point to dispersion measurements and group velocity - period
images, respectively. For each station:event pair, raw and filtered group velocity images arc output
and pointed to by the ftdise relation. Dispersion measurements (gronp velocity, phase velocity,
spectral amplitude, polarization) are output and pointed to by the disp relation. Cleaned or
filtered waveforms are output and pointed to by a cleaned widisc relation.

2.5 Conclusions

The ability to make relatively rapid and accurate surface wave measurements (phase and group
velocities, amplitudes, polarizations} on fairly large volumes of data has allowed us to begin to
process systematically surface waves propagating across a number of continents globally, as will be
discussed further in other chapters below. These developing data sets provide significantly higher
resolution than previous models, which promises more accurate lithospheric models.
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Figure 2.2: (a) Records sections for IRIS/GSN vertical waveforms recorded after the Kuril event sof Oct. 9, 1995
(A, = 7.0. Waveforms have been low pass filtered with a high frequency corner at 20 s period. (b) Record section
of KNET vertical waveforms recorded following the Quinghai, China event of January 27, 1934 {M; = 4.8).
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Figure 2.3: (a) Group velocity versus period diagrams for the vertical, radial, and transverse components recorded
at the GSN station at Kevo, Finland for an event in the Kuril Islands {Qct. 9, 1994, A = 58.5°, AL, = 7.0).
estimated group velocity enrves are shown. (b) Rayvleigh and Love wave group velocity measurements compared with

the predictions from PREM. (¢} Raw (thin selid) and filtered (bold dashed lines) waveforms for KEV.
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3. Surface Wave Tomography

Summary

We describe a method to invert regional or global scale surface wave group or phase velocity
measurements to estimate 2-D models of the distribution and strength of isotropic and azimuthally
anisotropic velocity variations. The purpose of this paper is to describe one useful path through
the large number of options available in an inversion of surface wave data. Qur method appears to
provide robust and reliable dispersion maps on both global and regional scales. The technique we
describe has a number of features that have motivated its development and commend its nse: (1)
it is developed in a spherical geometry; (2) the region of inference is defined by an arbitrary simple
closed curve so that the method works equally well on local, regional, or global scales; (3) spatial
smoothness and model amplitude constraints can be applied simultaneously; (4) the selection of
model regularization and the smoothing parameters is highly flexible which allows for the assessment
of the effect of variations in these parameters; (5) the method allows for the simultaneous estimation
of spatial resolution and amplitude bias of the images; and (6) the method optionally allows for
the estimation of azimuthal anisotropy. We present examples of the application of this technique
to ohserved surface wave group and phase velocities globally and regionally across Eurasia and
Antarctica.

3.1 Introduction

We present and discuss a method to invert surface wave dispersion measurements (frequency
dependent group or phase velocity) on regional or global scales to produce two dimensional (2-
D) isotropic and azimuthally anisotropic maps of surface wave velocities. Such “tomographic”
maps represent a local spatial average of the phase or group velocity at cach location on the
map and summarize large volumes of surface wave dispersion information in a form that is both
useful and casily transportable. Dispersion information in this form cau be applied naturally to a
number of problems relevant to monitoring the nuclear Comprehensive Test Ban Treaty (CTBT);
for example, (1) to create phase-matched filters (e.g., Herrin & Goforth, 1977; Russell ef al.,
1988; Leach ¢t al., 1998; Levshin & Ritzwoller, 2000, this volume) designed to detect weak surface
wave signals immersed in ambient and signal-generated noise as a basis for spectral amplitude
measurements essential to discriminate explosions from earthquakes (e.g., Stevens & Day, 1985,
Stevens & McLaughlin. 1997) and (2) in inversions to estimate the shear velocity structure of
the crust and upper mantle (e.g., Villasenor ef al., 2000) which is useful to improve regional event
locations. The method we discuss here is designed to produce accurate and detailed regional surface
wive maps efficiently and reliably, as well as to provide information about the quality of the maps.

13



14 Chapter 3

The method may be applied. perhaps with a few extensions. to other 2-D inverse problems such as
P, and S, tomography (e.g.. Levshin e al.. 2000).

We note. as a preface to further discussion. that the relationship between observed scismic
waveforms and an earth model is not linear. Thus. the problem of using surface wave data to
constrain the structure of the crust and upper mantle is nonlinear. In surface wave inversions,
however, the inverse problem is typically divided into two parts: a nearly linear part to estimate
2-D dispersion maps and a nonlinear part in which the dispersion maps are used to infer carth
structure. It is the nearly linear part that we call surface wave tomography and that is the subject
of this paper. Some surface wave inversion methods linearize the relation between the seismic
wavcforms and an earth model (e.g., Nolet, 1987: Snieder, 1988; Marquering et al.. 1996) and
iteratively estimate the earth model. Therefore, these methods do not estimate dispersion maps
on the way to constructing structural models. We take the path through the dispersion maps for
the following reasons.

e Surface wave dispersion maps, like a seismic model. summarize large volumes of data in a
compact form, but remain closer to the data than the models.

o They are less prone to subjective decisions made during inversion and contain fewer assump-
tions (both hidden and explicit).

e Because of the foregoing, dispersion maps are more likely than models to be consumed and
utilized by other researchers.

¢ Dispersion maps are directly applicable to detect and extract surface waves from potentially
noisy records, which is important in discriminating explosions from earthquakes for CTBT
monitoring.

On the negative side, dispersion maps contain only part of the information about earth structure in
the seismogram, are the products of inversions themselves, and contain uncertainties due to both
observational and theoretical errors.

There are a number of surface wave tomographic techniques currently in use by several research
groups around the world. These techniques differ in geometry (i.e.. Cartesian versus spherical).
model parameterization {e.g., global versus local basis functions), certain theoretical assumptions
(particularly about wave paths and scattering), the regularizatiou scheme, and whether azimuthal
anisotropy can be estimated simultaneously with the isotropic velocities. Becausc surface wave
tomographic inversions are invariably ill-posed, the regularization scheme is the focal point of any
inversion method. There is a large. general literature on ill-posed linear or linearized inversions
that applies directly to the surface wave problem (e.g., Tikhonov, 1963; Backus and Gilbert, 1968,
1970: Franklin, 1970: Aki & Richards, 1980; Tarantola and Valette, 1982: Tarantola, 1987: Menke.
1989; Parker, 1994: Trampert, 1998). We do not intend to extend this literature, rather the purpose
of this paper is to describe one useful path through the large number of options available to an
inversion method. Our method appears to provide robust and reliable dispersion maps on both
global and regional scales.

The surface wave tomographic method we describe here has the following characteristics.

s Geometry: spherical:

e Scale: the region of inference is defined by an arbitrary simple closed curve:
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e Parameterization: nodes are spaced at approximately constant distances from one another,
interpolation is based on the three nearest neighbors:

s Theoretical Assumptions: surface waves are treated as rays sampling an infinitesimal zone
along the great circle linking source and recciver, scattering is completely ignored;

» Regularization: application of spatial smoothness (with a specified correlation length) plus
model amplitude constraints, both spatially variable and adaptive, depending on data density;

¢ Azimuthal Anisotropy: may optionally be estimated with the isotropic velocities.

The theoretical assumptions that we make are common in most of surface wave seismology. The
method we describe generalizes naturally to non-great circular paths, if they are known, with finite
extended Fresnel zones (e.g., Pulliam & Snieder, 1998). The incorporation of these generalizations
into surface wave tomographic methods is an area of active research at this time. The use of the
scattered wavefield (the surface wave coda) is also an area of active research (e.g., Pollitz, 1994;
Friederich, 1998), but usually occurs within the context of the production of a 3-D model rather
than 2-Dr dispersion maps.

The choices of parameterization and regularization require further comment.

3.1.1 Parameterization

There are four common types of basis functions used to parameterize velocities in surface
wave tomography: (1) integral kernels (the Backus-Gilbert approach), (2) a truncated basis {e.g.,
polynomial, wavelet, or spectral basis functions), (3) blocks, and (4) nodes (e.g.. Tarantola and
Nersessian, 1984). In each of these cases, the tomographic model is represented by a finite number of
unknowns. Blocks and nodes are local whereas wavelets and polynomials are global basis functions.
(To the best of our knowledge, wavelets have not yet been used in surface wave tomography.)
Backus-Gilbert kernels are typically intermediary between these extremes. Blocks are 2-D objects
of arbitrary shape with constant velocities and are typically packed densely in the region of study.
They arc typically regularly shaped or sized, but there are notable exceptions {e.g., Spakman and
Bijwaard, 1998: Spakman and Bijwaard, 2000). Nodes are discrete spatial points, not regions. A
nodal model is, therefore, defined at a finite number of discrete points and values in the intervening
spaces are determined by a specific interpolation algorithim in the inversion matrix and travel-
time accumulation codes. Nodes are not nccessarily spaced regularly. The ability to adapt the
characteristics of these basis functions to the data distribution and other a priori information is a
desirable characteristic of any parameterization, and is typically easier with local than with global
basis functions. Blocks can be thought of as nodes with a particularly simple interpolation scheme.
Thus, we use nodes rather than blocks because of their greater generality.

To date, most surface wave travel time tomographic methods have been designed for global
application and have utilized truncated spherical harmonics or 2-D B-splines as hasis functions to
represent the velocity distribution {e.g., Nakanishi and Anderson, 1982; Montagner and Tanimaoto,
1991: Trampert & Woodhouse, 1995. 1996 Ekstrom et al.. 1997, Laske and Masters, 1996: Zhang
and Lay. 1996). There are two notable exceptions. The first is the work of Ditmar and Yanovskaya
(1987) and Yanovskaya and Ditmar (1990} who developed a 2-D Backus-Gilbert approach utiliz-
ing first-spatial gradient smoothness constraints for regional application. This method has been
extensively used in group velocity tomography (e.g.. Levshin et al. 1989: Wu & Levshin. 1994:
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Wu et al., 1997; Ritzwoller & Levshin, 1998: Ritzwoller et al.. 1998: Vdovin et al,, 1999) for stud-
ics at focal and continental scales. The main problem is that the method has been developed in
Coartesinn coordinates and spherieiny is appraxinated Ly o inexact eavth flartening transforne-
tion (Yanovskaya, 1982; Jobert & Jobert, 1983) which works well only if the region of study is
sufficiently small (roughly less than one-tenth of the Earth's surface). Yanovskaya and Antonova
(2000} recently extended the method to a spherical geometry. however. The second is the irregular
block method of Spakman and Bijwaard (2000).

We prefer local to global basis functions due to the simplicity of applying local damping con-
straints, the ability to estimate regions of completely general shape and size, and the ease by which
one can intermix regions with different grid spacings. For example, with local basis functions it
is straightforward to allow damping to vary spatially. but it is much harder to target damping
spatially with global basis functions. This spatially targeted damping is a highly desirable feature,
particularly if data distribution is inhcimogeneous.

3.1.2 Regularization

The term ‘regularization’, as we use it, refers to constraints placed explicitly on the estimated
model during inversion. These constraints appear in the “penalty function” that is explicitly
minimized in the inversion. We prefer this term to ‘danping’ but take the terms to be roughly
synonymous and will use them interchangeably, Regularization commonly involves the application
of some combination of constraints on model amplitude. the magnitude of the perturbation from
a reference state, and on the amplitude of the first and/or second spatial gradients of the model.
It is typically the way in which a priori information about the estimated model is applied and how
the effects of inversion instabilities are minimized. The strength of regularization or damping is
usually something specified by the nser of a tomographic code. hut may vary iu an adaptive way
with information about data quantity. quality. and distribution and about the reliability of the
reference model or other a priori information. As alluded to above. the practical difference between
local and global basis functions manifests itself in ow regularization constraints (e.g.. stmoothness}
are applied as well as the physical meaning of these constraints.

As described in section 2. the regularization scheme that we have effected involves a penally
function composed of a spatial smoothing function with a nser defined correlation length and a
spatially variable constraint on the amplitude of the perturbation from a reference state. The weight
of each component of the penalty function is user specified. but the total strength of the model norm
St varies b et hodensite Onr eve e leaces e Lapbeban o G e s L
ctiocs are pretersbie To wrdient Stiontlong e b, Ee Grei-spiiin glaidivnd i i e
produce models that are locally flat. not smooth or of siall amplitude. "Chis works well 1t data
arc homogencously distributed. but tends to extend large amplitude features into regions with
poor data coverage and conflicts with amplitude penalties if applied simultaneously. The model
amplitude constraint smoothly blends the estimated model into a background reference in regions
of low data density. such as the areas on the fringe the region under study. In such arcas the
path density is very low. and the velocity perturbations will be antomatically overdamped due to

amplitude constraints, The dependence on data density is also user specified.
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3.2 Surface Wave Tomography

Using ray theory. the forward problem for surface wave tomography consists of predicting a
frequency dependent travel time. trsi{w), for both Rayleigh (1) and Love (L) waves from a set of
2-D phase or group velocity maps, ¢(r.w):

tripiw) = ]c};}h(r,w)dﬁ. {3.1)
P

where r = [0, ¢] is the surface position vector, 8 and ¢ are co-latitude and longitude, and p spec-
ifies the wave path. The dispersion maps are nonlincarly related to the seismic structure of the
earth, M(r.z), where for simplicity of presentation we have assumed isotropy, and M(r,z) =
[vg(z).v,(2}, p(2)}(r) is the position dependent structure vector composed of the shear and comn-
pressional velocities and density. Henceforth, we drop the /L subscript and, for the purposes of
discussion here, do not explicitly discriminate between group and phase velocities or their integral
kernels.

By surface wave tomography we mean the use of a set of observed travel times °(w) for mauy
different paths p to infer a group or phase velocity map. ¢(r). at frequency w. We assnme that

9% (w) = t(w) + €e(w).

where € is an observational error for a given path. The problem is linear if the paths p are known.
Fermat’s Principle states that the travel time of a ray is stationary with respect to small changes in
the ray location. Thus, the wave path will approximate that of a spherically symmetric model, which
is a great-circle linking source and receiver. This approximation will be successful if the magnitude
of lateral heterogeneity in the dispersion maps is small enough to produce path perturbations
smaller than the desired resolution.

3.2.1 The Forward Problem

Because surface wave travel times are inversely related to velocities, we manipulate equa-
tion (7.1) as follows. Using a 2-D reference map, ¢, (r}). the travel time perturbation relative to the

prediction from e,(r) is:
ds 13 :
5t = tmtozfi—fii:/ﬂ(z.s (3.2)
p € pCo dp o

m = : (3.3)

where we have suppressed the r = {#, ¢] dependence throughont and have assumed that the ray
paths are known and are identical for both ¢ and ¢,.

For an anisotropic solid with a vertical axis of symmetry. the surface wave velocities depend on
the location r and the local azimuth 4 of the ray. In the case of a slightly anisotropic medium,
Smith and Dahlen (1973} show that phase or group velocities can be approximated as:

er) = ¢(r)+calr) (3.4)
ci(r) = Aolr) (3.5)
calr) = Ai{r)cos (2¢0) + Ax(r)sin (2¢0) +

Az{r)cos {(4¢) + A (r) sin {41)) (3.6)
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where ¢; is the isotropic part of velocity. ¢4 is the anisotropic part. Ag is the isotropic coeflicient,
and Ay..... Ay are anisotropic coefficients. If we assume that |cq/cf] € 1 so that (1 + eafoy Tl
(1—c4/cr), and if the reference model ¢, is purely isotropic. then by substituting equations (10.5) -

(3.6) into {10.4) we get:
Co —Cf g ((;_4) (r‘,o - (:)
m = - | = ==
Cr ) &} Cr (37)

Cg — O} Cy

or Cy

where the latter equality holds if |c.4/c;| < 1 as before. Equation (3.7) can be rewritten as:

m(r, ) = > wl)m(r). (3.8)
k=0

where n should be 0, 2 or 4 for a purely isotropic model. a 2¢ anisotropic model. or a 4 anisotropic
model, respectively, and v, and my are defined as follows:

vo(ih} =1 mo(r) = (e(r) —e(r)) Jer(r)

(¥} = — cos(2¢) my(r) = Ay{r)e(r)/c}(x)

va(¥) = — sin(2y) ma(r) = Aa(r)co(r)/cj(r) (3.9)
va(1h) = — cos(4)) ma(r) = Az(r)eo(r)/ci(r)

Ya(1h) = — sin(4y)) my(r) = Ay(r)e.(r)/ci(r).

3.2.2 The Inverse Problem

Our goal is to estimate the vector function m(r) = [mg(r),...,my(r)] using a set of observed
travel time residuals d relative to the reference model ¢, (r):

d=6t% = tobs — ¢, = f ™ s +e (3.10)
p Co
From m(r) we can reconstruct ¢z, 4y, ..., Ay for substitution into equations (10.5) - {3.6):
Cq
= 3.11
et 1+ LN ( )
My ;
Ay = : k # 0). 3.12
k rp— (k #0) (3.12)
We define the linear functionals G; as:
n
Gutm) = 3~ [ (wpe)) e () malrdas, (3.13)
k=0 P

By substituting equations (3.8) and (3.13) into equation (3.10) for cach path index (1 € i < N) we
obtain the following:

d, = 6% = G,(m) + ¢, . (3.14)

To estimate m we choose to minimize the following penalty function:

(G(m) - )" C™HG(m) - d) + Y o}l Fe(m)|* + 5~ B Hi(m)|f?, (3.15)
k=0 k=0
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where G is a vector of the functionals G, . For an arbitrary function f(r) the norm is defined as:

1 (02 = fs_fQ(r)dr.

The first term of the penalty function represents data misfit (C is the o priori covariance matrix
of observational errors ¢;). The second term is the spatial smoothing condition such that

Fi(m) = m(r) —/L?Sk(r,r')mk(r’)dr'. (3.16)

where 54 is a smoothing kernel defined as follows:

Ir - r'[*
Se(r.r') = Ky exp (——fm- (3.17)
20}
[ Si(r.r')ydr' = 1. {3.18)
s

and og is spatial smoothing width or correlation length. The minimization of the expression in
equation (7.3) explicitly ensures that the estimated model will approximate a smoothed version of
the model.

The final term in the penalty function penalizes the weighted norm of the model

Hi(m) = H(p(r), x(r})rny, (3.19)

where H is a weighting function that depends on local path density p for isotropic structure and
a measure of local azimuthal distribution x for azimuthal anisotropy. Thus, for k = 0, H = H(p)
and for & = 1,...,4, H = H(x). Path density is defined as the number of paths intersecting a
circle of fixed radius with center at the point r. For isotropic structure, we choose H to approach
zero where path density is suitably high and unity in areas of poor path coverage. The function
H(p) can be chosen in various ways. We use H = exp{~Ap), where A is a user defined constant.
An example is shown in Figure 3.1. To damp azimuthal anisotropy in regions with poor azimuthal
coverage, we define x(6,¢) to measure the azimuthal distribution of ray paths at point (6, ¢). To
find x we construct a histogram of azimuthal distribution of ray paths in the vicinity of {#. ¢} for
a fixed number n of azimuthal bins in the interval between 0° and 180°, and evaluate the function

S

X ==l (3.20)

nmax f;’
2

where f, is the density of azimuths in the ith bin. Values of x are in the range 1/n < yx < 1.
x = 1 characterizes an almost uniform distribution of azimuths. and x = 1/n is an indicator of the
predominance of a single azimuthal direction (large azimuthal gap). We assume that the anisotropic
coefficients cannot be determined reliably in regions where x is less than ~ 0.3. Examples of a y
map and the histogram of azimuthal density, f(v), are given in Section 3.4 (Figure 3.8¢.d}.

Because m is a perturbation from a reference state, the effect of the third term in the penalty
function is to merge the estimated model smoothly and continuously into the isotropic reference
state in regions of poor data coverage. In regions of good coverage. this term has no effect so that
the only regudarization is the simoothness constraint represented by the second term in expression
(3.15).
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The user supplied regularization constants. oy and B, define the relative strengths of the three
terms in the penalty function. The smoothing width or correlation length oy is also specified by
the user. These parameters should be varied systematically in applying the method. In practice.
we often estimate the isotropic and anisotropic maps simultancously. In this case we norimally use
stightly different values of all three constants k. . ok for the isotropic and anisotropic maps to
make anisotropic maps more smooth. Typically o = a9 and ag = vy, 0= 03, 03= 04, and fr = 3.

3.2.3 Discretization

The discretization of the eguations in the preceding section involves two steps: (1) the formation
of a discrete grid and the evaluation of the model on this grid and (2) the discretization of the
penalty function. We discuss cach in turn.

3.2.3a Grid, Nearest Neighbors, and Interpolation

The goal is to generate a discrete grid with nodes that are approximately constantly spaced
on a sphere such that nearest neighbors can be identified and the mode] evaluated at these points
quickly. Significant advances in nonconstant grid generation have been made in recent yecars by
several rescarchers {e.g., Sambridge, 1995; Spakman & Bijwaard, 1998), particularly for application
in 3-D body wave tomography. The tomographic method that we describe is applicable irrespective
of grid. However, because path coverage for regional surface waves tends to be less variable than
for body waves and surface wave tomography is only in 2-D (e.g., Bijwaard et al., 1998; Van der
Hilst et af, 1997; Grand et al., 1997; Zhou, 1996}, we find that a constant grid is sufficient for our
purposes. Generalization to nonconstant grids for surface wave tomography is, however, a useful
direction for future research (e.g., Spakman and Bijwaard, 2000).

We create a nearly constant grid on a sphere by performing a central projection onto the sphere
of a grid on a reference cube, such that the cube and the sphere share a common center. The
advantage of using this reference cube is that nearest neighbors on cach of the six faces of the cube
are identified trivially. Efficient neighbor identification for interpolation during model evaluation
is important for travel time accumulation, which occurs during the construction of the inversion
matrix, and in the application of the smoothness constraint. Thus, this method is computationally
very efficient because it imposes a natural ordering for the nodes on the sphere, which avoids the
need for the creation and use of an adjacency matrix (e.g., Sloan. 1987; Sambridge et al.. 1995).
To ensure that the distances between nodes on the sphere are approximately constant. the grid on
the reference cube must be non-constant. Without providing the details. Fignre 3.2 demonstrates
the mapping between the face of a cube and the spherical shell related to the face. The currcnt
method of grid generation guarantees that the areas defined by adjacent quadruples of nodes on
the sphere differ by no more than 10% from the average area. One could produce a mapping with
smaller variation in these areas, but this is good enough for our purposes.

The value of the model at each location on the sphere is evaluated from the values at the three
nearest nodes. This is done by constructing Delaunay triangles from the set of nodes on the sphere
(e.g.. Aurenhammer, 1991; Braun and Sambridge, 1997). Each triangle defines a flat plane between
the three nodes at the vertices on the plane which is nearly the tangent plane to the sphere. We
define a local Cartesian coordinate system on this plane and determine the distances between the
point of interest and the three defining nodes approximately. Typical internodal distances, even for
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global inversions, are 200 km or less. so this local Cartesian approximation is accurate enough for
our purposes. Three-point linear interpolation is used to evaluate the model within cach Delaunay
triangle. Thus. the value of the model at some arbitrary poiut r can be expressed as the weighted
sum of the values at the three neighboring nodes:

Af
mp(r) = (e, )w, (r), (3.21)
1=1

where r; are the locations of the M nodes (vortices of triangles) defining the model. The weights
w;(r) are non-zero only inside the triangles surrounding r; and linearly depend on two local coor-
dinates inside the Delaunay triangle enclosing r. The weights w;(r) form the set of the local basis
functions such that the values of the basis functions range from 0 to 1 with a maximum value of 1
at the point r;.

3.2.3b The Inversion Matrix

To construct the inversion matrix, we have to substitute equation (3.21) into expresston (3.15).
After integrating, the penalty function can be rewritten in matrix forin as the sum of two quadratic
forms,

(Gm ~d)" ¢! (Gm - d) + m"Qm, (3.22)

in which the second term is the regularization condition that includes both smoothness and moddel
norm constraints. Let N be the number of data, n be the isotropic/anisotropic index (0 for isotropic,
2 for isotropic plus 21 anisotropic, 4 for isotropic plus both 2y and 4 anisotropic), and M be the
number of nodes defining the model such that &£ =0, .. i =1,.. N, j=1... M.

Let us define now our discrete model as a vector m in the following way:

m = {(my{r1),mo(re), ... molra),..., mu(r;), (s, .. .mn(rM))T

Without changing notation we discretize G to create a N x (n + 1)M matrix in the following way.
Let G to be composed of a set of n submatrices, U*,

G = [U] (n=0)
G= {UUEUlfUz] {(n=2) (3.23)
G = [UUEU‘EUQEU“EU"*J (n = 4)
where UY is defined as follows:
U= [ ()6 0) w, () s, (324)

The (e + 1}M x (n+ 1)M regularization matrix Q is the result of discrete numerical integration
of the last two terms in equation (3.15), and can be determined in the following way:

Q=F'F+H'H. (3.25)
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where the smoothing constraint is incorporated within the (n + )M x (n + 1)M block-diagonal
matrix F as follows:

[ g FT ... 0 0]
F= 0 ... ewF¥ ... 0 (3.26)
: . . 0
L 0 0 o, B

The M x M matrices F¥ = (Fﬁ.) (k=0,...,n 37 =1.... M) are:

1 ) = jl‘ v
F¥, = S pe = Silrjrg). (3.27)
7 { —Si(r;ep)/pe J# T P Z x5

The model norm constraint is encoded within the (n -+ 1)M x (n+1)M matrix H which consists
of {n + 1) diagonal matrices H* = (H;‘J,):

GH' ... 0 ... 0
H= (:) ﬁk:H"‘ (3 (3.28)

0 . 0 .. g

where o,
HY, = { Z)i(p(rj),x(rj)) j;j’ (3.29)

With these definitions the forward problem for the travel time perturbation relative to an
isotropic reference model is:

it = Gm, {(3.30)
and the estimated model is:
m = GC dt (3.31)
where the inversion operator, Gt, is defined as follows:

G' = (6TCT'G + Q) ¢ (3.32)

3.2.4 Resolution Analysis

We agree with Leveque ef al. (1993) who argue that the cstimation of the resolution matrix
is generally preferable to checkerboard tests such as those performed by Ritzwoller and Levshin
(1998). Note that from equations (3.30) - (3.32):

m = GlCclit = (ch—le) m=Rm (3.33)

R = (GT'C—1G+Q)‘1GTC*1G. (3.34)
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The matrix R is the resolution matrix. In this application. each row of R is a resolution map
defining the resolution at one spatial node. Thus. the resolution matrix is very large and the
information it contains is somewhat difficult to utilize. We attempt to summarize the information
in each resolution map by estimating two scalar quantitics at cach point: spatial resolution and
ampltidue bias.

To estimate spatial resolution we fit a cone to each resolution map. This cone approximates
closely the response of the tomographic procedure to a é-like perturbation at the target node. Figure
3.3a shows a d-like input perturbation (the local basic function) at the specified spatial location.
Figure 3.3b dr-.pldys the resolution map for that spatial location for the 50 s Rayleigh wave. The
cone that best-fits the resolution surface for this point is shown in Figure 3.3¢ and the difference
between the fit cone and the resolution map appears in Figure 3.3d. We define the resolution TR
as the radius of the base of the fit cone. This value may be interpreted as the minimum distance
at which two d-shaped input anomalies (i.e., Figure 3.3a) can be resolved on a tomographic map.
Of course. resolution cannot be less than 24, where £ is the distance between the nodes. In the
example in Figure 3.3, nodes are separated by 2 equatorial degrees {~ 222 km). Therefore, if oy is
estimated to be less than 2¢ or 444 km, we redefine resclution as o = 2¢ = 444 km.

It is also useful to know how reliably the amplitude of the estimated anomalies may be deter-
mined. To do this, we apply the appropriate row of the resolution matrix {eq. 33) associated with
node (&g, o) to a test model consisting of a cylinder of unit height with a diameter equal to 2op
centered at (6, ¢¢). We then define the amplitude of the fit surface as the average amplitude within
or of the center of the input cylinder. The relative difference between the mput and estimated
amplitudes is then taken as the amplitude bias estimate for this point on the map.

Examples of the estimated resolution and amplitude bias are shown in Figure 3.4 for the 20
s Rayleigh wave. Across much of Eurasia, the 20 s Rayleigh wave data yields nearly optimal
resolution for a 2° x 2° grid spacing; about 450 km. Amplitude bias at the estimated resolution
is typically within about +10% at each spatial point. Near the periphery of the map where data
coverage degrades, estimates of spatial resolution become unreliable bnt amplitude bias Erows
rapidly. Thus, amplitude bias is a more reliable means of estimating the reliability of dispersion
maps in regions of extremely poor data coverage using the method we describe here.

3.2.5 Computational Requirements

The following formulas summarize computational time (550 MHz, DEC Alpha} and memory
requirements for a purely isotropic inversion:

k 4
t o~ 68 (E) hours {computational time in hours) (3.35)

k 4
M o~ 29 (E) Gb {memory usage in Gb), (3.36)

where & is the fraction of the earth’s surface covered and o is the distance between nodes in
equatorial degrees. For Eurasian tomography. about half of the earth’s surface is covered (k ~ 0.5)
and d = 2 degrees = 222 k., thus £ ~ 15 minutes and Af ~ 115 Mb.
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3.3 Examples of Applications
3.3.1 Preliminaries

The technique described above has been extensively tested using different cell sizes, regular-
ization parameters, and data sets from different regions of the world: Eurasia, Antarctica, South
America, and the Arctic. The two conditions necessary for constructing reliable tomographic im-
ages are preliminary outlier rejection (data “cleaning”) and a careful choice of regularization (or
damping) parameters appropriate for a given path coverage.

Data cleaning is based on a two part process. First, we identify outliers in a preliminary
way by clustering measurements into summary rays. Second. the resulting data are inverted for
an overdamped, smooth tomographic map and outliers are then identified by comparing observed
group travel times with those predicted from the smooth map. The usual percentage of the rejected
measurements is about 2-3% of all observations.

The choice of regularization parameters is made after several iterations using different combi-
nations of the parameters a, 3k, ox. The criteria for choosing the best combination are subjective
and are based on common sense and some a priori information about the region under study. We
select a combination of parameters that produces a map free from aphysical features like speckling,
streaking, and other artifacts and that also reveals the well known features of the region {sedimen-
tary basins, mountain ranges, etc.) appropriate for the type of map under construction. Ritzwoller
& Levshin (1998) describe this procedure in some detail. For example, a typical combination of
parameters selected for an isotropic inversion of the 20 s Rayleigh wave data for Eurasia on a 2° x
2° grid is: ag = 800, By = 1, and &g = 200. The resulting maps are relatively insensitive to small
(20-30%) changes in the damping parameters. Similar robustness of maps of azimuthal anisotropy
to changes in the anisotropy damping parameters was demonstrated by Vdovin (1999) for Antarc-
tica, but in other areas of the world both the pattern and the amplitude of anisotropy change
strongly with damping (e.g., Eurasia and the Arctic, Levshin et al., 2000) as discussed further in
section 3.4.

3.3.2 Regional Isotropic Group Velocity Maps

Regional group and phase velocity maps have been produced by a number of researchers (e.g..
Suetsugu and Nakanishi, 1985; Curtis et al., 1998; Ritzwoller ¢ al., 1998; and many others). Using
the protocol described in section 3.1, we have recently constructed a set of isotropic group velocity
maps of Eurasia and surrounding areas for Rayleigh and Love waves from 15 s to 200 s period.
An example for the 20 s Rayleigh wave is shown in Figure 3.5a. As input data we used 12900
Rayleigh group velocity measurements obtained from records of both global (GSN, GEOSCOPE)
and regional (CDSN, CSN, USNSN, MEDNET, Kirgiz and Kazak networks) networks. The basic
characteristics of the measurement procedure. data control and weighting are described in detail
in Ritzwoller & Levshin (1998). Because 20 s Rayleigh waves are most sensitive to upper crustal
velocities. the corresponding group velocity map clearly shows the significant sedimentary basins
across Eurasia and on the periphery of the Arctic Ocean as low velocity anomalies (e.g.. Barents
Sea shelf, western Siberian sedimentary complex, Pre-Caspian, South Caspian, Black Sea. Tadzhik
Depression, the Tarim Basin. Dzhungarian Basin, Ganges Fan and Delta, ete.) There is qualitative
agreement between the observed group velocity map and the prediction of a hybrid model composed
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of crustal structure from the model CRUSTS.1 (Mooney et ol.. 1998) and mantle velocities from the
model S16B30 (Masters et al., 1996). The comparison is shown in Figures 3.5b,c. The cstimated
r.m.s. group velocity misfit at 20 s period is significantly less for our maps (0,08 km/s) than for the
map computed from the model CRUSTS5.1/S16B30 (0.14 kiu/s). The numbers for the 50 s Rayleigh
wave are correspondingly 0.05 km/s and 0.16 km/s. Similar results are reported by Ritzwoller and
Levshin (1998) which used the tomographic method of Ditinar & Yanovskaya (1987).

Figure 3.6 presents group travel time correction surfaces for the 40 s Rayleigh wave for scveral
stations in Central Asia. These surfaces summarize travel time information in group velocity maps
to be used to improve detection and discrimination schemes in nuclear monitoring {Levshin &
Ritzwoller, 2000, this volume). Levshin & Ritzwoller (2000) also present an example of travel time
correction surfaces for the 20 s Rayleigh waves.

3.3.3 Global Isotropic Phase Velocity Maps

The tomographic method described above identifies the region of interest by requiring the user
to define a simle closed curve on the sphere and identify a single point outside the contour that
distinguishes the inside from the outside of the region of interest. If the contour is a very stnall
circle surrounding the point, then the region of interest becomes nearly the entire sphere. In this
way, our method can be used to produce global tomographic maps on a regular grid. An example
is shown in Figure 3.7a, in which we have inverted the 100 s Rayleigh wave phase velocity data
of Trampert and Woodhouse (1995, 1996). Trampert and Woodhouse'’s map is shown in Figure
3.7b, where they used spherical harmonics up through degree and order 40. The major features of
these maps are nearly identical. We have chosen the damping parameters, however, to accentuate
smaller scale features than those apparent in the spherical harmonic parameterization. There is
much signal remaining in the data set of Trampert and Woodhouse to be fit by smaller scale features
than those apparent in Figure 3.7b. For example, the rms misfit to Trampert and Woodhouse's
data produced by the map in Figure 3.7a is about 8.1 s compared with the 10.8 s produced by the
spherical harmonic map in Figure 3.7b; about a 40% reduction in variance.

3.3.4 Azimuthal Anisotropy

We follow the majority of the studies of azimuthal anisotropy and our discussion above (equa-
tions (4) - (6)) by parameterizing azimuthal anisotropy for group velocity as:

Ulr, o) = Up(r) + Ui(r) cos 24 + Ua(r} sin 2¢ + Us(r) cos 44 + Uy(r) sin 49, {3.37)

where Uy is isotropic group velocity at spatial point r = (6.¢). U, and Us definc the 24 part of
azimuthal anisotropy, and Us and Uy the 44 part of azimuthal anisotropy.

Figure 3.8 presents examples of the 2¢ component of group velocity azimuthal anisotropy for
the 50 s Rayleigh wave across Antarctica and the surrounding oceans. We took the approximately
2200 observations and divided them into two separate sets of about 1100 measurements cach which
we then inverted separately for the two maps in Figure 3.8a.b. Both maps display spatially smooth
anisotropy patterns. and the fast axes at many locations tend to be parallel to the directions of plate
motions. The main features of the maps are similar, but there are differences in detail. In order to
quantify the correlation between these two 240 maps we use the coherence function defined by Griot
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et al. [1998] which takes into account differences in the fast axes directions (a (0. ¢). a2(8,¢))
and the amplitudes (A (6. ¢). Ax(0.¢): A = (U? + U.'f)‘/'z) of the two maps. The coherence K as a
function of rotation angle o. varying between —907 and 90°. 15 defined as follows:

LY — b, 2
;X‘J’:Al(ﬂ. ¢) A2(0,¢) sin 6 exp (—(“‘(9 ¢) 255( ¢) +a) )

cor

K{a) = 7 73 (3.38)

Y sin 6 4%(6,9) ST sin 6 A3(0,¢)
f o 0 o

Here D, is the uncertainty in the anisotropic direction. and was set to equal 10°. The resulting
curve is shown in Figure 3.9. It is evident that the two maps are correlated. and the average
absolute difference in orientation of the fast axes across the maps is less than 20°. The low value
of the maximum coherence (~ 0.45) reflects differences in amplitudes of the anisotropic cocfhicients
between the two maps.

The azimuthal coverage of the region is illustrated by Figure 3.8¢ where the behavior of the
function x{#, ¢) defined by equation (7.7) is shown. The area in which x > 0.3 covers about 60%
of the region. An example of a histogram of azimuthal distribution for a single point is shown in
Figure 3.8d. In the vicinity of this point, y = 0.53 which indicates a small azimuthal gap and
acceptable azimuthal coverage.

The estimated maps, in addition, correlate fairly well with the global phase velocity maps of
Trampert and Woodhouse (1996), particularly for the Rayleigh 50 s and 100 s period maps, but
there are notable differences.

In summary, across Antarctica and the surrounding oceans azimuthal anisotropy appears to
be a fairly robust observable. Across Eurasia and the Arctic this is not true, however. We find
that similar data subsetting and arbitrary changes in damping and parameterization can producc
substantial changes in both the pattern and amplitude of the estimated anisotropy (e.g., Levshin
et al., 2000). Although azimuthal anisotropy can be rapidly and efficiently estimated with the
algorithm described above, it remains a difficult target to estimate reliably with surface wave data.
particularly in continental regions.

3.4 Conclusions

We have described a rapid method for constructing surface wave tomographic maps on local,
regional or global scales. Extensive testing of this technique on data sets obtained from a variety
of regions around the globe have confirmed its efficiency in producing detailed and reliable surface
wave group and phase velocity tomographic maps together with useful measures of map quality.
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Figure 3.1; Example of the model norm weighting funection, H{p) that we commonly use; e.g., as Figure 3.5 Here
we choose the constant A ~ {1.147 so that when path density (p) is less than about 20 paths per 50,000 km? damping
toward the input reference model becomes increasingly strong.

Figure 3.2: An example of the Delaunay triangulation on a sphere hy defining a variable triangular grid on a
reference cube and performing o central projection of the grid onto the sphere.
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Figure 3.3: Graphical description of the resolution analvsis. (a) Minimum sized function that can be estimated
with a 2° x 2° grid. The function is centered at 42°N latitude and 73° E longitude. (b) The row of the resclution
matrix {a resolution map) for the point specified in (a) for the 50 s Ravieigh wave. {¢) The cone that best fits the
row of the resolution matrix shown in (b). A comparison of (a) with (b} and (¢} demonstrates the spatial spreading
produced in the tomographic procedure. (d) The difference between the resolution map and the best fitting cone,
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Figure 3.4: (a) Spatial resolution in km for the 20 s Rayleigh wave across Eurasia. Resolution depends on data
coverage. In the central part of Eurasia the resolution is high {~ 450 — 500 km) in areas of high path density and
degrades rapidly on the periphery of the region where path density {Figure 3.5d) is low. (b} Amplitude bias for
Rayleigh waves at 20 s period. Units of amplitude bias are percent such that 0% means that the cylindrical test
function’s amplitude has been fully recovered upon inversion. Amplitude bias across the region varies between about
+10% depending on path coverage.
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Figure 3.5: (a) The group velocity map across Eurasia for the 20 s Rayleigh wave using the method described in
this paper. A 2° x 2° grid is used. (b) The group velocity map computed from the smoothed version of the model
CRUST5.1/S16B30. Maps {a) and (b) are plotted in percent relative to the same average velocity. () The difference
between maps (a) and (b) relative to the same average in (a} and (b). (d) Path density, defined as the number of
rays intersecting a 2° square cell (~ 50,000 km?). White lines are plate boundaries. The red lines show the contour
of 20 paths per 50,000 km?. Inside this contour we have the greatest confidence in the estimated maps. Outside it,
model norm damping begins to take effect.



Surface Wave Tomography 31
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Figure 3.6: Group velocity correction surfaces for four stations in Central and Southern Asia for the 40 s Raxleigh
wave. For each geographical peint, the maps define the group velocity perturbation that should be applicd to a 40 s
Rayleigh wave observed at a station if an event were located at the chosen point. Perturbations are relative to the
group velocity at the station. Units are m/s. The locations of the Chinese and Indian test sites are indicated with
stars.
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Figure 3.7: (a) Global 100 s Rayleigh wave phase velocity map estimated with the procedure described in this
paper using the data of Trampert and Woodhouse {1995, 1996). (b) Trampert and Woodhouse's map using a degree
40 spherical harmonic parameterization using the same data as in {(a).
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Figure 3.8: (a) and (b). The 242 component of the 50 s Ravleigh wave group velocity anisotropy across Antarctica
and the surrounding oceans. Resuilts from two equal data subsets of about 1160 measurements each are shown for
comparison. {c} Distribution of the funetion x(§,¢) characterizing the azimuthal coverage for the whole set of 2200
Rayleigh wave paths. (d} Histogratn of azimuthal distribution at the fixed point 8 = 173° (83°8), ¢ = 267° (93°W)
shown by the star in (c).
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Figure 3.9: Coherence as defined by Griot et al. (1998) between the two 2u anisotropy maps shown in Figure 3.8.



7. Continental Scale Tomography: the
Arctic

Summary

We present the results of a study of surface wave dispersion across the Arctic region {> 60°N)
and compare the estimating group velocity maps with new maps of the body wave phases P, and §,,.
Data recorded at about 250 broadband digital stations from several global and regional networks
were used to obtain Rayleigh and Love wave group velocity measurements following more than 1100
events with magnitudes M, > 5.0 that occurred in the Northern hemisphere from 1977 to 1998.
These measurements were used to construct both 1sotropic and 2¥ azimuthally anisotropic group
velocity maps from 15 s to 200 s period. As elsewhere in the world, the observed maps display
the signatures of sedimentary and oceanic basins, crustal thickness variations, and upper mantle
anomalies under both continents and oceans. We also present P, and S, maps produced from a
groomed data set of travel times from the ISC and NEIC bulletins. The long period group velocity
maps correlate well with £, and S, velocitics. Finally, at long wavelengths the estimated 24
azimuthal anisotropy in Rayleigh wave group velocity correlates well with the azimuthal anisotropy
in phase velocity obtained in a global scale study of Trampert and Woodhouse. Because attempts
to improve the resolution to regional scales change both the amplitude and the pattern of the
inferred azimuthal anisotropy, caution should be exercised in interpreting the anisotropy maps.

7.1 Introduction

There have been significant recent advances in a number of Arctic solid earth geophysical dis-
ciplines using a variety of observing platforms (ocean subsurface. ocean surface. airborne. satellite)
and methodologies (e.g.. sea floor topography. gravity and magnetic anomalies. marine drilling,
improved coverage of seismic refraction and multi-channel reflection surveys m both oceanic and
continental areas}. (Johnson and Brass, 1998 provide a recent review of a subset of these de-
velopments). Nevertheless. as a whole, the Arctic solid earth remains ameng the most poorly
characterized and understood regions of the Earth. In particular, it is probably fair to say that
large-scale natural-source seismology has provided little insight into the structure or tectonic his-
tory of the Arctic. By the ‘Arctic’ we refer to regions above about 60° N latitude, including both
the oceanic and the continental regions, and tacitly mean the crust and uppermost mantle. Some
of the principal physiographic features of this region are shown in Figure 7.1.

The historical shortage of seismic stations and the inhomogeneous distribution of earthquakes
i high northern latitudes has limited the ability of large-scale natural-source seismology to reveal
significant information abont the Arctic solid earth. Body wave receiver functions and shear wave
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splitting studies would provide valuable information near the few seismic stations that have existed
across the Arctic historically. and. as shown later. coverage produced by the uppermost mantle
turning phases P, and S, is somewhat patchy. Because of the station and earthguake distribution
at high northern latitudes, the structure of the Arctic crust and uppermost mantle is best explored
with surface waves. Until recently, however, constraints on the Arctic solid earth have come largely
from global scale studies which have not been designed to provide optimal coverage or resolution
in high latitude regions (e.g., Montagner and Tanimoto, 1991: Trampert and Woodhouse, 1995;
Ekstrom et al., 1997: Masters et al., 1996; Van der Hilst et al., 1997; Bijwaard et al., 1998}. In
addition, surface wave studies dedicated to the Arctic were completed before the installation of the
large number of stations at high northern latitudes that occurred during the 1990s. For example,
in the study of Zeng et al. (1989) fewer than 100 surface wave paths were available. Other surface
wave studies that took place in the late 1970s and 1980s were also severely limited in number of
available paths and concentrated on a few widely separated regions: e.g., the Barents Sea shelf
(Calcagnille and Panza. 1978: Levshin and Berteussen, 1979 Kijko and Mitchell, 1983; Chan and
Mitchell, 1985, 1986; Egorkin ct al.. 1988): the Laptev Sea shelf (Lander et al., 1985; Lander, 1989},
and Northern Canada (Chan and Mitchell, 1986.}

Therefore, seismic models at high northern latitudes continue to display poorer resolution than
elsewhere on the globe. Qur goal is to begin to address this situation by providing reliable in-
formation for building a significantly improved seismic model of the Arctic crust and uppermost
mantle. The information reported here includes new Rayleigh and Love wave group velocity maps
and maps of the regional body wave phases I, and S,. These maps provide information similar to
that produced by Arctic satellite gravity (e.g., Sobczak et al., 1990) and magnetic maps (e.g., Coles
and Taylor, 1990), although at a higher resolution, by providing a large-scale context in which to
place smaller scale studies.

This paper summarizes the current state of the continually improving maps of surface wave
dispersion, P, and S, across the Arctic. Although still emerging, the current results demonstrate
much better spatial resolution than preceding seismological studies of the area. The observed maps
clearly display the signatures of sedimentary and oceanic basins, crustal thickness variations, and
upper mantle anomalies under both continents and oceans. This study is on-going, and future
efforts will improve data coverage significantly. The construction of a 3-D shear velocity model of
the crust and uppermost mantle is a natural use of the data presented here.

7.2 Data Selection and Processing

To estimatc Rayleigh and Love wave group velocities, we used data obtained from about 250
broadband digital stations from a number of global and regional networks, including GSN, GEO-
SCOPE, USNSN, GEOPHONE, CNSN, MEDNET, KNET, and KAZNET. Data from PASSCAL
deployments in Saudi Arabia and Tibet were also used. Seismograms following about 1100 earth-
quakes with magnitude M, > 5.0 that occurred in the Northern hemisphere from 1977 to 1998 were
selected for processing. Station and earthquake locations are shown in Figure 7.2. These data were
processed using the frequency-time analysis method described in detail by Levshin et al. (1992)
and Ritzwoller and Levshin (1998).

The measurements used to estimate group velocity maps are chosen rather carcfully in an
iterative mmlti-part process. First, at each period and wave type, group travel times are computed
using a smoothed global map obtained from the hybrid model composed of the crustal model
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CRUSTS.1 of Mooney et al. (1998) and the mantle model S16B30 of Masters ef al. (1996).
Measurements that fit the predictions from this model better than three times the overall rms
misfit are retained. Second. these measurements are clustered into summary rays that sample
nearly identical “unique’ paths. Third, we use these clustered measurements to estimate very smooth
group velocity maps. Finally. the process is restarted from the beginning with the initial data set,
measurements are rejected with the estimated smooth maps. and the remaining measurcments are
reclustered. The resulting data set is what we use to estimate the group velocity maps discussed
in the following sections.

The number of unique paths depends on period and wave type. Path numbers maximize near
40 s period and decrease at both shorter and longer periods. Thus, there are about 11000 unique
Rayleigh wave paths at 40 s period across the region of study, but only about 1500 at 15 s and
6000 at 150 s period. The corresponding numbers for Love waves are 7500. 900 and 6000. Path
densities at different periods for both Rayleigh and Love waves are shown in Fignres 7.3 and 7.4.
For Rayleigh waves, path deunsities are high across most of the region North of the 60° N latitude.
but are higher in the Eastern hemisphere due to the large number of measurements we obtained as
part of an on-going study of Eurasia (e.g., Ritzwoller and Levshin, 1998). Path densities for Love
waves are generally lower than for Rayleigh waves, particularly in North America. again due to the
priorities of previous studies.

The procedure for estimating £, and Sy, maps follows that described by Ritzwoller et al. (20001,
P, and S, travel times are taken from a groomed version of the ISC and NEIC data bases described.
in part, by Engdahl et al. (1998). ISC travel times are for events that occurred from 1964 through
1997 and NEIC data are from 1998 and 1999. The locations of the events arc replaced with local
ground truth locations whenever possible {e.g., Sultanov et al., 1999). We define the phases P, and
Sn as arriving between epicentral distances of 3° and 15°. Truncation of the data set to include
rays only for shorter maxinum epicentral distances (e.g., Hearn and Ni, 1994). scverely restricts
path coverage in the Arctic.

Data are selected for analysis if the residual relative to the prediction from the spherical model
ak135 (Kennett et al., 1995) is less than 7.5 s for P and 15 s for S, if the event depth is within
the crust or less than 50 km deep, if the azimuthal gap to all reporting stations for the event is
less than 180°, and if the nominal error ellipse is less than 1000 km? in area. In order to reject
tate arriving phases (e.g., PmP, Py, SmS, Sy} misidentified as P, or S, we apply a stricter misfit
threshold between epicentral distances from 3° — 7°. Altogether. about 1,132,500 P, travel times
and 310,800 S, travel times are left for tomographic inversion across the Arctic (latitudes higher
than 50° N). Path densities are shown in Figure 7.5.

7.3 Tomographic Method

The group velocity maps and the P, and S, maps are defined over a two-dimensional surface
(latitude 6, longitude ¢). Thus, they may be estimated with the same tomographic method. We
use the method of Barmin et al. (2000). In this method, the model is constructed on an equally
spaced grid such that the following figure-of-merit is minimized;

|
—_
—

(Gm-d)' C ' (Gm—d)+ 3 afl|Fe(m)|* + 37 A2l Hy(m}||%, (7.
k=0 k=0
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which is a linear combination of data misfit, model roughness. and the amplitude of the pertur-
bation to a reference model. The vector m represents the estimated model over the region of
interest. i.e. values of velueity perturbations relative to the reference model at grid points. G is
the forward operator that computes travel time from the estimated model, d is the data vector
which components are observed travel time residuals relative to the reference model, C is the data
covariance matrix or matrix of data weights, F is a Gaussian smoothing operator, and H is an
operator that penalizes the norm of the model in regions of poor path coverage for the isotropic
component of the model or poor azimuthal coverage for the anisotropic model coefficients. The
model m is azimuthally anisotropic such that myg is an isotropic perturbation to the reference
model and my, ..., m4 represent azimuthally anisotropic perturbations (Smith and Dahlen, 1973;
Trampert and Woodhouse, 1996):

m(r, ¥) = mg(r) + m (r) cos 2¥ + mo(r)sin 29 + my{r) cos 4¥ + my{r) sin 4%, (7.2)

where r = {#, ¢), and ¥ is the azimuth of the wave path at point r. The spatial smoothing operator
is defined over the 2-D model as follows

Fie(m) = my(r) — jsk(rur’)mk(l"')dr' : (7.3)
s
where S, is a smoothing kernel:

_ M2
Sk(r,t') = Kok exp (—'—-}) (7.4)
20f

f Sp(r,r')dr’ = 1, (7.5)
S

and o is the spatial smoothing width or correlation length.

The final term in the penalty function penalizes the weighted norm of the model,
Hy(m) = H(p(r}. x(r})mmy. (7.6)

where H is a weighting function that depends on local path deunsity p for isotropic structure and
a measure of local azimuthal distribution y for azimuthal anisotropy. Thus, for & = 0, H = H(p)
and for k = 1,...,4, H = H(x). Path deusity is defined as the number of paths intersecting a
circle of fixed radius with center at the point r. For isotropic structure, we choose ‘H to approach
zero where path density is suitably high and unity in areas of poor path coverage. The function
H{p) can be chosen in various ways. We use H = exp(—Ap), where X is a user defined constant. To
damp azimuthal anisotropy in regions with poor azimuthal coverage, we define x(#, ¢) to measure
the azimuthal distribution of ray paths at point (8,¢). To find x we construct a histogram of
azimuthal distribution of ray paths in the vicinity of (#. $) for a fixed number n of azimuthal bins
in the interval between 0° and 180°, and evaluate the function

S
X = ——— (7.7)

nmax f;’
H

where f; is the density of azimuths in the ith bin. Vahies of x are in the range l/n < x <L
x = 1 characterizes an almost uniform distribution of azimuths. and x =~ 1/n is an indicator of the
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predominance of a single azimuthal direction (large azimuthal gap). We assume that the anisotropic
coefficients cannot be determined reliably in regions where x is less than ~ 0.3.

The minimization of the expression in equation (7.1) explicitly ensures that the estimated model
approximates a smoothed version of the model.

The inversion for P, and S, is described in detail by Ritawoller et al. (2000). The observed P,
or 5, travel time, f.,, is modeled as follows:

‘tabs = tm + tcrustha + tcrust_eut + 6tﬁta + 61‘1!1:! + 61‘(6‘) -+ 6tma (78)

where t,, is the predicted travel time for rays through the mantle part of the input reference model,
the contributions to the travel time due to the crustal part of the reference model on the event and
station sides are foryer_stq anA tepyer oy, the station and event statics are Oterg and 6ty dt{A) is
the distance correction, ét,, is the travel time correction for the mantle part of the path, and A
is epicentral distance. Thus, ¢, teruse stq, and Lerust vt are predicted by the reference model and
dtsia, Oteve, 68(A), and 8t,, are estimated. If vy, is the velocity along path p in the reference model
and éum is the model perturbation along the same path, then

d:‘
bt = | 2 (7.9)
p Um
Oy
Gt = »#/ s (7.10)
P Ym

We assume that the ray through the perturbed model, w,, + dv,,, takes the same path as the ray
through the reference model. In practice, we estimate the 2-D quantity vy, from which we compute
dtp, for each ray p.

We used CRUSTS5.1 (Mooney et al., 1998) as the reference model in the crust and for mantle
P and §. At cach geographical point, CRUSTS5.1 only has one value of P and one value of § for
the mantle, intended to characterize the velocity immediately below Moho. For this reason, we
assume that the mantle leg of cach path p is essentially horizontal. folowing directly below Moho.
Although this is a conmon approximation in P, and S, tomograply. it introduces an error relative
to real rays that depends on the depth of penetration of the ray. which itself depends on the vertical
gradient of velocity in the mantle. To compensate for this error. we introduce into equation {7.8)
a term that is a smooth function of distance, which we call the distance correction, St{A). The
correction 6¢(A), therefore, attempts to reduce the mantle velocities distributed in 3-D to a single
2-D datum surface which, by design, lies directly below Moho. The distance correction is shown in
Figure 7.6 along with the density of residuals for P, and S, travel times relative to the reference
model.

The application of the distance correction allows us to fit data over a broader distance range
than would be possible without the correction. We find that with this correction the tomographic
maps agree well with those produced with short path data alone {epicentral distances less than 107}
in those regions where tomographic maps can be constructed reliably using only the short path
data.

We follow Hearn and collaborators (e.g., Hearn and Clayton, 1986; Hearn ef ol., 1991: Hearn
and James, 1994; and elsewhere) and estimate event and station corrections or statics. The station
and event statics are designed to compensate for errors in the reference crustal model, errors in the
prediction of the location of the mantle piercing points, and errors in event locations and origin
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times. A static correction is estimated for a station if there are phase picks from at least 7 events
made at that station and an event correction is estimated for all events for which there are at
least 20 reporting stations. The asymmetry in this condition is due to the fact that there are more
physical phenomena modeled with the event static than with the station static (e.g., mislocation,
origin time error). The station and event statics are undamped at present.

There are, therefore, many parameters that need to be set to estimate a 2-D map. including
grid spacing, ay, - . -, a4, 09, - .. , o4, and Jo, ... . F1. In practice. the model norm damping constants
are all set to the same value 8, = 8 = 1, and the anisotropic damping constants and correlation
lengths are also equal: ganis = 01 = 02 and agnis = ] = 0. We estimate only the 29 component
of azimuthal anisotropy here, 5o a3, 0,03, and o4 are all effectively infinite. The parameters used
here are shown in Table 1 where U/ is group velocity. an x indicates that the structure was not
estiinated for the specified map, and all units are km.

Table 1. Table of inversion parameters. All units are kin.

wave-lype | oo | Ganis g (anys gﬁﬂléﬁm@ng gﬂ‘iﬁ%‘;ﬁ'@iﬁg
7 200 ;| 600 | 1000 if < 100 s | 1500, 3000, 5000 200 250
1300 if >100 s
Py 100 X 600 X 100 X
Sn 100 X 600 x 100 X

7.4 Isotropic Group velocity, P,, and 5, Tomography

The estimated maps are perturbations to the predictions from a reference model. For group
velocities, the reference model is ina smoothed version of a hybrid model composed of CRUSTS.1 in
the crust and S16B30 in the mantie. For P, and Sy, the reference model is CRUSTS.1. As Barmin
et al. (2000) show, estimates of spatial resolution and amplitude bias are obtained as by-products
of the inversion. We do not discuss these estimates here, but merely state some of the results of
the resolution analysis.

As discussed by Ritzwoller and Levshin (1998), the principal source of error in the estimated
group velocity maps is expected to be caused by errors in the theory that underlies the tomography
rather than errors in the data themsclves. Measurement errors are fairly well reduced by the data
cleaning procedure discussed in section 2. Ritzwoller and Levshin (1998) discussed four theoretical
errors that may potentially affect the results of a tomographic study. Our recent improvements
in the tomographic algorithm have effectively eliminated two of these problems: geometrical dis-
tortions due to earth flattening approximations and the bias of isotropic structures caused by
azimuthal anisotropy. The first has been eliminated by formulating the inversion in spherical co-
ordinates from the outset. The second has been greatly attenuated by simultaneously estimating
azimuthal anisotropy with isotropic velocities. The remaining two problems are the mislocation
of seismic events and deviation of surface waves from great circle paths. The effects of event mis-
location are shown by Ritzwoller and Levshin (1998) to only be important at the periphery of a
studied region because data from paths crossing the region containing mislocated events constrain
the errors caused by the mislocations. Thus, the major remaining theoretical error that may be of
sufficient magnitude to bias the estimated maps is the deviation of surface waves from great circle
paths. An evaluation of the bias caused by this effect and attempts to reduce it are the subject of
current research. The effect is expected to be most significant at short and intermediate periods
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(<50 s} where lateral heterogeneities in the phase velocities are strongest. It will mmanifest itself
as a smearing of the maps in regions of strong heterogeneity that will result in a reduced effective
resolution precisely in the most interesting regions.

We estimated group velocity maps for Rayleigh waves at periods from 15 s to 200 s and for Love
waves from 20 5 - 125 5. A selection of these maps is shown in Figures 7.7 (Rayleigh waves) and
7.8 (Love waves). The spatial resolution changes geographically and with period, but in general is
reasonably good; 300 - 500 km between 20 s and 150 s for Rayleigh waves, but worse everywherc
for Love waves particularly at very short and very long periods.

The estimated P, and S, maps are shown in Figure 7.9. As discussed above, our tomographic
method penalizes the amplitude of the maps in regions of poor data coverage. Because the estimated
maps are perturbations to a reference state, the maps will revert to the reference model where data
coverage is poor; ie., less than 15 - 20 paths for each 2° % 2° cell. Except for the shortest period
Love waves, the vast majority of the group velocity maps shown in Figures 7.7 and 7.8 display
sufficient coverage to guarantee that they will be independent of the reference model. This is not
true for the P, and S, maps because, by definition, these phases ouly exist to an epicentral distance
of 15°. There are large regions of the Arctic in which either earthquakes do not regularly occur or
there have been few historical seisrnic stations that reported phase picks to the ISC. As a result, we
identify areas of poor data coverage in Figure 7.9 as grey-shaded regions. The &), map in particular
is very patchy, but we show it for comparison with £, map in regions where there is sufficicut
data coverage. The spatial resolution of the P, map is about 250 - 350 km in Northern Europe,
the North Atlantic, and along the Arctic Ocean coasts in the Bering Sea, off Alaska and Western
Canada. It is between 400 and 450 km along the Arctic Mid-Oceanic Ridge. Other regions, such
as North-Western Siberia or the Amerasia Basin, possess path densities below about 20 paths per
2° x 2° cell and are very poorly resolved.

Misfit statistics for the isotropic maps are presented in Table 2. RMS misfit is presented relative
to the two reference models.

Table 2. Misfits between observed and predicted values of
group velocities/travel times before and after inversion

‘wave-type Reference model | After inversion | Variance reduction
8U {km/s)t 5U (km/s) %
Rayleigh 20 s Group 0.128 0.089 5l
Rayleigh 40 s Group 0.133 0.067 75
Rayleigh 100 s Group 0.076 0.049 58
Rayleigh 150 s Group 0.067 0.0538 25
Rayleigh 20 s Group 0.209 0.154 46
Rayleigh 40 s Group 0.109 0.077 50
Rayleigh 100 s Group 0.086 0.054 61
Rayleigh 1500 s Group 0.122 (.086 25
5t (s)T at (s} %
P, 2.48 1.43 67
Sn 3.34 2.60 39

i - CRUSTS.1 + S16B30
t - CRUSTS.1



94 Chapter 7

7.5 Azimuthal anisetropy

Simultaneous with the isotropic maps we have estimated 2¥ anisotropic maps for group velocity
following the procedure described by Barmin et al. (2000). This procedure allows us to apply
different relative damping parameters, ag and qgn;s. to the isotropic and anisotropic terms of the
estimated model. The larger the values of the damping parameters, the smoother will be the
resulting maps.

As shown in Figure 7.10. strong damping of anisotropy produces a very long wavelength pattern
of azimuthal anisotropy in group velocity similar to the pattern obtained in the global scale phase
velocity study of Trampert and Woodhouse (1996}, In this figure. our 50 s and 100 s group velocity
maps are compared with the global scale 40 s and 80 s phase velocity maps. The differences in the
period between the group and phase velocity maps is designed to compensate partially for the fact
that phase velocities sample deeper than group velocities at a particular period.

To quantify the correlation between two maps of azimuthal anisotropy, we use the coherence
function defined by Griot et al. {1998} which takes into account differences in the directions of the
fast axes (v;(6.¢), ¥2(6,¢)) and the amplitudes {4,(8. ¢), A2(0.4): A = (U} + UZ)V/?) of the two
maps. The coherence K as a function of rotation angle ¢, varying hetween —90° and 90°, is defined
as follows:

- 2
%%:&(9,(;5) As(8, ) sin 8 exp (L(T.bl(f),qﬁ) 2”;2?’ )+ ¥) )

K(y) = 73 VI RRa (7.11)
> > sin 6 A}(6, ¢)) (Z > sin 8 A§(9,¢))
4 ¢ g ¢

Here D, is the uncertainty in the anisotropic direction, and was set to equal 16°. The coherence
between the group velocity and the phase velocity maps shown in Figure 7.10 is displayed as the
solid lines in Figures 7.11a and 7.11b. If the correlation between the group and phase velocity maps
were perfect, the coherence functions would peak with unit amplitude at a differential angle of 0°
and would display no side-lobes. For the comparison between the 100 s group velocity and the 80
s phase velocity (Figure 7.10b), the coherence function peaks at about -4° with an amplitude of
0.35 and a side-lobe centered at about £90°. This represents substantial similarity between the
two maps.

Although the long wavelength part of the estimated group velocity maps is in substantial agree-
ment with the global study of Trampert and Woodhouse, the information content in these maps
is low. We would like to reduce the scale of the estimated variations in azimuthal anisotropy in a
stable, continuous way in the attempt to reveal more information about the variations in the fabric
and mineral orientation of the uppermost mantle. To do so, the damping of azimuthal anisotropy

must be reduced which will make the estimates more sensitive to noise, both signal generated and
other.

The anisotropic damping parameter for the group velocity maps shown in Figure 7.10 is a5 =
5000. When we reduce agn;s from 5000 to 3000 and then to 1500 the correlation with the global
model degrades dramatically, as the dashed and dotted lines in Figures 7.11 a and 7.11b demon-
strate. The coherence between our estimated maps also changes strongly as the damping param-
eters are reduced as shown in Figures 7.11c¢ and 7.11d. Thus, both the pattern and amplitude of
anisotropy are affected by the choice of the strength of damping. However, isotropic maps do not
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change significantly with changes of a4, As a rule they. became slightly more smooth as ooy,
decreases. Overall rms misfit statistics for the isotropic model. the isotropic model with smooth az-
imuthal anisotropy. and the isotropic model with smaller scale azimuthal anisotropy are presented
in Table 3. Typically, rms nusfit reductions are much easier to achieve by reducing the damping of
the isotropic model than by introducing azimuthal anisotropy.

The resulting Rayleigh wave group velocity maps at 50 s and 100 s period for moderate damping
{xgnis = 1500} are shown in Figure 7.12. In these maps, in contrast with those in Figure 7.10,
the largest anomalies are associated with the Baltic, Siberian and Canadian shields and the fast
directions in the Arctic Ocean are nearly perpendicular to those in the highly damped maps in
Figure 7.10. In addition, the fast directions are predominantly perpendicular to plate boundaries
along the Atlantic MOR (Mid-Oceanic Ridge) and in the Bering Sea along the Aleutian Are, but
are almost parallel to the Arctic MOR. This may be due to mineral orientation cansed by relatively
fast plate motions in the Atlantic and North-Western Pacific and much slower speeds in the Arctic
Ocean. Finally, as demonstrated by Figure 7.13, the patterns of anisotropy in the 50 s and 100
s Rayleigh wave maps are exceptionally well correlated. which may indicate the continuity of the
pattern of anisotropy at least through 100 - 150 km of the uppermost mantle for a significant
part of the studied area (North America. Greenland, the Baltic shield, some parts of the Northern
Eurasia).

Although the high correlation between the long wavelength component of our regicnal scale
group velocity maps with the global scale phase velocity maps of Trampert and Woodhouse is en-
couraging, the strong dependence of the estimated maps on arbitrarily chosen damping parameters
should give us pause in attempting to interpret the maps quantitatively.

7.6 Discussion

Isotropic group velocity maps provide strong constraints on the shear velocity of the crust and
upper mantle and on crustal thickness across the Arctic. Because group velocity sensitivity kernels
are more conmplicated than phase velocity kernels (e.g., Rodi et al., 1975), interpreting them directly
in terms of causative structures is not entirely straightforward. However, our expericnce with the
inverse problem in various regions around the world (e.g., Villasefor et al., 2000) indicates that
the maps at certain periods do identify some of the key clements of the model. For example, low
velocity anomalies on the 20 s maps are typically associated with sedimentary basins. Anomalies
on the 40 s maps are inversely related to crustal thicknesses in continental arcas, so that low
velocities typically imply thick continental crust and high velocities imply thin crust. The 40 s
map predominantly samples the upper mantle under oceanic arcas. At perieds of 100 s and above.
the maps are preferentially sensitive to the uppermost mantle beneath both continents and oceans.
With these observations in mind, it 1s worth noting the major features on the isotropic group
velocity maps and what they may mean.

Nearly all of the major sedimentary basing seen in Figure 7.14 (Laske and Masters, 1997) are
associated with low velocities on the 20 s Rayleigh and Love wave group velocity maps. These
include sedimentary basins in the Chukehi and Beaufort Seas, the Lincoln Sea north of Greenland,
Baffin Bay. the Greenland Sea, the Barents Sea, the Kara Sea. and the E. Siberian Sea. The
observation of dastinet low velocity anomalies associated with relatively small basins in the Lincoln
and Greenland Seas north and east of Greenland. respectively. clearly characterizes the spatial
resolution of the group veloeity maps, Our studies of Central Asia (Ritzwoller and Levshin {1998):
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Ritzwoller et al. (1998)) demonstrated that periods shorter than 20 s will produce even better
images of sedimentary basins. Unfortunately. our data set at shorter periods necds to be developed
further before we are able to obtain these maps. In continental regions. in particular. age. chemical
compuosition. lithology, and the tectonic history of the sediments also influence group velocities.
Some sedimentary basins, e.g.. the Enisei-Khatanga trough in Northern Siberia, do not appear as
low velocity anomalies on the short period group velocity maps due to partial metamorphism of
the sediments and interpenetration of the sediments with trap basalts.

The Amerasia and Eurasia Basins are imaged at 20 s and 40 s period in Fignres 7.7 and 7.8,
The high velocity anomaly coincident with the Eurasia Basin extends nearly to the continental
shelf on the 40 s map all around the Arctic Ocean. The shape of the Amerasia Basin on the 40 s
map also appears to be fairly accurately resolved.

We clearly observe continental low velocity anomalies on the 40 s Rayleigh wave map which
typically signify regions of thickened crust. Low velocity anomalies are associated with the Verkhoy-
anski Range, the Chersky Range, Kamchatka, the Koryakia and Okhotsk-Chuckotsk volcanic belts
in North-Eastern Siberia, as well as the Brooks Range, the Alaska Range, and Yukon Plateau in
Northern America.

Mid-ocean ridges (MOR) appear in Rayleigh wave group velocity maps around the world at
periods of 40 s and above. The Arctic MOR, however, does not manifest itself on the 40 s Rayleigh
wave map in Figure 7.7. Oceanic low velocity anomalies of mantle origin do not appear in the Arctic
until nearer to 100 s period. This is typical of slower spreading ridges. There are, however, two
significant Artic low velocity anomalies at long periods. The first and more prominent is associated
with the Iceland hotspot and the northward continuation of this anomaly adjacent to the Mohns
Ridge toward the Fram Strait between Greenland and Svalbard. The thermal halo of this hot spot
in the mantle, manifested as a low velocity anomaly in most of the dispersion maps, is considerably
broader than the surface expression of the hot spot. The second anomaly runs from the Laptev Sea
to the Mendeleev Ridge. Interestingly, this anomaly is not obviously coincident with the scismically
active Arctic MOR. At 150 s period, the low velocities are more nearly coincident with the ascismic
Mendeleev Ridge.

There are two very striking features on the long period maps under continents at high latitudes.
The first is the expression of the continental shields. The Russian Platform, Siberian Shield.
Canadian Shield, and Greenland Shicld are imaged clearly on the 100 s and 150 s Rayleigh and
Love wave maps in Figures 7.7 and 7.8. The two large Asian shields are separated by a relative
low velocity anomaly adjacent to the Urals that becomes more pronounced at longer periods. The
second striking feature is the low velocity anomaly that follows the Pacific Rim of Asia from Taiwan
to Kamchatka. Figure 7.7 shows that this feature probably extends to the Pacific Rim of North
America along the Alaskan and Canadian coasts.

Because the long-period (e.g., 100 s period) Rayleigh and Love wave maps provide information
about the uppermost mantle, they should compare favorably with the [, and S, velocities scen
in Figure 7.9. Comparison is, in fact, very good in regions of good data coverage. The striking
similarity of the high velocities of P, and Rayleigh waves in Northern Greenland is especially
noteworthy. Relatively low velocities across Southern Greenland in comparison with velocities
across the Canadian shield are in agreement with recent evidence from post-glacial rebound that
Southern Greenland has a thinner elastic lithosphere {J. Wahr. personal communication.)
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7.7 Conclusions

We have reported the results of a systematic study of swrface wave dispersion. £7,. and 8,
velocities across the Arctic region. The spatial resolution of the surface wave group velocity maps
(300 - 500 km) is significantly higher than the resolution of global maps, particularly at the shorter
periods, or maps obtained in previous regional studies. The resulting maps are robust to changes
of damping parameters during the tomographic inversion and provide a very satisfactory fit to the
observed dispersion curves.

The estimated isotropic group velocity maps clearly display the signatures of sedimentary and
oceanic basins, crustal thickness variations, and upper mantle anomalies under both continents and
oceans. They provide new constraints on the structure of sedimentary basins, the crust and upper
mantle of the Arctic region. Comparison of the long-period group velocity maps with maps of P,
and &, velocities demonstrates significant similarity in the pattern of the body and surface wave
velocity distributions across the region in shield areas, along the tectonic belts of North-Eastern
Eurasia and North-Western America, and along the Atlantic and Arctic MORs.

Preliminary maps of azimuthal anisotropy are encouraging in that they provide a consistent
pattern of the orientation of fast directions both within our own data set and relative to the study
of Trampert and Woodhouse {1996). This is especially true in the oceans. However, both the
amplitudes and the patterns of anisotropy depend strongly on damping and further efforts are
needed to determine which features of anisotropy are robust.

The next step in interpreting these results is the joint inversion of the observed isotropic group
velocity maps with the maps of P, and S, and, perhaps, phase velocity.
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Figure 7.1: Major physiographic features above 60°N latitude.
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Figure 7.2: Location of the 250 stations (triangles) and 1100 events (dots) used in this study.
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Figure 7.3: Path density for Rayleigh waves at the four indicated periods. Path density is defined
as the number of rays intersecting a 2° square cell {(~ 50,000 km?).
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Figure 7.5: Path density for P, and S,. See Fig. 7.3 for a definition.
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Figure 7.6: Shaded plots of the density of P, and S, travel time residuals (observed minus pre-
dicted from CRUSTS.1) versus epicentral distance with respect to CRUSTS.1. White lines are the
estimated trends of P, and §,, travel times versus epicentral distance that are used for the distance
corrections, §{A). Black lines are similar trends predicted for the model ak135.
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Figure 7.7: Estimated Rayleigh-wave group velocity maps at the indicated periods. dU/U is the
relative deviation of group velocity from the average value U across the map (in %). White lines
are plate boundaries. Reference velocities are as follows:.
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Figure 7.8: Estimated Love-wave group velocity maps at the indicated periods. Reference velocities
are as follows:.
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Figure 7.9: P, and &, velocities across the Arctic region. Units are km/s. Grey areas have path
densities less than 20 paths per a 2° square cell.
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Figure 7.10: The 2¥ component of azimuthal anisotropy of Rayleigh wave group velocity at the
indicated periods. {a, b) Strongly damped group velocity {@anis = 5000}. (c, d) Phase velocity
from Trampert and Woodhouse (1996). The bars indicate the 20 fast directions. The size of the
bars is proportional to the ratio of the anisotropic and the isotropic compouents.
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Figure 7.11: The influence of damping on the coherence between Rayleigh wave 20 azimuthal
anisotropy maps. (a) Coherence between group velocity anisotropy maps at 50 s period and the
global phase velocity anisotropy map at 40 s. Several dampings of the group velocity maps are
shown. (b) Similar to (a) but here is the coherence between group velocity anisotropy maps at
100 s period at a variety of dampings and the global phase velocity anisotropy map at 80 5. (c)
Coherence between our estimated Rayleigh wave group velocity anisotropy maps at 50 s period
obtained using different damping parameters. Contrast the result for self-coherence (solid line).
{d) Same as (c), but for the 100 s Rayleigh wave. Numbers in the upper right corner of cach graph
indicate the magnitude of the damping parameter ey, ;.
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Figure 7.12: Estimated 2¥ azimuthal anisotropy of Rayleigh wave group velocity at the indicated
periods for moderate damping of anisotropy {gnis = 1500). (a) 50 s period. (b) 1008 period.
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Figure 7.13: Coherence between the two maps shown in Figure 7.12.
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Figure 7.14: Thickness of sediments across the Arctic (Laske and Masters, 1997).
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9. Isotropic 3-D Shear Velocity Model
Estimation: Central Asia

Summary

We have obtained a shear velocity model for the crust and upper mantle beneath Central Eurasia
by simultaneous inversion of broadband group and phase velocity maps of fundamental-mode Love
and Rayleigh waves. The model is parameterized in termns of velocity depth profiles on a discrete 2
x 2 degree grid. The model is isotropic for the crust and for the upper mantle below 220 km but,
to fit simultaneously long period Love and Rayleigh waves, the model is transversely isotropic in
the uppermost mantle, from the Moho discontinuity to 220 km depth. We have incorporated newly
available a priori models for the crust and sedimentary cover, and used them as starting models
for the inversion procedure. The crustal part of the estimated model shows good correlation with
known surface features such as sedimentary basins and mountain ranges. The velocity anomalies in
the upper mantle are related to differences between tectonic and stable regions. Old. stable regions
such as the East European . Siberian, and Indian cratons are characterized by high upper-mantle
shear velocities. Other large high velocity anomalies oceur beneath the Persian Gulf and the Taritn
block. Slow shear velocity anomalies are related to regions of current extension {(Red Sea and
Andaman ridges) and are also found beneath the Tibetan and Turkish-Iranian plateaus. structures
originated by continent-continent collision. A large low velocity anomaly beneath western Mongolia
might be related to a hypothesized mantle plume. A clear low velocity zone in vSH between Moho
and 220 km exists across most of Eurasia but it is absent for vSV. The character and magnitude
of anisotropy in the model is on average similar to PREM, with the most prominent anisotropic
region occurring beneath the Tibetan Plateau.

1. Introduction

This paper presents a new. high-resolution shear velocity model for the crust and upper mantle of
Central Eurasia, obtained by inversion of broadband surface-wave group and phase velocities. We
have two main motivations for conducting this study. First, knowledge of the regional structure of
the Eurasian crust and upper mantle is fundamental for understanding the tectonic framework and
mantle dynamics. posing constraints on pessible models of geodynamic evolution. Second. knowl-
edge of the scismic velocity structure is necessary to determine seisimic event locations accurately
and thercfore for monitoring the Comprehensive Nuclear-Test-Ban Treaty (CTBT). The effect of
crustal and upper mantle structurce is especially important for locating small events, which are
recorded only at regional distances. At these close distances body waves propagate exclusively in
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the crust and upper mantle and their travel times are affected by strong lateral heterogeneities in
this region, and are poorly predicted by one-dimensional Earth models. The Eurasian continent is
a natural choice for this type of seismic study. It provides a unique opportunity to study ongoing
processes related to continental growth and collision and, from the CTBT monitoring viewpoint,
Central Asia is an important and challenging region. A number of nuclear test sites are located
in regions of significant structural complexity in Central Asia (Figure 9.1). The study of Eurasia
using seismic methods benefits from the Earth's largest intraplate seismic activity, related to the
continent-continent collision occurring along the Tethyan orogen (Figure 9.1).

Eurasia is the Earth’s largest continent. and contains large regions which have been assembled
only relatively recently. over the last 500 m.y. Morphologically it is composed of an assemblage
of micro-plates and cratons, separated by mountain ranges or fold belts. The most important
event in the recent tectonic history of the continent is the Indo-Asian collision, responsible for the
formation of the Himalayas and the Tibetan Plateau. This collision, initiated around 55-50 Ma.
ago when the northward moving Indian plate collided with Asia. still continues and provides the
opportunity for testing models of continental collision dynamics and continent formation. A large
number of researchers have studied the seismic structure of Central Asia, and particularly the Ti-
betan Plateau. {See Molnar (1988) and Ritzwoller and Levshin (1998) for a review.) Tomographic
body wave studies have proven successful in imaging mantle structures, such as subducted slabs,
back-arc basins and plumes. However, they provide little information on crustal and uppermost
mantle structure, especially in regions without seismic sources and/or receiving stations. There-
fore, the structure of large regions of stable Eurasia has not been imaged by body wave studies.
Surface wave tomography allows us to fill in these gaps and to improve constraints in the crust
and uppermost mantle. Recent advancements in seismic instrumentation, and the installation of
high-quality regional networks has improved the quality and resolution of surface wave studtes.

2. Data

The data used in this study consist of surface-wave group and phase velocity maps. These maps
represent the local group or phase velocity of the fundamental-mode Rayleigh or Love wave at each
period, and have been obtained by tomographic inversion of group and phase velocity measurements
(dispersion curves). The Rayleigh wave velocity maps used in this study range in period from 15 s
to 200 s, and from 15 s to 150 s for Love waves.

The group velocity maps used in this study derive from the dataset of Ritzwoller and Levshin
(1998). which has increased in size by about a factor of three. In this continental-scale study
they compiled waveform data for events in Eurasia and along the surrounding plate boundaries
from global broadband seismograph networks (GSN, Geoscope) and regional networks (CDSN,
KAZNET, KNET, MEDNET). Group velocity dispersion curves were measured manually by an-
alysts using the frequency-time analysis method (FTAN) of Levshin et al. (1992). Vertical com-
penent seismograms were used to measure Rayleigh wave dispersion, and horizontal component
seismograms rotated to the transverse component were used for Love waves. This has resulted now
into more than 29.000 measured Rayleigh wave dispersion curves, and more than 22,500 Love wave
dispersion curves across Eurasia (20,000 Rayleigh measurements and 16,500 Love measurements
inside the model region). The bandwidth of each measurement depends on the ability of the ana-
lyst to identify the direct fundamental-mode arrival. At short periods {below 30 s) this arrival may
be obscured by scattered waves. For longer periods the fundamental mode may be poorly excited,
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particularly for events with magnitudes smaller than 5.0. In addition. it is difficult to obtain high
quality measurements for long period Love waves, This procedure results in a different number of
measurements for each period. wave type. and location. and consequently a variable resolution of
the maps. Figure 9.2 illustrates the differences in ray-path coverage for Love and Rayleigh waves
with periods of 40 s and 100 s.

Phase velocity maps have been obtained from the dataset of Trampert and Woodhouse (1995).
Unlike the group velocity dataset of Ritzwoller and Levshin (1998), this is a global dataset, derived
cxclusively from global networks (GSN, Geoscope). The measurement method is automatic and is
described in detail in Trampert and Woodhouse (1995). The period range of all measured dispersion
curves is identical (40 s 150 s) resulting in the same data coverage for all periods {Figure 9.2}, The
complete dataset comprises 23,000 measurements for Rayleigh waves, and 16,000 for Love waves.
Because this is a global dataset, the ray-path coverage reflects the distribution of global seismicity
and global broadband networks. with the highest path density in the northwest Pacific area (Figure
9.2). On the other hand, the dataset of Ritzwoller and Levshin (1998) exhibits its highest path
density in Central Asia due to the choice of seismic sources and the existence of dense regional
networks (e.g., KNET, Kazakh network, Tibetan Plateau PASSCAL array, ete.).

Because of the distribution of earthquakes and seismic stations, both datasets exhibit consid-
erable redundancy, due to very similar paths. This allows consistency tests, outlier rejection, and
the estimation of measurement uncertainties (Ritzwoller and Levshin, 1998). In this procedure
("cluster analysis”) measurements with very similar ray paths are binned to produce a cluster or
summary ray, resulting in a reduced, cleaner dataset. After this procedure the resulting group
velocity dataset consists of 14,000 measurcments for Rayleigh waves and 12,000 for Love waves.
The phase velocity dataset is reduced to 16,000 Rayleigh wave measurements and 11,000 for Love
waves distributed worldwide.

Rather than utilizing the group and phase velocity maps obtained by Ritzwoller and Levshin
(1998) and Trampert and Woodhouse (1995) we have estimated new maps using their datasets
(significantly incremented for group velocities). The reason is the different parameterization and
properties of the two sets of maps. Tn order to invert phase and group velocity maps simultane-
ously, it is desirable to make their characteristics more homogencous. The group velocity maps of
Ritzwoller and Levshin (1998) were obtained on a 2° x 2° grid using the method of Yanovskaya and
Ditmar (1990). This method is a generalization to two dimeusions of a classical one dimensional
Backus-Gilbert approach, and sphericity is approximated by an inexact earth fattening transfor-
mation. On the other hand, the maps of Trampert and Woodhouse (1995) were parameterized
in terms of a spherical harmonic expansion up to degree and order 40. We use the tomographic
inversion method of Barmin et al. {2000) to obtain new group and phase velocity maps on a 2° x 2°
grid. This method uses spherical geometry, applies spatial smoothing constraints, and allows for
the estimation of spatial resolution and amplitude bias of the toinographic images. Examples of
the newly obtained group and phase veloci s nany e shown in Ficure 9.3, Surlaee wave velocity
maps have been obtained for the following poriods: Rayleigh oronp velocities for 15, 20, 25, 30, 40,
30, 60, 70, 80, 90, 100, 125. 150, 175. and 200 scconds: Love group velocities for the same periods
only up to 150 seconds; and Love and Rayleigh phase velocities for 50, 60, 70, 80, 90, 100, 125, and
150 seconds. These surface wave dispersion maps will be the data used to invert for shear velocity
structure, amounting to a total of 44 velocity data for each geographical grid point.
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3. A priori information on crustal structure

In recent years new information on global crustal structure has become available. One of the most
important contributions is the global crustal model CRUSTS.1 of Mooney et al. (1998). This model
is on a 5° x 5° grid, and for each grid point the model is parameterized in terms of a depth profile
or column. The columns are divided in two layers of sediments, and a three-layer crystalline crust,
in addition to ice and water layers. Thickness, seismic wave velocities (P and S) and density are
provided for each layer of the model and also for the uppermost mantle. Although the availability
of this model is a great improvement, its resolution (5 degree cells) is not optimal for regional
studies, and some large features are not present in the model {e.g., the Tarim basin).

Laske and Masters (1997) have recently compiled a new global sediment model on a 1° x 1° grid.
Sedimentary cover in this model is parameterized by three layers. Layer thickness. wave velocities
(P and S) and density are assigned for each model cell. The sources of the model in oceans arc
published digital high-resolution maps, averaged for each 1° x 1° cell. In oceanic basins for which
such digital maps are not available (e.g., the Arctic and North Atlantic), the sediment thickness
was hand-digitized using atlases and maps. The sediment thickness in most of the continental areas
was obtained by digitizing the Tectonic Map of the World (EXXON production research group,
1985).

In addition to global maps, more detailed regional maps and models are available for Eurasia.
The Russian Institute of Physics of the Earth (IPE) has published contour maps of sediment and
crustal thickness for most of Eurasia (Kunin et al., 1987). These maps are available in digital form
from the Cornell Digital Earth project (Seber et al., 1997). Recently a new model of Eurasian
crustal thickness has become available, as part of an effort of obtain a global model on a on a
1° x 1° grid (G. Laske, personal communication, 1999). This model utilizes recent data from
seismic profiles in Eurasia, but contains large gaps in regions where no seismic refraction data are
available (e.g., Afghanistan, Pakistan and Mongolia).

‘These a priori models of crustal structure are very important for obtaining our shear velocity
model. Because the problem of inverting surface wave velocities for shear structure is non-linear,
we linearize the problem and solve it iteratively. In this case, to guarantee the convergence of the
method to the global minimum selution, it is important to have a good starting model. Therefore a
priori models are extremely useful as starting models for velocity structure inversions. Sotne param-
eters of the a priori models, such as crustal and sediment thickness, are usually well constrained,
especially in regions that have been the target of extensive active source seismic experiments. Other
parameters, such as sediment and crystalline crust velocities are. in general, less well know. This
knowledge of the properties of the a priori model can also be used in the inversion procedure,
Variables that are well known a priori can be tightly constrained to remain near their starting or
reference values. while constraints on other variables can be loosened.

4. Inversion method

We parameterize our three-dimensional shear velocity model in terms of one-dimensional, depth-
dependent velocity profiles determined at each node of a 2° x 2° grid. In this point-by-point
inversion, the data are the values at the grid point of spatially smoothed group and phase velocity
maps for Rayleigh and Love waves at all periods. Each depth profile is divided into 4 layers:
sediments, crystalline crust. uppermost mantle (Moho 220 km). and 220 400 km (Figure 9.4}.
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Surface topography, and water and ice layers are also considered i the model, but their thickness
and velocity are kept constant. For an isotropic parameterization. the model variables estimated
in the inversion are: sediment velocity (constant), basement topography, crystalline crust velocity
(constant and slope). Moho topography. uppermost mantle velocity (constant and slope). and
velocity between 220 km and 400 km. He have chosen this simple parameterization in order to
enhance the resolving power of the data while maintaining a physically reasonable model. However,
as it will be discussed later, this simple isotropic parameterization is unable to fit simultancously the
long period Love and Rayleigh wave data in large regions in Eurasia. Tlus discrepancy between long
period Love and Rayleigh wave data in continental regions is well known, and has been addressed
before by permitting transverse isotropy in the uppermost mantle {Dziewonski and Anderson, 1981).
We have also incorporated transverse isotropy in our parameterization, by introducing two shear
velocities, vSH and vSV. between Moho and 220 km depth. with the constraint that vSH = vSV
at 200 km (Figure 9.4). The velocity of horizontally polarized S waves, vSH, affects Love wave
velocities, and the velocity for vertically polarized S waves, vV, affects Rayleigh waves. Therefore,
the introduction of these two velocities effectively decouples the Love and Rayleigh wave velocities
for long periods, allowing the inversion to fit them simultaneously. The inversion method uses the
general linear inverse approach and is described further by Ritzwoller et al. (2000, manuseript in
preparation).

The starting model for the inversion is a combination of a priori crustal and mantle models.
Sediment thickness and velocities are obtained form the global map of Laske and Masters (1997).
Where available, we use the new Eurasia crustal thickness map {G. Laske, personal communication,
1999), and we fill the gaps with the IPE map of crustal thickness (Kunin et al., 1987; Seber et
al., 1997) and CRUST5.1 (Mooney et al., 1998). The resulting reference models of sediment and
crustal thickness are shown in Figure 9.5. For the mantle we use as a starting model the model
S16B30 (Masters et al., 1996). This is an isotropic global mantle model, containing only very long
wavelength features. Using this compilation of a priori information, for each point in our 2° x 2°
grid we construct a starting depth profile, following the parameterization shown in Figure 9.4.
The starting model is isotropic (vGH = v58V) but during the inversion, transverse isotropy will be
introduced between the top of the mantle (below Moho) and 220 ki depth.

5. Results

Figure 9.6 shows a typical example of the inversion results and data fit. The estimated models
shown here correspond to a grid node located in western Mongolia (48 N, 95 E), using isotropic and
transversely isotropic parameterizations. The estimated isotropic model {Figure 9.6a) is unable to
fit simultaneously the Love and Rayleigh wave data, although it develops a prominent low velocity
zone below the Moho in the attempt to do so. The model fits Love wave group velocitios well
but overestimates Rayleigh wave velocities between 40 s and 100 s (Figure 9.6a, top right panel}.
Interestingly, the situnation is reversed for phase velocities: the model fits the long period Rayleigh
data (80 s 150 s) well, but under-predicts long period Love wave velocities.

Transverse isotropy has been invoked in previous studies to explain this Love wave-Rayleigh
wave discrepancy for periods relevant to the upper 200 km or so of the mantle {e.g., Dziewonski
and Anderson, 1981). The introduction of two velocities in this depth range, vSH for horizontally
polarized S waves and vSV for vertically polarized S waves. effectively decouples the two data
types, bocause Rayleigh waves are sensitive mostly to vSV while Love waves are sensitive to vSH.
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Figure 9.6b shows the inversion results and data fit for a transversely isotropic parameterization.
In the region between Moho and 220 km depth. vSH is greater than vSV and a low velocity zone is
present in vSH but not in v8V. This parameterization substantially improves data fit, as shown in
Figure 9.6b. Love and Rayleigh wave velocities are now fit simultancously, although the model still
underestimates Love wave group velocities between 50 s and 60s. We have adopted this transversely
isotropic parameterization for all grid points in the model. Our goal is to define a simple model
parameterization, while maintaining a physically reasonable model. For the model described in this
section, 8 parameters are estimated for each depth profile based on 44 data points (surface wave
velocities).

Comparisons between surface wave group and phase velocity maps and predicted maps from the
estimated shear velocity model provide a qualitative estimate of the data fit. Figure 9.7 shows maps
for 50 s Rayleigh wave group velocities and 100 s Rayleigh wave phase velocities, and theoretical
maps calculated from our estimated shear velecity model. The apgreement between the maps and
model predictions is fairly good. particularly for long-wavelength features.

The resolution of the shear velocity model (depth profile) at a given grid point depends on
the resolution and quality of the surface wave velocity maps for that point. Maps for each period
and wave type have different spatial resolutions depending on the path density, azimuthal coverage
and quality of the measurements used (see Figure 9.2). For group velocities, coverage is very
high inside the model region {(box in Figure 9.2), but decreases across the Arabian peninsula and
southern India. Path density for phase velocities is in general lower than for group velocities (50
ray paths for each 2° x 2° node on average; Figure 9.2). The Arabian peninsula and southern
India are also regions of lower phase velocity path coverage, so we expect lower quality of the shear
velocity model in these areas. Path density and azimuthal coverage are fairly good for the rest
of the model. Because the inversion procedure is on a point-by-peint basis and the surface wave
velocity maps extend well beyond the model boundaries, edge effects do not occur. In terms of
depth resclution, a degradation is expected below 220 km because of the number and quality of
measurements decrease toward longer periods, especially for Love waves.

The crustal part of the shear velocity model is presented here as maps of sediment and crustal
thickness (Figure 9.8). Results correlate well with known tectonic features, such as sedimentary
basins, cratons and orogens. Estimates of sediment and crustal thickness after inversion are similar
to the starting values, and all major sedimentary basins are present in the final model. This is a
predictable result because low velocity features associated with major basins are clearly present in
the short period surface wave velocity maps (e.g., Ritzwoller and Levshin, 1998). Crustal thicknesses
beneath the Himalayas, Hindu-Kush, Tibetan Plateau and Tien Shan are not significantly changed
relative to the starting model. However, in the Caucasus, Urals and Zagros the estimated crustal
thickness is smaller that the starting model, resulting in less prominent crustal roots for thesc
regions (Figure 9.8b).

The upper mantle velocity structure (vSV) at a depth of 100 km is shown in Figure 9.9a.
The most obvious features of the model are the high velocity anomalies associated with the East
European platform, Siberian platform, and northern Indian shield. Some other positive anomalies
smaller in extent are found beneath large sedimentary basins: eastern Mediterranean, Caspian
Depression, Persian Gulf, and Tarim basin. Low velocities are associated with a segment of the
Alpine-Himalaya collision zone extending from Turkey to Iran and Afghanistan. The western
Arabian peninsula. Red Sea. and the Afar triangle region in northeast Africa are also underlain
by large low velocity anomalies. Large low velocity regions also extend beneath Indochina and the
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South China Sea, and beneath Mongolia, with its largest anomalies occurring southwest of lake
Baikal. Smaller low velocity anomalies can also be found in northern Tibet, and south of lake
Balkhash.

For comparison, Figure 9.9b shows the S velocity model of Bijwaard et al. (1998), obtained by
inversion of body wave arrival times from the dataset of Engdahl et al. (1998). The agreement
is very good in regions where both models are well constrained. with most of all long-wavelength
features present in both models, although the magnitude of the velocity anomalies is generally
smaller in the model of Bijwaard et al. (1998). When comparing both models we must take into
account that the model of Bijwaard et al. (1998) is an isotropic model of S-wave velocity, vS,
which is unconstrained for shallow layers without seismic sources and/or receivers (e.g.. the East
European and Siberian cratons).

The strength and distribution of transverse tsotropy is shown in Figure 9.10 as the difference
between vSH and vSV at 80 km depth. Values greater than zero indicate transverse isotropy with
vSH ; v8V and negative values indicate reverse anisotropy in which vSV ; vSH. Because of our
parameterization, the difference between v8V and vSH is largest just beneath Moho and decreases
to zero at 220 km depth. This situation is analogous to PREM for which the difference vSH - vSV
Just beneath Moho is 0.22 km/s, equivalent to a intrinsic auisotropy of 4.8%. At 80 km depth, the
difference vSH - vSV for PREM is 0.15 km/s or 3.4%. As can be seen in Figure 9.10, the mantle
beneath Eurasia is transversely isotropic with average values similar to PREM. Regions of larger
than average anisotropy are also found beneath north and central Tibet, Afghanistan and Burma.
Anisotropy is large in the western Arabian peninsula but this result is less reliable than for other
regions because of the decrease in coverage of the surface wave velocity maps in this area. The
reliability of the vSH model is in general lower than the vSV model due to the smaller number
and quality of the Love wave data at long periods. In addition, the existence of reverse anisotropy
(vSV ; vSH) is questionable, occurring predominantly in regions where the long period group and
phase velocity maps are inconsistent (e.g., in the East European Platform). We expect that the
incorporation of additional phase and group velocity data will improve the agreement between the
maps and eliminate these anomalous regiouns.

The existence of a low velocity zone {LVZ) is determined by the sign of the vertical gradient of
- vSH and vSV between Moho and 220 km depth. A negative velocity gradient indicates a LVZ and a
positive gradient indicates the absence of a LVZ. Figure 9.11 shows that a EVZ in vSH is pervasive
across Eurasia, but is very small or absent in vSV. This behavior in the uppermost mantle is
consistent with PREM. Regions with a pronounced low velocity zone (greater than PREM) in vSH
include both mountain ranges and stable continental blocks. Tectonically active regions, including
the Tibetan Plateau. Hindu-Kush and Zagros, exhibit the most well developed low velocity zones.
Some stable regions such as the western part of the East Europcan platform, Kazakh platform.
Arabian peninsula and Indian subcontinent also display prominent low velocity zones in vSH.

6. Discussion

As shown in Figure 9.9, the old. stable cratons located north of the Alpide-Himalayan orogenic
belt are characterized by high upper-mantle shear velocitics. High shear velocities are also found
beneath the Indian shield. the southern Tibetan Plateau, and the Tarim basin (Figure 9.9). While
high shear velocities in the upper mantle are usually interpreted as an indication of old. cold.
thick lithospheric blocks. the structures associated with low velocity anomalies are more difficult,
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to interpret. Large low velocity anomalies are associated with young. extensional plate boundaries,
as the Red Sea and Andaman ridges. The low velocity anomaly beneath central and northern
Tibet has received a great deal of attention (see Molnar, 1988) becanse of its implications for the
origin and mechanism for the formation of the Tibetan platcau. However, although clearly present
in our model and in the model of Bijwaard et al. (1998). it is not one of the most prominent
anomalies in magnitude or in extension. Based upon the presence of this low velocity region and
other evidence (e.g., widespread Quaternary volcanism and inefficient Sn propagation) Molnar et al.
(1993} proposed that the high-velocity Indian lithosphere has not been underthrusted beneath the
Tibetan Plateau, and that crustal thickening has occurred by north-south shortening of southern
Eurasia’s crust. As a result, flow in the mantle under Tibet is probably from west to east, because
it would be blocked in the west by the keel of the Tarim block. This is supported by the orientation
of SKS fast polarization directions (McNamara et al.. 1994} and by evidence of correlated crust
and mantle strain fields in Tibet (Holt, 2000). Anisotropy {transverse isotropy) in our model is
largest beneath Tibet (Figure 9.9) although the relationship between mantle low and the strength
of transverse isotropy is poorly understood.

One of the most prominent upper mantle low velocity regions is located in the Middle East,
extending from Turkey to Iran and western Afghanistan (Figure 9.9). This low velocity anomaly
coincides with the Turkish-Iranian continental plateau, formed by the collision between the Arabian
and Eurasian plates. This collision is the result of the closing of the Neo-Tethys Qcean by northward
subduction of oceanic lithosphere beneath Eurasia. In Iran and western Afghanistan, the low
velocity anomaly is bounded to the south by high velocities, part of the Arabian plate. The low
velocity anomaly is also a prominent feature in the global model of Bijwaard et al. (1998; Figure
9.9b) and in Pn tomography studies (e.g., Hearn and Ni, 1994), and is also coincident with a
region of high S-wave attenuation (Kadinsky-Cade et al., 1981) and Neogene volcanism (Kazmin
et al., 1986). The combination of these observations suggests a hot or perhaps partially molten
uppermost mantle beneath the Turkish-Iranian Platean. This anomalously hot upper mantle could
be a remnant of the backarc extension regime that dominated this region from the Jurassic to
the Neogene (Dercourt et al., 1986). The presence of hot, molten upper mantle weakens the
lithosphere, allowing larger deformation associated with the Arabian plate-Eurasia collision. This
results in the observed diffuse intraplate seismicity that extends well to the north of the plate
boundary delineated by the Zagros Main Thrust. Furthermore, the buoyancy associated with hot
upper mantle, combined to the buoyancy due to the deep continental roots in the region. can
contribute to maintain the high topography of the plateau.

Another significant upper-mantle low velocity anomaly s centered in western Mongolia. WSW
of lake Baikal (Figure 9.9). The central part of this anomaly coincides with the Hangay Dome
area of central Mongolia. The Hangay Dome is characterized by recent uplift, diffuse extension
and regionally upwarped topography (Cunningham, 1998). This is also a region of recent Ceno-
zoic volcanism and high heat flow (with a maximum of approximately 80 mW/m2). There is a
remarkable agreement between the shape of the velocity anomaly (Figure 9.9a) and the heat How
anomaly (Figure 5a of Cunningham, 1998). This region in Mongolia has previously been inter-
preted to overlie a mantle plume or asthenospheric diapir that also extends beneath the Baikal
region in Siberia (Windley and Allen, 1993). This region displays high scismic activity, and has
been the place of some of the largest intraplate earthquakes recorded during this century (i.e., 1905
and 1957). Tectonic stresses produced by the impingement of the mantle plume on the base of the
lithosphere might be responsible for the seismotectonic behavior of the region (Cunningham, 1998},
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O Nuclear test site Earthquakes: - Depth > 70km  + Depth < 70 km

Figure 9.1: Location map of the studied region. The thick black box cutlines the boundaries of the shear velocity
model presented here. Earthquake hypocenters are from the dataset of Engdahl er al. (1998). Note the high level of
diffuse intraplate seismicity extending from the castern Mediterranean to Southeast Asia. White squares show the
location of nuclear test sites in the region.
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a} Rayleigh group velocity (50 5)
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b} Rayleigh group velocity (100 s}
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¢) Rayleigh phase velocity (40-150 s)

a) Love group velocity (100 5)
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Figure 9.2: Path density maps for group and phase velocity for the following waves and periods: a) 50 s Rayleigh
wave group velocity, b} 100 s Rayleigh wave group velocity, ¢) 50-150 s Rayleigh wave phase velocity, d) 50 s Love
wave group velocity, e) 100 s Love wave group velocity, and f) 50-150 s Love wave phase velocity. Path density is
defined as the number of great circle ray paths that cross each 2° x 2° degree cell. For group velocities, path density
maps are different for each wave type and period. For phase velocities, the distribution of paths for each wave type
is identical for the entire period band of the measurements (30 s 130 s}.
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Figure 9.4: Parameterization of the shear velocity model. A one-dimensional velocity profile is estimated for each

node of the 2° x 2° degree geographic grid.
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a} Starting model of sediment thickness (Laske and Masters, 1997}
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Figure 9.5: A priori crustal information used as starting/reference model for the shear velocity inversion: a) sediment
thickness model of Laske and Masters (1997}, and b} crustal thickness model obtained by combining regienal models
for Eurasia (Kunin et al., 1987; G. Laske, personal communication) and global models (Mooney et al., 1998).
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Figure 9.6: Inversion results and data fit for a point in western Mongolia with coordinates 48 N, 95 E. a) Isotropic
model parameterization (vSH = vSV). The left panel shows the starting and final (after inversion} models. The top
right panel shows the data fit for group velocities (period band 20 s 200 s), and the bottom right panel shows the
data fit for phase velocities {period band 50 s 150 s). The thin solid lines represent the data, the thin dashed lines
show the predictions fram the starting model, and the thick gray lines are the result of the inversion. b) Transversely
isotropic parameterization (vSH not equal to vS\ between Moho and 220 km depth, and isotropic for all other
depths). Syvmbols as in previous panels.
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Figure 9.7: Comparison between surface wave group and phase velocity maps (data) and predictions [rom the shear
velocity modet obtained in this study: a) group velocity map for 50 s Rayleigh waves (data), b) model predictions,
c) phase velocity map for 100 s Rayleigh waves (data), and d} model predictions.
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b) Final crustal thickness (from S-wave inversion results)
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Figure 9.8: Inversion results for a) sediment and b) crustal thicknesses. Compare results with starting /refercnce

model {(Figure 9.53).
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a) Vg, at 100 km depth
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Percentage anisotropy (transverse isotropy} at 80 km depth
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Figure 9.10: Strength of anisotropy (transverse isotropy) at 80 km depth. The values displayed are percentage
anisotropy, defined as 200(vSH - v8V)/ (vSH+vSV). Positive values indicate vS8H ; vSV. The percentage anisotropy

value for PREM at 80 km depth is 3.4%.
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a) v, velocity gradient between 80 and 220 km
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Figure 9.11: Velocity gradient of the shear velocity model between Mobho and 220 km depth. A positive vatue
indicates that velocity increases with depth. A negative value indicates the existence of a low velocity zone in this
depth range. Units are m/s/km. a) Velocity gradient for vSH, and b) velocity gradient for vSV. A low velacity zone
is pervasive for vSH and mostly absent for vSV.
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