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Abstract

Fractal structures are characterized by self similarity
within some spatial range. The mass distribution in a
fractal object varies with a power D of the length R,
smaller than the dimension 4 of the space. When the
range of physical interest falls bejow 1000 A, scatter-
ing techniques are the most appropriate way to tudy
[ractal structures and determine their fractal dimen-
sion D. Small-angle neutron scattering (SANS) is
particularly useful when advantage can be taken of
isotopic substitution. It is casy to show that the
scattening law for a fractal object is given by S(Q)
~ Q7P where Q is the magnitude of the scattering
vector. However. in practice some precautions must be
taken because, near the limits of the fractal range,
there are impertant deviations from this simpic law.
Some relations are derived which can be applied in
relatively general situations, such as aggregation and
clation. The effects of polydispersity, important, in
particular. in situations described by percolation
modeis, are also shown,

Introduction

Since its introduction by Mandelbrot (1977), the
concept of [ractals has been used in many situations
and systems, such as aggregates and gels. The fractal
dimension very often summarizes and averages over
very complex structurai details. In physics this kind of
description is useful if some physical property can be
related to the fractal dimension. This is, for example,
the case for aggregation, where different models, such
as diffusion-limited aggregation (Witten & Sander,
1983), predict a well defined fractal dimension. How.
ever. the determination of the fractal dimension is not
always easy, and some precautions must he taken
when anatysing experimental data.

Theory

For the purpose of this paper. a fractaj object can be
described by two properties. The first one is self
similarity, which means that a detail of the fractal
object is structurally identical to the whole or, in other
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words, that the structure of the object is independent
of the characteristic length scale of observation. It is
clear that such a situation wiil break down at some
scale in a real experiment. This means that, in the real
world, an object can be considered as a [ractal object
and be described by a fractal dimension only within
some spatial range, covering at least one decade. Near
the borders of the fractaj domain the idcal scattering
law of the fractal object wili no longer be obeyed and a
specific treatment of the system cannot be avoided.

The second property which characterizes the fractal
object is its [ractal or Hausdorfl dimension, D
{Mandelbrot, 1977), defined as the exponent of the
linear dimension R in the relation M(R) ~(R/r;)"
where M represents the mass and ro is the gauge of
meiasurement. The exponent D characterizes mass
fractals. It is smaller than (he dimension d of the space
where the fractal object is embedded,

The concept of fractal dimension can cusily be
generalized to fractal surfaces. The fractal surface
dimension U, relates the measure of the surface and
the lirear length. Its limits are d — | and d.

In computer simulations, [ractal objects are gen-
erated and their dimensions are determined from
images in real space or their prejections in a two-
dimensional space, e.g. on photographs. If the simu-
lation is performed in threc dimensions, tiie fractal
dimension is conserved in the projection if it is smaller
than 2 (Weitz & Oliveria, 1984). Real experiments
have been analysed as well in this way. The statistics of
such a technique is in general poor. Conversely,
scattering  techniques, bccuysc ol averaging in re-
ciprocal space, are the appropriate way to determine a
structure. This statement applies of course to fractal
structures and some review papers have been devoted
recently to the subject (Teixeira, 1986; Martin & Hurd,
1987),

Because the fractal structure never extends hetow
the atomic separation, evaluations of fractal dimen-
stons by scattering techniques concern smail scatter-
mg vectors O, say below 05 A' In a small-Q
experiment the sample is analysed with a spatial
resolution of the order of 2n/(). Typical values for Q in
asmadl-angle neutron scattering tSANS) experiment
extend from 10" to 1 A~ Consequently, the fractal
structure is casily observed by SANS f self sunilarity
holds in some spatial range below 1000 A
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Il the fractal behaviour extends over the entire
experimental range the scattering law is particularly
easy to derive. Actually, from the mass distribution
M(R) ~ R® one obtains the density distribution
p ~ R®~“(which goes to zero at infinite distances) and,
by Fourier transform, the scattering law S(Q) ~ @ -2,
This gives the well known straight line with slope D in
a logarithmic piot of 5(Q}. Of course, this law applies
only if one remains at values of Q large enough to be
independent of the non-zero density of the sample at
large scales. This law also breaks down for large values
of @ when one analyses the sampie over length scales
small enough to be sensitive either to individual
scatterers (the form factor) or to the surface (Porod
region).

Il the individual Scatterers are relatively mono-

disperse, the scattered intensity /(Q) can be decom-
posed as

(@) =P (Q)519). (H

In this expression, ¢ = N/V,, where N is the number of
scatterers and I}, the volume of the sample. @ is a
number density expressed in cm -3,

P(Q) is a function of the form factor F(Q) which will

. be defined below. It depends on the spatial distri-
; bution of the scattering lengths of the atoms constitu-

ting the sample. A precise determination of P( @) is not
always possible, but simple expressions can be derived
for some simple geometrical shapes. In principle. one
must start from the coherent scattering length b, of
each individual atom i and evaluate, from their in-
stantaneous positions r,, the density

p(r) =>;br'6(r_ff)- {2)

[Because the distribution 0(r—r) has the inverse
dimensions of a volume, n(r) is expressed in cm - |

For practical purposes, in SANS (he spatial reso-
lution is jow enough to allow some spatial averaging,
In this context it is useful to introduce the notion of
contrast in the [oliowing way, plr) is averaged over
distances small cempared with 1/Q. The medium
where the fractal object is immersed (oflicy called the
solvent) is in general well represented by a single
number p, because its structure cannot be observed
with the resolution of the SANS experiment. Very
often the particle itself is supposed to have a4 uniform
density. The contrast is given by p(r} — Pa. One of the
important advantages of SANS is that the contrast
can very often be modified by isotopic substitution
which has only minor effects on the structure. This is
currently used with hydrogenated samples, owing to
the large differences in the scattering lengths of hydro-
gen and deuterium,

The form factor F(Q) is the Fourier transform of the
contrast cvajuated over the volume of (he particic and
P(Q} is the square of the modulus of F(Q) averaged

over the ensemble of particies:

PQ)=<IFign*,

(L.

the particle

(ot —py] exp(iQ.r) dr

,
;

[P(Q) is expressed i cm?].

For some simple shapes P(Q) is easily determ
(Guinier & Fournet, 1955). For example, for uni
spheres of density p, volume ¥ and radius r,
P(Q)=V(p = py)?

x 3 sin(Qr,) — Qry Cos(Qro)(Qrq) ]2
At large values of Q the scattered intensity beco
independent of the shape of the particles an/
dominated by surface scattering. This is particul
true if a smali polydispersity is present, as is always,

case in real systems. In this domain, P(Q) is Biver
the Porod law

PIQ} = 2a(p - py)is/0*

where S is the total surface. [n this derivation,
density profile is supposed to vary sharply «
distances smalier than 1/Q. If the density profile va
less sharply, one obtains smoother Q depender,
(Auvray, 1986). .

The Porod law can be generalized ( Bale & Schm
1984) to fractal surfaces of dimension D,. Writing_

S=(r/ry)?

for the measurement of the fractal surface v
dimension D,, onc obtains

P(Q)=nr(p—-p,)2s1(5-D,)
xsin{r(D, - 1)/2]Q 6= 02u

which gives (5) when D, =2 »
Because 6 — D, falls hetween J and 4, the ¢ -
pendence of the scattering law of u fractal surface
not easily distinguishable from that of a smo,
interface, _
5(Q) is an effective structure factor (Chen & Ben
douch, 1985), given by

ey 1

S =1+ "2 ey 1
Sy =1 F(JHQ”‘,[ Q) - 1]
For a centrosy Ho—prrrts ). St
describes the spatial distribution of the individ,
scatterers. It is the Fourier transform of the [
correlation function, girt. [e(r) is dimensionle:
Pgir).represents the probability of finding a particle
a distance » from a particle situated at the ongin.”
" Explicitly, S(Q) can be written as (see, for examyg
Squires (1978) ]

S =1+d({err - 11exptiQ.r) dr.
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For isotropic systems

S(QY=1+4r® | [g{r) = 1]r?sin(Qr}/Qrdr. (10)
0

If the individual scatterers are sufficiently far apart
(ditute system), S1Q) reduces to unity and the total
scattered intensity depends only on the form factor.
Whenever possible, dilute systems are used to deter-
mine P(Q). '

Above some concentration, the individual scatter-
ing objects can no longer be scen as isolated. There
will be at least a steric effect. [n situations where there
are, moreover, interparticle interactions, such as in
systems containing charged particles, structural effects
can appear even at extremely low concentrations,
avoiding the direct determination of P(Q). Methods
have been derived to evaluate the structure factor in
such situations (Guinier & Fournet, 1955).

The structure factor S(Q) very often has a liquid-
like shape with one or more oscillations, and goes
necessarily to unity at large Q. It is unfortunately
[requent practice, in the difficult interpretation of
S(Q). that a physical significance is attributed to the
position of the first structural peak. Such a procedure
is incorrect, because the structure factor is the Fourier
transform of a pair correlation {unction. The first
structural peak cannot in general be associated with
some enlarged Bragg peak, as in a disordered solid
material. At most, its position will give the order of
magnitude of some characteristic distance in the
sample. Because the measured Q range in a typtcal
SANS experiment dees not allow the evaluation of the
Fourier integral, the determination of g(r) must start
from a rlausible model able to reconstitute the mea-
sured scattering function.

For a fractal object, the structure factor J(Q) can be
derived in the following way. From the meaning of
g(r), the total number of particles within a sphere of
radius r centred in a central particle is given (ford = 3)
by

r

N(J")=t.1>£1‘g;(r)41fn"2 dr (rny

or
dN(r) = ®g(r)dnr? dr. (12}

On the other hand, a fractal object is characterized
by a spatial distribution of the individual scatterers
given by

N(r) =(r/ry)%, {13)

where r, is the gauge of the measurement, which has
the magnitude of the characteristic dimension of each
individual scatterer.

Differentiation of (13) and identification with (12)
gives

be(ry=(D dnrl)r? 2 (i
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Because D is smailer than 3, g(r) goes to zero at
large 7, as we have seen above. This is clearly un-
physical. At some large scale, the sample will show a
macroscopic density. A good knowledge of the sample
allows in general a reasonable assumption for the
large-scale behaviour of gfr). We will adopt here a
procedure first introduced by Sinha, Freltoft & Kiems
(1984), which proved to be very useful, even if not
absolutely general. It involves an expression of the
form cxp(—r/F), where £ s a cut-off distance, to
describe the behaviour of the pair corrclation function
at large distances. To derive the analytical form of
S(Q) within this assumption, one can use the general
theory of liquids, where the uniform density is sub-
tracted to avoid a divergence in the evaluation of S(Q)
{Chen & Teixeira. 1986; Teixeira, 1986). We then write

Plg(r)—1] ={D/4nrd)r? = Yexp( -r,?{i) (15)

The introduction of the cut-off distance & is done in
analogy with the Ornstein-Zernike treatment of crit-
ical phenomena (Stanley, 1971), which is represcnted
by (15) with D =2.

The meaning of £ is only qualitative and has to be
made precise in any particular situation. Generally
speaking, it represents the characteristic distance
abeve which the mass distribution in the sample is no
longer described by the fractal law. In practice, it can
represent the size of an aggregate or a correlation
length in a disordered material.

Fourier transformation of (15) gives, in accordance

with (10},
o
1 DD - 1}

0P (T Qi o=
xsin[(D —an~'(Q7F)] (16)

where {x) is the gamma (unction of argument x.

This expression reduces of course to S(Q) ~Q~°
when 7' < @ <rg'. Expressions (1}, (3) to (7) and
(16) have been uscd with success to fit expenimental
data in many different situations. As an example, we
give in Fig. | the scattered intensity from different
samples of silica acrogel and their fit by the preceding
equations (Courtens & Vacher, 1987).

The unity term in S(Q) becomes dominant at large
Q. Then, the scattered intensity [(Q} is dominated by
the form factor P(Q} [see (1)]. By contrast, at small
values of Q the intensity [(Q) is dominated by S(Q)
and for Q «¢~' has the generalized Guinier-type
behaviour

lim S(Q) = oD+ I)(‘:‘.'ran
g-n

| &

SOy =1+ - ""_'_r.'_(_?’_’ dr

bexpl-r/l)

-
2

i

kA= {DID + 1,6]02 (17
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A comparison of this expression with Guinier's law
shows that £ is related to a generalized radius of
gyration R, by

R =D(D+ 1)¢%/2.

In a general way, S(Q) can be considered as the
form factor of an ensemble of fractal objects dis-
tributed at a larger scale in the space.

Polydispersity

A particular situation is that of gelation processes
described by percniation models (Stavfler, 1976; de
Gennes, 1979), where a large polydispersity is present.
During the gelation process of branched polymers,
there is a very large distribution n(s) of polymers of
different sizes s. This distribution is characterized
(Fig. 2) by two numbers: the average size, N., and the
maximum cut-off size, N,.

Within the percolation theory, N, and N., near the
percolation threshold, are associated with the two
universal exponents, y and o.

No~e (18)
N:"“E-l” (lg)

where ¢ measures the distance to percolation,
The distribution n(s} has been derjved by Stauffer
(1985) and depends on the exponent t;

wil. 37 pHas?

et Lt’x
PR —i ! b ok L O‘A‘
T T 3 T

Fig. ! Scautered intensity from several mmples of uhea acrogels.
Numbers labelling the curves Bive the densities in g e * and
OXI means an awdized sample with density equat 10 124 gum
The <ample labetled pH = 47 was prepared wath aond catalvsais
Al the vthers are neutrally reacted samples, Solnl Lines repeewent
fits with equations (1), {51 and (1&). Each Intensity s cdiswded by
ten compated with the previous one. starung from the top. (From
Cuurtens & Vacher, 1987)

ms)=s"files") =57 (SN, (%

where fi(x) is an exponentially decaving functic
which accounts for the cut off of the distribution
large s.

Near the percolation threshold, each polymer has
fractal structure with dimension D. The radius .
gyration of each polymer can be associated with tt
cut-off parameter &, Consequently, one can write

»

s=¢P (2

where ¢ is now the radius of gyration of the polymer
size s, )

The pair correlation function of a single polym’
containing s moncmers (the individual scutterers) h:
the form of (15), where D is the fractal dimension
the polymer. In a more general way, one write
instcad of (15},

PLg(r) =13 =(D/anrB)rP=3fy(~rje)
=(D/arri)rP =3 y(~ r/sti®), (25

s

where we use (21). f,( —r/¢) represents a decreasir
function of r.

The scattering function of such a polymer is of
tained, following the same steps as for the derivatic
of (16}. as

-

S, Q) =1+ 2 f 037 (5o SO
Q

Qr .

D
=1+ —— £ (6 .
oo e :
=1+ s/,(Q"s) (2

where fy(x) and f,(x) can be determined if f,(—r/8).
known.

The total scattering functiun at infinite dilution
now obtained (Martin & Ackerson., 1Y85; Bouchau
Delsanti, Adam. Daoud & Durand, 1986) by summir
all the contributions Sis, Q) with their relativ

s

~—

e e . -

o Ny

Mig. 2. Schematic representation of the number ntst of polyme,
with size 5, near the percolauon threthoid N_and N, uret,
average and the mazunum size, respectively  This distribution
described by equation (20).
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_werghts, nis), given by (20):
StQ) =t ={dssn(s)[S(5. Q) — 1]
= {dss3s s N QPs)
=Q--"Pr(OR ) (24)

where R, ~ N}'2. This result applics only for ¢ > 2.

For large values of Q@ {(0» R "), f(QR,) ~1.
Comparing (16} and {24), one notices that, in the
fractal region. the scattered intensity is now represen-
ted in a logarithmic plot by a straight line with a slope
(3~ 1)D, instead of D. The theory of percolation
predicts D=2 and =22 In a recent experiment
Bouchaud et ul. {1986) have measured these exponents
using fractionated samples containing only the poly-
mers of large size. In the polydisperse sample, the
dependence on Q@ of the scuattered intensity gives
(3— 11D =159 and, in the fractionated sample, D is
evaluated directly giving D =2 (Fig. 3), in excellent
agreement with the theory.

T o T
Hau)y
N
s,
wtl '\_\ 4
s,
Wk ’ *"ﬁ\. -
s/) ! .\ R
o
. Q "&4’
L 1
'.l w.[
(a)
“'_I (o) i
‘\\‘
n' \\ y
k.3
™,
l‘!“.
'4‘
ol B :
\
l IS
. -k
'K (h) W

Fig. 3. {a) Scattered intensity by a fractionated sample containing
only polymers with a large size. The slope gives ) - | oy
(h) Scattered intensity by the dilute polydisperse sample. TI'he
slope gives D{3~ 1) = 1-59. {From Bouchaud et al. 1986}

These results show thaq f;0 - eepts are usefud

N interpreung  complex wiuanons disordered
materials and are the maost consenent method for
studving physical phenomena such as aeregation and
gelation. Scattering technigues and SANS, in parti-
cular, appear to be the most approprate technigue for
the determination of (he fractal dumension. We have
surimarized some simple relatively general ex.
pressions which can be deriy e te descrthe the inten-
sity scattered by fractal obpects
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Abstract

Pb- and Te-doped borosilicate glasses are transformed by
appropriate heat treatment into a composite material
consisting of a vitreous matrix in which semiconductor
PbTe nanocrystals are embedded. This composite
exhibits interesting non-linear optical ioperties in the
infrared region, in the range 10-20 000 A. The shape and
size distribution of the nanocrystals and the kinetics of
their growth were studied by small-angle X-ray scattering
(SAXS) during in situ isothermal treatment at 923 K. The
experimental results indicate that nanocrystals are nearly
spherical and have an average radius increasing from 16
to 33 A-after 2 h at 923 K, the relative size dispersion
being time-invariant and approximately equal to 8%. This
investigation demonstrates that the kinetics of nanocrys-
tal growth are governed by the classic mechanism of
atomic diffusion. The radius of nanocrystals, deduced by
applying the simple Efros & Efros [Sov. Phys. Semicond.
(1982), 16, 772-775] model using the energy values
corresponding to the exciton peaks of optical absorption
spectra, does not agree with the average radius
determined by SAXS.

1. Introduction

A number of doped glasses are transformed by appro-
priate heat treatment into composite materials consisting
of a vitreous matrix in which semiconductor nanocrystals
are embedded. When the semiconductor crystals are
small, electronic quantum confinement effects occur. The
optical properties of a number of silicate and borosilicate
glasses containing CdS (Potter & Simmons, 1988), CdSe
(Borrelli, Hall, Holland & Smith, 1987), CdTe (Medeiros
Neto, Barbosa, Cesar, Alves & Galembeck, 1991) etc.,
have been investigated by optical measurements in the
visible wavelength range. Recently, a new material, a
borosilicate glass—PbTe nanocrystal composite, which
exhibits quantum confinement effects in the infrared
region, was discovered (Reynoso ef al., 1995). The
consequent noo-linear optical properties, being in the
infrared, make this material a good candidate for
applications in telecommunication devices.

The structural characterization of nanocrystals em-
bedded in glassy matrix is usually carried out by

© 1997 Intemationzal Union of Crystallography
Printed in Great Britain — all rights reserved

analyzing the experimental optical absorption spectrum
of the material. This spectrum exhibits a more or less
sharp absorption edge and, in some cases, one or more
exciton peaks, their position in the spectrum being
dependent on the average size, on the size distribution
and on the shape of the nanocrystals.

The method most frequently used for determining the
average radius of the nanocrystals from optical data
applies the Efros & Efros (1982) equation. This equation
is based on a theoretical] model for optical absorption,
which assumes spherical nanocrystals and simple para-
bolic energy bands for electrons and holes. It is
worthwhile, however, to carry out independent experi-
mental studies of the composites using a technique that
provides more direct structural information. Because of
the small size of the nanocrystals, the small-angle
scattering (SAXS) technique is a good choice for
obtaining relevant structural information.

Applications of glass—semiconductor nanocrystal com-
posites in non-linear optical devices usually require the
nanocrystals to be nearly isodiametric and have a narrow
size distribution. This paper reports the first SAXS study
of a borosilicate glass—PbTe nanocrystal composite.

2. Sample preparation and optical characterization

The nominal composition of the studied glass is 52510~
8B,0;=20Zn0-20K,0. The raw material was doped with
2wt% PbO and Te, homogenized at 1623 K during
50 min and quenched to room temperature. By appro-
priate polishing, a transparent lame about 0.1 mm thick
was obtained. It was then placed inside a cell at 923 K for
in situ SAXS measurements,

Optical absorption spectra of an equivalent sample,
also held at 923 K for different periods of time, were
recorded and are plotted in Fig. 1. Taking into account
that the energy gap of a bulk PbTe semiconductor is
0.337 eV, the wavelength corresponding to the absorption
edge is 36 800 A. The various spectra in Fig. 1 show that
the absorption edges are located at wavelengths, A, of
less than 20 000 A, clearly exhibiting the known blue-
shift effect associated with the nanometric size of the
crystals. Well defined exciton peaks are also apparent,
their position shifting from A = 12 000 A to A=19000 A

Journal of Applied Crystallography
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for periods of time increasing from 10 to 60 min. This
confirms that the crystals are nanometric and that they
progressively grow. The average sizes of the nanocrystals
in the several samples were inferred from the optical
absorption spectra plotted in Fig. 1, using the Efros &
Efros (1982) equation. The results are reported in §4.

3. Experimental SAXS set-up

The SAXS experiments were performed at the D24
workstation of the synchrotron radiation laboratory
LURE, Orsay. In this workstation, the beam is horizon-
tally focused and monochromated using a beat silicon
crystal (A = 1.49A). Three sets of slits define a
collimated beam with a point-like cross section at the
detection plane. The sample was held at constant
temperature (F = 923 K) using a high-temperature cell,
stable within 1 K, during the in sitv SAXS study.

The quenched and initially bomogeneous doped glass
was placed inside the high-temperature cell and main-
tained at a constant temperature during SAXS measure-
ments. The X-ray scattered intensity, /(g), was measured
as a function of the modulus of the scattering vector g,
using a one-dimensional position-sensitive X-ray detec-
tor. An jonization chamber, placed downstream from the
sample, was used to monitor the intensity decay of the
transmitted beam and to determine the sample attenua-
tion. Parasitic air and slit scattering were subtracted from
the total intensity. The counting time for each SAXS
spectrum was 300 s and the measurements were repeated
at intervals of about 500 s.

We have estimated the effects on the small-angle
scattering intensity from the small, but non-zero, cross
section of the incident beam at the detection plane and
from the finite resolution of the position-sensitive
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‘ Fig. 1. Coefficient of optical absorption of the glass—PbTe composites
for ex situ isothermal treatment during the indicated time.
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detector, We concluded that these effects on the
experimental SAXS intensity are negligible.

4. Results and discussion

The formation of PbTe nanocrystals introduces hetero-
geneities in the electronic density of the initially quasi-
homogenecus material. PbTe nanocrystals embedded in
borosilicate glass are efficient X-ray scatterers because of
their very high electronic density as compared with the
density of the light matrix. If we assume a simple two-
electronic demsity model for the nanocrystal-glass
composite, with nanocrystals or ‘particles’ occupying a
small fraction of the total volume, the Guinier equation
applies to the SAXS intensity function in the small g-
range lintit:

1(g) = I(0) exp[~((R,)’¢*/3)] (m

with
1(0) = (Ap)’N (A), @)

(Rg) being the so called Guinier average of the radius of
gyration of the particles, Ap the difference in electron
density between the particles and the matrix, N the
number of particles per unit volume and (%) the average
of the particle square volume (Guinier & Fournet, 1955).
In the case of a set of spherical particles with a radius
distribution given bl £(R) and taking into account that in
this case R = (5/3)“R_, the Guinier average (R,} is given
by

(R, = (3/5)'*Rg
= (3/5)" [ R g(R)dR/ [ROg(R)R]  (3)

whete Rg is the Guinier average radius of the
nanocrystals. Equation (1) is, in practice, obeyed within
a large ¢ range when the particles are identical or have a
rather narrow size distribution.

The experimental SAXS intensity functions are
displayed as log I versus ¢* (Guinier plot) in Fig. 2.
The increase in SAXS intensity for samples held at
923 K during increasing periods of time is a consequence
of the progressive formation and growth of PbTe
nanocrystals, which are responsible for the variation in
the optical absorption reported in §2.

We note that the Guinier plots of all curves in Fig. 2
show a rather wide linear range with increasing slope as
the heat-treatment time increases. The increasing slope in
the lincar ¢ range indicates progressive nanocrystal
growth, in agreement with the conclusion inferred from
the optical absorption measurements. The Guinier
average radius of the nanocrystals, Rs, was determined
using (1) and (3) as a function of the isothermal treatment
time. We also noted in Fig. 2 that the linear behavior of
X(g) is followed by a negative deviation as ¢ increases.
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This occurs when the system is composed of quasi-
isodiametric scattering particies with narrow size dis-
tribution. ’
The scattering curves in Fig. 2 exhibit an abrupt
increase in intensity at very small ¢g. This was also
observed in the SAXS intensity function from the same
sample before heating. The very large negative slope at
very small ¢ indicates that this contribution to the
experimental scattering intensity is a consequence of the
existence of large-sized electronic density heterogentities
in the glass matrix. Since this contribution to SAXS
intensity remains approximately constant for increasing
periods of time, we concluded that the coarse hetero-
geneities do not evolve significantly. The same kind of
effect has already been observed in a borosilicate glass
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Fig. 2. Guinier plots of SAXS intensity from the glass—PbTe composite

during in situ isothermal treatment. The weakest intensity curve
corresponds to 10 min and the strongest to 2 h at 923 K.
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Fig. 3. Plots of the X-ray scaticring intensity for different periods of
time. The continuous lines are the theoretical functions for & set of
spherical nanocrystals having e radius distribution with a relative
standard deviation of 8% and the following average radii; 21.0 A
(19 min), 24.0 A (38 min), 27.0 A (56 min), 29.0 A (78 min), 31.0 A
(98 min), 32.5 A (119 min). The curve corresponding to the shortest
time is on the bottomn, the others are vertically displaced for clarity.
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doped with CdTe (Craievich, Alves & Barbosa, 1994).
This contribution to SAXS intensity, being confined to
very small g, is not considered in the further analysis
associated with the formation and growth of PbTe
nanocrystals.

For long periods of time at 923 K a satellite peak is
clearly apparent in the experimental SAXS intensity
functions plotted in Fig. 3. This effect in scattering
curves is, in general, produced by spherical or spheroidal
particles, all of them having approximately equal radii.
The conclusion about the sphervidal shape of the
nanocrystals is equivalent to that previously established
by transmission electron microscopy for glass—CdS
composites (Liu & Risbud, 19905).

We obtained more guantitative structural information
on the studied materials by fitting the experimental
SAXS intensity with a theoretical scattering function for
a set of spherical nanocrystals. The scattering function,
I(g), for a sphere with a radius R is given by (Guinier &
Fournet, 1955):

1,(g) = K(4=R* 13 [p(qR)}
where X is 2 constant and

#(gR) = 3{[sin(gR) — gR cos(gR)}/(gR)"}.

Assuming a set of spherical nanocrystals with a Gaussian
radius distribution embedded in a homogeneous matrix,
the fitting function for the experimental SAXS intensity

Kg) is given by

I(g) = Afg(R)R*lp(gR)I'dR + B (4)

where
g(R) = [2m)7 o] exp(—[(R — R)*/(26D)]). © (5)

R, being the nanocrystal average radius, o the standard
deviation of the radius distribution, 4 a scale constant
and B a constant that accounts for a constant contribution
to the scattering intensity produced by short-range
electronic density fluctuations in the matrix.

It was assumed in the fitting procedure using the
function defined by (4) that the quotient /R, is a time
constant equal to 8% during the whole isothermal
treatrment. The best fitting functions of several SAXS
curves for different heat-treatment times are shown in
Fig. 3. Good agreement between the theoretical and
experimental SAXS intensities is apparent for all heat-
treatment times in the full ¢ range, except the very small
g range, in which the contribution from the previously
mentioned coarse heterogeneities is predominant.

We determined another Guinier average of the
nanocrystal radii, Rg, using (3) and (5) with the
parameters R, and o of the fitting functions plotted in
Fig. 3. The values of the average radii Rz and Rg' are
expected to be the same provided that the basic
assumptions of the model (dilute system, spherical
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nanocrystals and Gaussian size distribution) actually
correspond to the real system.

Another average radius, R,, was determined from the
optical spectra plotted in Fig. 1, using the Efros & Efros
(1982) equation based on a simple model of spherical
nanocrystals and parabolic energy bands for electrons
and holes:

E - E, = B/(8uRY) ©)

where E, is the energy gap for the bulk sémiconductor, E
the energy of the first exciton peak, & the Planck constant
and  the exciton reduced mass determined by

V= 1/p,+ 1,

with u, = p, = 0.058m (Ishida, Matsuura, Mizuno &
Fujiyasu, 1987), m being the electron mass.

The Guinier average Rg obtained from the slopes of
the linear portions of the Guinier plots in Fig. 2, the
average radius R, with an error bar o corresponding to
the fitting functions plotted in Fig. 3, the Guinier average
of the radius R’ determined using the Gaussian size
distribution and the above mentioned R, and o values,
and the Efros & Efros (1982) average radius R,, obtained
from the spectroscopic data (Fig. 1), are plotted in Fig. 4
as functions of the heat-treatment time,

We observe in Fig. 4 that the Rg and R’ values are
larger than R,. This is expected because the large crystals
contribute much more to the Guinier average of
nanocrystal radius, defined by (3), than small ones.
However, in Fig. 4, a small but noticeable difference
between Rg and Ry is apparent. This indicates that the
real structure of the borosilicate glass—PbTe nanocrystal
composites deviates slightly from the assumed structural
mode! consisting of a dilute system containing spherical
shaped nanocrystals with Gaussian size distribution. We
have estimated that the difference between Rz and R/ is

70 T—— r——r ———y
60 ]
50 - ]
29 t
® 30- ]

20 ]

10 1 .

0 v L M L4 L r T M ] T
¢ 20 40 60 80 100 120
Time {min)

Fig. 4. The upper curve represents the Efros & Effos ( 1982) radius, R,
us a function of time. The lower curves correspond to the time
dependence of the average radius R, (circles) with o bars, and the
Guinier averages R and Ry’ (squares and diamonds, respectively).
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a consequence of slight deviations from the sphericity in
nanocrystal shape, as was previously observed in electron
microscopy studies of CdSe and CdS nanocrystals (Liu
& Risbud, 19905). We then concluded that the PbTe
nanocrystals are approximately isodiametric or spheroi-
dal.
As can be seen in Fig. 4, the R, value calculated from
the optical absorption spectra is about twice the average
nanocrystal radius, R, determined by SAXS. This strong
difference between R, and R, implies that the Efros &
Efros (1982) equation [(6)] does not apply to PbTe
nanocrystals. The disagreement cannot be due to the
slight deviation of the nanocrystals from the spherical
shape but can be explained, more probably, by the strong
nonparabolicity of the energy bands of the studied
semiconductor (Martinez, Schluter & Cohen, 1975).

In order to characterize the mechanism of nanocrystal
formation and growth, we determined the time depen-
dence of the integral of the SAXS intensity Xg) in
reciprocal space (), which is related to structural
parameters by (Guinier & Fournet, 1955):

Q0 = [¢'1(g. g = (1/4m)(ApPNDWID  (7)

where (v} is the average volume. Kg,f) is the SAXS
intensity after subtracting the constant intensity B [(4)).
The integral O was determined by numerical integration
from Gz = 0.02A™! to g, = 0.25 A" and using
Guinier and Porod laws (Guinier & Fournet, 1955),
respectively, for § < gmi a0d g > g, The fraction of O
corresponding to the g ranges below gpy, and above ..,
is small: it amounts to less than 3% of the total value.
In the case of spherical particles, (2) and (7) yield

10) < (Ap)'N(R) and Qo (Ap)N(RY. (8)

The quotient {0)/(QR®) is expected to be invariant when
the growing spherical nanocrystals are identical. This
approximately occurs for the quotient JO0)(QRs)
determined from our experimental results plotted in
Fig. 5. This result provides complementary evidence of
the narrowness of the nanocrystal size distribution in the
studied material.

The monotonic increase in the experimental function
(1), defined in (7}, for increasing periods of time (Fig, 5)
indicates that the volume fraction occupied by the
nanocrystals, N{v), progressively increases. This proves
that the structure evolution of the nanocrystal formation

‘is not governed by a pure coarsening or coalescence

mechanism. The increase of the integral O(f) can be
caused by a progressive increase in the number N of
nanocrystals.

. The experimental SAXS results suggest that nano-
crystals nucleate and grow as a consequence of the
diffusion of isolated Pb and Te elements through the
glass matrix. Under this assumption, the average crystal
radius, R,, is expected to have the simple time
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dependence given by (Liu & Risbud, 1990a):
R = Kt + ROV, (9)

where X is a constant and R(0) is the initial nanocrystal
radius.

The experimental values of Rg for increasing periods
of time obey the potential law of (9), as can be seen in
Fig. 6. This result, together with the time dependence of
the integral O (Fig. 5), is consistent with the proposed
mechanism of nanocrystal growth by pure atomic
diffusion up to about 1h of heat treatment As the
concentration of Pb and Te approaches the solubility
limit, coarsening becomes the predominant mechanism
responsible for nanocrystal growth and the time depen-
dence of the radius is no longer given by (9) and becomes
R o 7 (Lifshitz & Slyozov, 1959). This explains the
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Fig. 5. Time dependence of the integral () = fa*H(g.Hdg and of the
quotient KOV(QRS’).

1200 1 e T

1000 - . T

RAYLY

800

600 -

400 L] ] 1 T
0 20 40 60 80
Time (min)

100 120

Fig. 6. Square of the Guinier average radius (RG) as a function of time.
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deviation, observed in Fig. 6, of the R* versus 1 plot from
the linear behavior predicted by (9).

These results show that nuclei having an appreciable
critical size (with average radius ~16 A) are formed
initially. The growth of the nanocrystals is governed by
the classical atomic diffusion mechanism in the first
stages and by coarsening in advanced stages of
isothermal heat treatrnent.

5. Conclusions

The conclusions regarding the structural evolution of Pb-
and Te-doped borosilicate glass materials, quenched from
1623 K and isothermally treated at 923K from 0 to
120 min, are:

() nearly spherical PbTe nanocrystals having an
average radius of 16 A are initially formed;

(ii) during the isothermal treatment the average
panocrystal radius grows to 33 4;

(iii) the relative standard deviation of the size
distribution function is about 8%,

(iv) the predominant mechanism for mnanocrystal
growth is classical atomic diffusion;

(v) the Efros & Efros (1982) equation does not yield a
precise estimate of nanocrystal radii, probably due to the
strong nonparabolicity of electron and hole energy bands.

The authors acknowledge C. L. Cesar for his useful
comments on the determination of the average nanocrys-
tal radius from the optical absorption spectra.
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Abstract

The sol-gel transition of an aqueous solution of
zirconium oxychloride modified by sulfuric acid (Zr:S
3:1) has been studied by small-angle X-ray scattering
(SAXS) performed in siru during one cycle of heating
and cooling between 298 and 358 K. The experimental
SAXS curves exhibit three regions, at small, medium and
high ¢ values, characteristic of the Guinier, ‘fractal’ and
Porod regimes, respectively. The value of 5.5 A for the
radii of the primary particles, obtained from the cross
over of the Porod and fractal regimes, is consistent with
the size of the inner core of the polynuclear
21'1304(0H)3g_3(504)12_6.331'120 molecule. These mole-
cules aggregate as small clusters (31 A) of fractal
structure, with a dimensionality D = 2,16 in the sol.
The value of the fractal dimensionality, which is
characteristic of ideal branched polymers, decreases
during heating, attaining a value of 2.0, characteristic
of swollen polymers. Above the critical temperature
(329 K), the average size of aggregates increases abruptly

to 200 A and the fractal dimensionality decreases to D =

1.75, this value being characteristic of a cluster-cluster
aggregation process.

1. Introduction

Zirconia-based ceramic materials have been obtained
through the sol-gel process, aiming at improving their
thermomechanical, electrical, optical and catalytic prop-
erties (Bartlett, Woolfrey, Percy, Spiccia & West, 1994).
Zirconia gels are prepared by hydrolysis and condensa-
tion of alkoxides such as zirconium n-propoxide or
ethoxide. The zirconium alkoxide precursors are hightly
reactive and these reactions have to be controlled by
modifying the precursors using complexing ligands
(Chatry, Henry, In, Sanchez & Livage, 1994). There is
some ecvidence (Henry, Jolivet & Livage, 1992) that
mineral complexing ligands, like SO, POZ~ and
NO;~, can also control the condensation reactions of
aqueous zirconium solutions prepared from metal
halides, While studying the possibility of controlling
these reactions by adding a mineral complexing ligand,
we discovered that an aqueous solution of zirconium
oxychloride in the presence of sulfate exhibits a
thermoreversible sol-gel transition,

© 1997 Internationa! Union of Crystallography
Printed in Great Britain — all rights reserved

Thermoreversible gels are two-phase systems which
acquire elastic properties under temperature changes as a
result of the formation of a connected network by
physical linkages (Djabourov, 1987). Thermoreversible
gelation is often observed in biological systems and
mixtures of synthetic polymers, but this behaviour is not
usual for inorganic gels. To our knowledge, only one
article reports the formation of an inorganic thermo-
reversible gel, namely of aluminium and sodium
polyphosphate, whick was attributed to the formation
of a network of polycations and polyanions (Lima &
Galembeck, 1994).

In this paper we present the first SAXS study
concerning the thermoreversible sol-gel transition of
zirconium oxychloride modified by sulfuric acid. Struc-
tural parameters, such as the fractal dimensionality and
the upper and lower cut-off lengths, are determined from
the SAXS results.

2. The structure function for fractals

Many investigations have clearly established that the
structures of a number of gels and aerogels can be
described by the concept of fractals (Chaput, Boilot,
Dauger, Devreux & De Geyer, 1990; Freltoft, Kjems &
Sinha, 1986; Teixeira, 1988). The structure function and
the SAXS intensity, (g), which is sproportional to the
structure function, exhibits the following remarkably
simple behaviour:

() =Kq™* (1)

where g is the modulus of the scattering vector and o and
K are constants; the exponent o = D, where D is the
fractal dimensionality of the mass fractal object. The
infinite ¢ range for which (1) holds only applies to ideal
fractals having extremely large size and very small basic
units, In real systems, the potential dependence of Kg)
{(1)] is limited both at large and at small g values because
of the finite size or correlation length of the aggregates, £,
and because of the non-zero size of the elementary
particles, a, respectively. The effect of these cut-offs is
the appearance of two crossovers in the scattering curve:
the first at ¢ = 1/, between the Guinier and the fractal
regimes, and the second at g = 1/a, between the fractal

" and the Porod regions.
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The scattering intensity function Kg) is given by
1(g) = oP(9)5(a) @

where S(g) is the structure function, P(g) is the form
factor of the elementary units and ¢ is the number of
scattering units per uait volume.

Freltoft, Kjems & Sinha (1986) and Teixeira (1988}
established the structure function for a fractal composed
of elementary particles of size a having a cut-off for the
correlation represented by 2 function C(r) o exp(—7/£).
The dependence of S(g) on D, £ and a is given by

s(q) = c(1 +{{1/@a)"]
% (DT — DI + (/@™
x sin[(D — Ntan™"(g&)]}) 3)

where T is the gamma function and C is a constant. Note
that this expression becomes S(g) = g° when &' &g
« a-'. At small g, S(g) exhibits Guinier-type behaviour
(Chaput, Boilot, Dauger, Devreux & De Geyer, 1990).

The form factor was approximated by a Gaussian
function assuming spherical-shaped elementary particles:

P(g) = expl—(1/5)q°a"} )

Equation (3) holds for g < 1/a. For g 1/a the SAXS
intensity exhibits the classical Porod asymptotic beha-

viout.

3. Sample preparation

The colloidal suspensions were prepared by adding an
aqueous solution of ZrOCly (0.2 mol 17}, room tempera-
ture) to a hot (353 K) aqueous solution of sulfuric acid
(0.2 mol 1), drop by drop under magnetic stirring. The
volume of the ZrOCl, solution was adjusted to yield
suspensions containing the following Zr**-HSQ,~ molar
ratios: 1:1, 1:2, 1:3, 2:1,3:1 and 4:1, Aliquots of 15 ml of
the suspensions were put inside acetylcellulose mem-
brane tubing with molecular weight cut-off smaller than
14 000, and then submitted to static dialysis against
200 ml of doubly distilled water during 24 h. Dialysis
was carried out in order to decrease the ionic strength of
the suspensions by extracting the excess of ionms;
consequently, peptization of the precipitate was favoured.
Peptization occurs only for samples prepared with molar
ratios of 3:1 and 21, leading to the formation of
transparent and stable suspensions, which gelify as the
pH increases from 1.6 to 3.0. Elemental analysis of these
samples showed that the nominal molar ratio was
preserved after dialysis. We have also noted that the
isocoric gelation may be obtained by increasing the
ternperature of the sol prepared with a molar ratio of 3:1.
Moreover, the liquefaction of the system is observed as
the temperature decreases 1o values smaller than the
critical temperature. This thermoreversible behaviour is
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observed if the system is kept at temperatures higher than
the crifical temperature for a short period of time (less
than 1 h).

4. SAXS measurements

The SAXS study was performed using the D24 SAXS
workstation at the synchrotron X-ray source DCI at
LURE, France. The workstation is equipped with a bent
silicon crystal monochromator which yields a mono-
chromatic (A = 1.49 A) and horizontally focused beam. A
set of slits defines the beam vertically. A position-
sensitive X-ray detector and a multichannel analyser were
used to determine the SAXS intensity J(g) as 2 function
of the modulus of the scattering vector g. Because of the
small size of the incident-beam cross section at the
detection plane, no mathematical desmearing of the
experimental function was needed. The scattered in-
tensity was determined as the difference between the
experimental curve recorded with the sample and the
parasitic scattering curve obtained with the solvent
(water). An ionization chamber, placed downstrear from
the sample, was used to monitor the intensity decay of
the transmitted beam and to determine the sample
attenuation. The natural decay intensity of the incident
beam was monitored also by recording the electronic
current in the synchrotron source.

In situ SAXS measurements Were carried out during
ome cycle of heating and cooling (rate 1 K min-"")
between 303 and 358 K. Each spectrum was recorded
during 150 s, which corresponds to 2 temperature tise of
1.5 K. The sample was put into a cell between two thin
films of Kapton, separated by 0.8 mm, placed ina Metler
FP82 ‘hot stage’ to contro] the thermal cycle.

5. Results and discussion

The thermoreversibility of this system was evidenced by
turbidimetric measurements carried Qut at different rates
of heating and cooling, as shown in Fig. 1, in which
gelation during heating is characterized by an abrupt
increase ip the turbidity at the sol-gel transition
temperature. During cooling, the decrease in turbidity
revealed the liquefaction, the temperature of which (gel~
sol transition) is always lower than the gelation
temperature, resulting in a hysteresis Joop. This beha-
viour is associated with differences in the mobilities of
the small and large particles. The small particles in the
sol have high mobility, favouring aggregate growth. On
the other hand, in the large aggregates in the gel, the
interaction forces between the clusters make liquefaction
(disaggregation) more difficult, It is noteworthy that fast
sates of cooling prevent the system from returning to the
sol state (Fig. 15). The in situ SAXS measurements were
carried out at 1 Kmin~'. In order to obtain complete
reversibility, a much slower cooling rate is mecessary.
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This slow type of cycle was not tried because of the
limited time available for the experimental run.

Fig. 2 shows the log-log plot of the scattered intensity
I(g) as a function of the modulus of scattering vector g,
measured at different temperatures during sample heating
(Fig. 2a) and cooling (Fig. 25). For the region of high g
(g > 005A7") the curves measured at different
temperatures are approximately overlapping and two
power-law regimes can be distinguished. The first one, at
high g, presents a slope of ~4, in agreement with the
Porod law. This behaviour is confirmed by the plot
presented in Fig. 3, which shows that the product /(g)q*
is a constant in the high g region, either for the sol or the
gel, indicating that the primary particles have well
defined surfaces. The Porod limit, which is proportional
to the surface area of the interface, is nearly invariant
during the sol-gel transition. This suggests that aggrega-
tion occurs by simple branching with local contacts
between the primary particles and without the contribu-
tion of any density-increasing or phase-separation
mechanisms, which would produce a noticeable variation
in the interface area.

The second power-law regime at medium ¢ produces a
linear behaviour in the double logarithmic plots (Fig. 2).
The slope is equal to ~2.2 at room temperature and
decreases as the temperature is raised. Moreover, the q
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Fig. 1. Temperature evolution of the turbidity of the colloidal
suspension of zirconium oxychloride modified by sulfuric acid
(ZrS 3:1 and [Zr] = 0.15 mo! 1"} during a cycle of heating and
cooling at (a) 0.0 and (5) ! K min~.

range of the linear region increases toward smal] g values
for higher temperatures, indicating an increase in size of
the fractal aggregates. A third regime is observed at small
g values where the scattered intensity is approximately
independent of g, which is characteristic of noninteract-
ing clusters, This feature is expected for fractal clusters
with finite correlation range which behave as independent
objects,

Fig. 4 shows the fitting for the data displayed in Fig. 2
with the theoretical function /(g) given by (2) using S(gq)
and P(g) defined by (3) and (4), respectively. The
parameter a was determined from the crossover between
the fractal and Porod regions. The other parameters of the
theoretical function were determined by a nonlinear least-

“squares refinement procedure. The theoretical equation
gives, as expected, a good agreement with the experi-
mental observations only below 1/a.

Thee g value of the crossover of the two power regimes
remains approximately constant during the sol-gel-sol
transition and corresponds to @ = 5.5 A for the size of the
primary particles. This value is in good agreement with
the radius of the inner core of a molecule of
Zl'1304(0H)33_g(S04)12.5.33H20 (Squartrito, Rudolf &
Clearfield, 1987), which is formed under conditions of
synthesis similar to those used in the present study. In
this structure, the inner core of the molecule is formed by
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Fig. 2. Log-log plot of the experimental SAXS curves measured at
different temperatures during (a) heating and () cooling. The set of
SAXS curves corresponding to cooling are vertically displaced for
clarity,
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hydroxy and oxo groups bridging Zr atoms, whereas the
sulfate ligands are located at the surface of the
Zr(OH),O,core. These molecules are held together by
electrostatic interactions with the remaining water
molecules.

Fig. 5 shows the temperature cvolution of the fractal
dimensionality D (Fig. 5a) and the cotrelation length of
the aggregates & (Fig. Sb) during the sol—gel-sol
transition. Note that, during cooling, the values of both
D and & are not the same as during heating, indicating a
strong hysteresis effect. This was expected from the
turbidimetric measurements at the same heating rate.

Both sol and gel can be characterized by a fractal
structure model, the dimensionality D decreasing pro-
gressively from 2.2 to about 2.0 in the sol phase and
remaining constant and equal to 1.75 in the gel phase.

The value of D of 2.2 at room temperature is
theoretically expected for ideal branched polymers, as
is D = 2.0 for swollen branched polymers (Chaumont,
Craievich & Zarzycki, 1992a,b, and references therein).
This implies that in solution at room temperature, ideal
branching occurs with monomers interlinked by a matrix
formed by water, similar to the crystalline structure of
ZT1304(0H)33,3(SO4)12_5.33H20. In sqution, these inter-
actions relax as the temperature increases due to the
diminution of the dielectric constant of water. This leads
to swelling of the cluster, which produces a decrease in
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Fig. 3. Porod plots corresponding to (a) the gel phase (T =343 K) and
(&) the sol phase (T = 303 K). In spite of the large statistical errors in
this g range, the Porod asymptotic behaviour seems to be obeyed for
both sol and gel.
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the fractal dimensionality from 2.2 to 2.0 and an increase
in the cluster correlation length from 31 to 46 A as the
temperature increases from 298 to 328 K. However, the
change in & seems to be small when compared to the
large relative variation in the fractal dimensionality,
suggesting that relaxation involves only small and local
structural modifications.

At about 333 K, the size of aggregates, £, increases
abruptly and the fractal dimensionality decreases from
2.0 to 1.75 and remains almost constant up to 343 K. The
value of D of 1.75 is close to the value expected for the
mechanism of random-walk cluster—cluster aggregation
(Chaumont, Craievich & Zarzyckd, 19924,b, and refer-
ences therein). The enhanced mobility of the clusters and
the change of the electrostatic interactions as the
temperature increases may play a role in the modification
of the aggregation mechanism above the gelation
temperature.

The thermoreversible behaviour observed for the
colloidal suspensions of zirconium oxychloride modified
by sulfuric acid is qualitatively similar to that observed in
some polymers in solution with lower critical solution
temperature (LCST), in which phase separation and
gelation occurs above a critical temperature. This
behaviour is often assigned to a decrease in the
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Fig. 4. Experimental points and fitting of the structure function S(g) for
the SAXS curves. The curves are vertically displaced for clarity.
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effectiveness of the solvent, causing a decrease in the
volume entropy due to the density-increase mechanism
of the polymers (Sperling, 1992). Moreover, in the case
of a transition from the solution to a phase-separated
structure, a significant variation in the surface area is
expected.

In contrast, our system shows swelling of the fractal
cluster with increasing temperature, indicating that the
effectiveness of the solvent increases. Moreover, the
Porod limit does not indicate any variation in the surface
area (Fig. 3) during the sol-gel transition. Therefore, it is
difficult to explain our results from the thermodynamic
concepts of LCST.

It scems more consistent to attribute the sol-gel-so!
transition to a change in the affinity between the solvent
and the clusters. In general, the enthalpy of hydration
becomes less negative as the temperature increases. As a
consequence, the solvation tends to decrease during
heating, favouring the formation of more efficient
electrostatic interactions between the Zrz0(OH)ags
(SO4)12.6 molecules by means of sulfate bridging.

In fact, we have observed by IR spectros opy the

presence of a bidentate SO, ligand in the irreversible gel,”

1 | T
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— ——
=< .
*" 100
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.__'_H_.___'-(-
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Fig. 5. Temperature dependence of (g) the fractal dimensionality D and
{b) the size of aggregates £, obtained from the fittings using (2).

obtained after ageing at 353 K for 3 h (Chiavacci, 1996).
Therefore, the thermoreversibility seems to be a
consequence of an intermediate step involving the
formation of a sulfate complex, in which the short-lived
nodes of the network are due to the electrostatic
interaction between the clusters,

6. Conclusion

An aqueous solution of zirconium oxychloride modified
by -sulfuric acid exhibits a thermoreversible sol-gel
transition, as evidenced by turbidimetric measurements.
This SAXS study, during a cycle of heating and cooling,
demonstrates that both the sol and the gel are formed.by
clusters or aggregates having a fractal structure. The size
of the elementary structural unit is similar to that of the
inner core of the Zr;04(OH)ag 5(S04);12.6.33H,0 mole-
cule. The size of the basic building block does not vary
along the whole heating—cooling cycle.

As temperature increases, the initial clusters of perfect
branched polymers (with D = 2.2) in the sol phase
progressively swell (with D decreasing to 2.0).

Gelation is produced by the enhanced electrostatic
interaction between the clusters resulting in a network
with a fractal dimensionality D of 1.75, which is
consistent with the value expected for the mechanism
of cluster—luster aggregation.

This work was supported by CNPq, CAPES/COFE-
CUB and FAPESP (Brazil).
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Abstract

A program for evaluating the solution scattering from
macromolecules with known atomic structure is pre-
sented. The program uses muitipole expansion for fast
calculation of the spherically averaged scattering pattern
and takes into account the hydration shell. Given the
atomic coordinates (e.g. from the Brookhaven Protein
Data Bank) it can either predict the solution scattering
curve or fit the experimental scattering curve using only
two free parameters, the average displaced solvent
volume per atomic group and the contrast of the
hydration layer. The program runs on [BM PCs and on
the major UNIX platforms.

Introduction

Comparisons between experimental  X-ray solution
scattering [small-angle X-ray scattering (SAXS)] curves
and those evaluated from crystallographic structures have
been widely used to validate theoretical models, to verify
the structural similarity between proteins and nucleic
acids in crystals and in solution and to predict quaternary
structures (see e.g. Langridge et al., 1960; Ninio, Luzzati
& Yaniv, 1972; Fedorov, Ptitsyn & Voronin, 1972;
Fedorov & Denesyuk, 1978; Milller, 1983; Pavloy, Sinev,
Timchenko & Ptitsyn, 1986; Grossmann et al., 1993).
Moreover, for multisubunit macromolecules, accurate
evaluation of the solution scattering amplitudes from the
atomic coordinates of separate domains allows one to
determine their relative positions from the SAXS data
(Svergun, 1991, 1994).

The main problem in evaluating the solution scattering
from atomic coordinates is to adequately take into
account the solvent scattering. Several methods have
been developed that basically differ in the representation
of the particle volume inaccessible to the solvent. In the
cffective-atomic-scattering-factor method (e.g. Langridge
et al., 1960; Frascr, MacRac & Suzuki, 1978; Lattman,
1989), the excluded volume is built by dummy solvent

* On leave from the Instilste of Crystallography, Russian Academy
of Sciences, Leninsky pr. 59, 117333 Moscow, Russia.

@ 1995 International Union of Crystallography
Printed in Great Britain — all rights reserved

atoms placed at the positions of the atoms in the
macromolecule. This approach is well justified at
resolutions down to 1-2 nm [i.e. in the range of
momentum transfer 0<s<$3 nm™', s=(4xr/4) sin 0,
20 is the scattering angle, 1 the wavelength]. At higher
resolution, the inhomogeneous filling of the excluded
volume may introduce systematic deviations. The cube
method (Fedorov, Ptitsyn & Voronin, 1972; Ninio,
Luzzati & Yaniv, 1972) and its modifications (Miiller,
1983; Pavlov & Fedorov, 1983} homogeneously fills this
volume with cubic elements and thus provides better
accuracy at higher scattering vectors (s 23 nm™').

. The above methods do not take into account the
hydration shell surrounding macromolecules in solution.
Omission of this shell can lead to significant systematic
errors even near the origin of the scattering curves and
therefore to misinterpretation of the results. Attempts to
include the hydration shell have been made, e.g., by
Hubbard, Hodgson & Doniach (1988} and Grossmann e
al. (1993), but no generai-purpose program has been
developed. CRYSOL, the program described below,
evaluates the SAXS profiles from crystallographic
structures taking into account the scattering from the

hydration shell.

Theory

Macromolecules in solution can be schematically
represented as illustrated in Fig. 1. The particle with
scattering density p,(r) is surrounded by a solvent with
an average scattering density po. The hydration shell is
approximated by a border layer of eflective thickness 4
and density p, that may differ from po. The SAXS
intensity from such particles in dilute solution is
proportional to the averaged scattering of a single

particle:
1(5) = (|4,(5) — poAc(s) + dpAy(s) ) (1)

where A,(s) is the scattering amplitude from the particle
in vacuo, A(s) and A,(s) are, respectively, the scattering
amplitudes from the excluded volume and the border
layer, both with unitary density, dp = ps ~ po, and { )q
stands for the average over all particle orientations [£2 is
the solid angle in reciprocal space, s=(s, 2)].
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Spherical averaging in (1) is greatly facilitated by use
of the multipole expansion (Stuhrmann, 1970a; Latt-
man, 1989). For the atomic coordinates r;=(r;, ;)=
{rs 05 @) and the corresponding atomic form factors
f{s), the scattering amplitude in vacuo of a particle
consisting of N atoms is

N
A(s) = ;}:n J(s) exp (isv)). (2)
Substituting the relation (Edmonds, 1957)

00 [
exp (isr) = 4n§o Y GV (@)Y (52), 3}

maz—}
where the j{sr) are the spherical Bessel functions and the
Y.{f2) are the spherical harmonics, into {2), one can
write
00 i
A=Y T AV (52), 4)

=0 m==}

where A(s) are the partial amplitudes:
N
Apls) = 4n/ ,_z. S8 s inlw)). (5)

With the excluded volume represented as a superposition
of dummy atoms with form factors gi(s) centered at the
same coordinates r;, the amplitude A.(s) is expressed in
the form of (4) with the partial amplitudes

N .
Cim(s) = 4ni’ ?_:. /() Jsr)) Y n())- (6)

Following Stuhrmann (19705), the border layer can be
described by a two-dimensional angular function F(w)
{Fig. 1) as

1 Flwy<rsFlw)+ A

0 0<r<F(w)orr>Flw)+ A. ™

pp(r) =

Fig. 1. Schematic representation of 3 macromolecule in solution. For
explanations sce text.

769

As the partial amplitudes are the Hankel transforms of
the real-space radial functions:

B() = /M| pmlrieri? dr, ()
0

where
Pimlr) = I pf,(r)YI..(w) dw, %

(1
it is readily shown that

Flw)y+a

Bn(s) =#2/m'* | Yh(w)dw [
w Fli)

j‘;(.s'r)r2 dr.

(10)

By (4)~(6) and (10), the three amplitudes cntering into
(1) are represented via their multipole componchls.
Owing to the orthogonal properties of the spherical
harmonics, all cross terms cancel out in the average over
0, leading to a simple expression for the SAXS intcnsity:

L
(=Y X |4ms) = pCinls) + 3pB)E (1)
=0 m=-{
where the truncation value L defines the resolution of the
representation of the particle.

Evaluation of the partial amplitudces

The form factors f(s) and g(s) necessary for the
evaluation of the partial amplitudes Aim(s) and Cp(s)
are specified as follows. Since usually only the
coordinates of the non-H atoms are available in the
Protcin Data Bank (Bemstein e af., 1977), the sumina-
tion in (2) runs only over these atoms, but those having
covalently bound hydrogens are replaced by the corre-
sponding atomic groups according to Table 1. A similar
approach was used earlier by Pavlov & Fedorov (1983)
and Lattman (1989). The spherically averaged form
factors f{s) of cach atomic group arc tabulated on the
interval 0<s <10 nm~' using a five-Gaussian approx-
imation of the form factors of the individual atoms
(International Tables for X-ray Crystallography, 1974)
and the interatomic distances.

The form factors of the dummy atoms entering (6) are
expressed as (Fraser, MacRae & Suzuki, 1978)

g;(s) = G(s)V; exp (—ns? Vf’ 3, (12)

where ¥;==(4n/3) r,, is the solvent volume displaced by
the Jjth atom, or atomic group, represented by the
Gaussian sphere of radius r,; (see Table 1), and G{s) is
an overall expansion factor

G(s) = (ro/rn) exp [-(4n/3)Pnst(rf — ). (13)

Here, #,, =N~ Ef___, ry is the actual average radius of
the atomic group (for proteins, ra, is normally around
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Table 1. Parameters of the atomic groups and hetero-
atoms

Atom or Displaced solvent Radius
alomic group volume (nm) {nm)
H* 0.00515 0.107
c* 0.01644 0.158
CHt 0.0215% 0.173
CH,t 0.02674 0.185
Clist 0.03189 0.197
N* 0.00249 0.084
NHt 0.00764 0.122
NH,t 0.01279 0.145
NH, 0.01794 0.162
O* 0.00913 0.130
OHt 0.01428 0.150
st 0.01986 0.168
SHY 0.02510 0.i81
Mgt 0.01716 0.160
Pt 0.00573 011
Ca} 0.03189 0197
Mn} 0.00920 0.130
kel 0.00799 0,124
Cu} 000878 0.128
Znt 0.00985 0.133

s Observed displaced volumes according to Fraser, MacRae &

Suzuki (1978).
¥ Lvaluated by adding the displaced volume of corresponding

hydrogens.
t Rudii 1aken from International Tables for X-ray Crystallogiuphy

(1968).

0.162 nm), and ry, the effective atomic radius, is a
variable parameter that can be used to change the
displaced volume per atomic group and thus to adjust the
total cxcluded volume. Note that the expansion factor
(13) does not depend on the atomic positions and can be
taken out of the summation in (6).

To evaluate the envelope function F(w), the particle is
moved so that its geometrical center coincides with the
origin. A quasiuniform grid of N, angular directions is
cvaluated using Fibonacci numbers as described by
Svergun (1994). Each non-H atom in the macromolecule
updates the cnvelope function in the direction w, if the
minimum distance between the atom and this direction is
less than the sum of the atomic radius 7,; and the radius
of the water molecule, 7,.=0.15 nm. The updated value

18

(14)

where F'(w,) is the current value of the envelope function
and ry; is the projection of r; onto the direction w; (F ig. 2).

Afler all atoms have been sorted, F{(m) contains the
distances between the origin and the particle surface for
cach w, The amplitudes Cj,(s) arc then evaluated by
numerical integration of (10). The integral over r does
not depend on the envelope function and can be tabulated
in advance.

The density of the bound solvent can differ noticcably
from that of the bulk solvent within only a few dngstroms
distance from the surface (sce e.g. Cheng & Schoenborn,

F(w;) = max {F'{(wy), (r; + 0.5},

X-RAY SOLUTION SCATTERING OF BIOLOGICAL MACROMOLECULES

1990; Badger, 1993), i.e. the condition F(w)>» A is
usually fulfilled. This means that the contribution from
the border layer depends mostly on the product 5p4 and
without loss of generality one of the two parameters can
be fixed. In CRYSOL, the effective width of the border
layer is taken to be 0.3 nm to simulate the most ordered
first hydration layer. The SAXS intensity (11) depends on
two parameters: (i} the average displaced volume per
atomic group and (ii) the contrast of the border layer. The
former parameter is expressed via the effective atomic
radius, which should not differ much from r,, (we found
0.96r,, < ry<1.04r,,). The upper limit of the latter is
(8 mex =70 € nm™" and corresponds to the difference
in the electron density between free and bound water
molecules (Perkins, 1986).

Program implementation

The above algorithms are implemented in the interactive
Fortran77 program CRYSOL, which performs the follow-
ing steps:

(1) The atomic coordinates are read from the data file
in the Brookhaven Protcin Data Bank (PDB) format into
a temporary hcap storage by blocks of a thousand to
determine the geometrical center of the macromolccule
and the origin is shifted to this point, The use of the hcap
storage allows one to avoid limitations on the number of
atomns in the input file.

(2) A quasiuniform grid of angular directions o,
i=1...N,is cvaluated (N, <4185), the form factors and
the integrals of Bessel functions (10) are tabulated in the
range of momentum transfer and at the resolution level
(L < 15) specified by the user.

(3) The atomic types and coordinates are read from the
PDB file into a temporary heap storage once again. For
each atom or heteroatom, the atomic group and the
displaced volume are identificd according to Table t and
the contributions to the partial amplitudes Ap(s), Cinls)
and the envelope function F{w) are evaluated. O atoms
belonging to water molecules are ignored.

(4) The amplitudes Byy(s) are evaluated from the

function F{w).

Fig. 2. Evalustion of the cnvelope function. The current atomic
coordinate relative to the origin O is r;, the current dircection i,
|OP) =ry | PRI =05ry,, Alo)= | OQ). For details see text.
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(5) The SAXS intensity, is, ro, dp) is calculated using
(11) for a valuc of py =334 ¢ nm ™" corresponding Lo the
bulk water with the default parameters, ro=rm and
$p=30enm™>.

(6) If the experimental curve I(s) is given, the
parameters are adjusted so as to fit the experimental
data. A plain grid search is made for 0.96r, =
rp<1.04r, and 0<dp<60e¢ nm~> to minimize the
functional

2 s = b
X (ro. 3) = 3 2 o)

& [l.-(si) — (s, o, ‘s»")]z_ (15)
P i=l

where N, is the number of experimental points, the o(sy)
are the experimental errors and

Ny

N 1
" sl (i 70, 8P) s, ro. 0
‘= [E f’(-":)2 ][Z a (-"'i)2 ] (16)

=1 i=l

is the scale factor. The fit is presented on a graphic
display and the parameters can also be changed manually.

(7) The results (integral parameters of the particle, its
envelope function, partial amplitudes, intensities and the
fit to the experimental data) are stored in the correspond-
ing ASCII and binary files. The data can be retrieved for
further calculations with other parameters and/or experi-
mental data sets.

The program is compiled on IBM PC computers using
the Microsoft Fortran PowerStation 1.0 with the Phar Lap
MS-DOS extender and requires DOS version 3.3 or later,
2 Mbytes of free memory (conventional + extended) and
EGA/VGA/SVGA video display. Versions for the major
UNIX platforms (Sun, Silicon Graphics, DEC Alpha),
which use the public domain graphical package GNU-
PLOT, are also available.

Examples of applications

To illustrate the use of CRYSOL, we present the results
obtained for hen egg white lysozyme (molecular weight
14 KDa), which has already been used for illustrative
purposes by various authors (Pickover & Engelman,
1982; Pavlov & Fedorov, 1983; Lattman, 1989). The
X-ray scattering curve from a lysozyme solution (Fig. 3)
was recorded using standard procedures on the X33
camera of the EMBL in HASYLAB at the Deutsches
Electronen Synchrotron (DESY) in Hamburg. The

coordinates of the lysozyme (Diamond, 1974) were taken,

from thc PDB file pdb6lyz.cnt. Fig. 4 displays the
scattering curves L(s)= (4a(8))%, 1ds)=(podc(s))” and
Is)= (t?cpA,,(s))2 evaluated with L= 12 and N, =2585.
In Fig. 3, the best fit 1o the experimental data (x = 0.477)
obtained at rp=0.161 nm (total excluded volume
17.4 nm®) and 8p=25 e nm > corresponding to 2
hydration of 0.4 g g~' (gram of H O per gram of
protein) is presented. The experimental radius of gyra-
tion is R,=1.52 (2) nm; the thcoretical valuc is
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R, =1.48 nm. Note that when the hydration shell {its
radius of gyration is 1.88 nm) is not taken inlo account
by fixing of ép =0, the (it to the experimental data s
poorer (x=0.765, R,=143 nm).

The results of CRYSOL were compared to those of the
program of Paviov & Fedorov {1983), which usecs ll}e
modified cube mcthod and the numerical average 11
reciprocal space. The excluded volume 16.8 nm

1, relative

mw ) [

i
-

Fig. 3. Experimental solution scattering from lysozyme (dots) und the
best fit by CRYSOL (solid line). The dashed curve indicaies the best

fit at op=0.
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Fig. 4. Scattering from the atomic structure in vacuo 1,(s) (1), shape
scatlering /Ax) (2) and scattcring from the border layer Ju(s) for
lysozyme (solid lines). Dushed lines: curves cvaluated by Puvlov’s
progrum wilh the shape scattering scaled 10 the same excluded
violunwe.
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corresponds well to the value obtained by CRYSOL and
the curves I,(s) and (s} are in good agrecment up to
s ~ 4 nm~". For higher angles, there are deviations in the
shape scattering from CRYSOL owing to the inhomo-
gencously filled excluded volume. The scatlering curve
cateulated by Pavlov's program, which docs not take the
hydration shell into account, has noticcable syslemalic
deviations at small angles (x=0.687, R, =147 nm).
The deviations can be reduced by artificial changing of
the solvent density to pg=310¢ nm®, which gives
y=0.581 and R,=145nm. The total CPU time
required by CRYSOL on an IBM AT/486 DX50 was
310 s. In comparison, Pavlov’s program, for which the
user has to run three scparate executable modules,
requires a total of 660 s of CPU time.

We have also attempted to make a comparison with the
program of Lattman (1989) which uses the effective
atomic factors method and the multipole expansion. This
comparison failed, apparently owing to softwarc limita-
tions cncountered in running this program with our
experimental data.

Fig. 5 illustrates the use of CRYSOL for the E. coli
aspartate transcarbamylase (ATCase), which is a dode-
camer with a molecular weight of 303 KDa. The
coordinates of the 7 form of the ATCase (Kantorowilz
& Lipscomb, 1988) were gencrated using the appropriate
symmetry operations from the PDB file pdb6atl.ent. The
experimental curve recorded at the small-angle scattering
installation of the synchrotron-radiation laboratory
LURE in Orsay, France (Herve et al, 1985) yields
R,=4.68 (3) nm. CRYSOL provides the best fit
(y=1.16, Ry=4.64 nm) at rp=0.168 nm and dp=
58 e nm~> corresponding to a hydration of 0.21 g g .
The best fit achieved without the hydration shell at
ro=0.167 is poor (x = 4.89, R, =4.43 nm) and displays
a significant shift of the subsidiary maxima (such a shift

1. relative

o0 |~ . et e g e e
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100

' ' 3 b
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Fig. 5. Experimental solution scaticring lrom ATCase and the fits with
and without solvation shell. Notation js as in Fig. 3.
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has already been reporied by Altman, Ladner &
Lipscomb, 1982).

CRYSOL has been successfully used on a number of
protein structures in ongoing projects at the EMBL
Outstation (e.g. hexokinase, ribonucleatide reductasce
proteins R1 and R2 efc.). A beta-release ol the program
was also tested at the Stanford Synchrotron Radiation
Laboratory {Stanford University, USA).

Concluding remarks

The importance of the contribution of the hydration shell
to the scattering has been discussed by various authors
(Hubbard, Hodgson & Deoniach, 1988: Schoenborn,
1988; Badger, 1993; Grossmann e al., 1993). The
structures available from the Protein Data Bank usually
contain less than 50% of the bound waters and these can
hardly be used to represent the hydration shell in
solution, In fact, attempts to include these waters in the
calculations on lysozyme with Pavlov’s program de-
graded the results.

The border layer introduced in CRYSOL is, of course, a
simplified model of the hydration shell. For macromo-
lecules with a complicated shape, the envelope function
may tot be single valued and the use of F(i) would fill
the inner cavitics. Although F(e) is thus not suitable to
evaluate the .shape scattering itself, one is still welt
justified to use it for the description of the outer hydration
shell. By use of the shell of a constant density and the
fixed thickness of 0.3 nm, the primary solvation layer is
approximated. The primary layer is known to contain the
most ordered waters (see, e.g., Thanki, Thomnton &
Goodfelliow, 1988; Cheng & Schoenborn, 19%0; Badger,
1993) and thus dominates the scattering from the
solvation shell. For all proteins studied up to now, we
found that the contribution from the border layer
significantly improved the fit to the experimental data
(the hydration ratio was normally 0.2-0.3 g g™' the
value 0.4 g g~' for lysozyme was exceptionally high).

CRYSOL has been proven to adequately evaluate the
SAXS profiles up to s <4 nm~' (ie a resolution of
about 1.5 nm), where the deviations due to the
inhomogeneously filled excluded volume and the finite
number of multipoles are negligible. At higher angles,
the cube methods are expected to be more accurate.

The executable code of the program for IBM PCs and
UNIX workstations and a user manual are available from
the authors (e-mail svergun@embl-Hamburg.de).

The authors thank Drs M. Paviov and E. Lattman for
providing their programs, Dr A. Semenyuk for his help at
the early stage of this project and Dr P Vachette for
providing the data on ATCase. This work was supported
by the NATO Linkage Grant LG 921231, INTAS grant
93-645 and the CNPq (Conselho Nacional de Desenvol-
vimento Cientifico e Tecnologico) fellowship of C.
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Restoring Low Resolution Structure of Biological Macromolecules from
Solution Scattering Using Simulated Annealing

L. 1. Svergun

European Malecular Biology Laboratory, Hamburg, Germany and Institute of Crystallography, Russian Academy of Sciences,

Moscow, Russia

ABSTRACT A method is proposed to restore ab initio low resolution shape and internal structure of chaotically oriented
particles (e.g., biological macromolecules in solution) from isotropic scattering. A muitiphase model of a particle built from
densely packed dummy atoms is characterized by a configuration vector assigning the atom to a specific phase or to the
solvent. Simulated annealing is employed tc find a configuration that fits the data while minimizing the interfacial area.
Application of the method is iliustrated by the restoration of a ribosome-like model structure and more realistically by the
determination of the shape of several proteins from experimental x-ray scattering data.

INTRODUCTION

The fundamental aim of structural studies in molecutar
biology is to establish a relationship between the structure
(or, more precisely, structural changes) and function of
biclogical macromolecules. Over the past years, a tremen-
dous amount of structural information has been obtained
using macromolecular crystallography and nuclear mag-
netic resonance (NMR). These high-resolution methods ap-
ply only in rather specific conditions: it is often difficult to
grow crystals of high molecular weight (MW) assemblies
that are suitable for diffraction, and the application of NMR
is fundamentally limited to small (MW < 30 kd) proteins.
As most cellular functions are performed by macromolec-
ular complexes, the structure of which depends on their
environment, alternative ways of obtaining infonmation on
structures and the factors governing their often subtle
changes must be explored.

X-ray and neutron small angle scattering (SAS) in solu-
tion can yield low-resolution information only (from ~1-
100 nm) but are applicable in a broad range of conditions
and particle sizes (Feigin and Svergun, 1987). SAS permits
analysis of biological macromolecules and their complexes
in nearly physiological environments and direct study of
structural responses to changes in external conditions.

Scattering intensity from a dilute monodisperse solution
of macromolecules (e.g., of purified proteins) is propor-
tional to the spherically averaged single-particle scattering
Iisy = (A*(s))q,. where s = (s, {)} is the scattering vector,
s = (4m/A)sin 0, A the wavelength, and 26 the scattering
angle. The sampling theorem (Shannon and Weaver, 1949;
Meoore, 1980: Taupin and Luzzati, 1982) estimates the num-
ber of degrees of freedom associated with f{s} on an interval
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Spnin < 8 < Sae 98 Mo = Doy S — Smin) 7. where £
is the maximum particle diameter. As the SAS curves decay
rapidly with s they are reliably registered only at low
resolution and, in practice, N, does not exceed 10-15. Based
on this estimate, SAS is commonly considered to be not
oniy a low-resolution but also a low-information technique.

Additional infonmation about the particle structure is
provided by contrast variation (Swhrmmann wund Kirste,
1965). The contrast of a particle or its component with u
scattering density distribution p{r) in a solvent of density p,
is the average effective density Ap = {p(r)) — p.. For
single-component macromolecules (c.g., protcins). meca-
surements at different p, allow extraction of the scattering
due to the particle shape. For particles consisting of distinct
components with different scattering length densities (e.g..
lipoprotein or nucleoprotein complexes). contributiens from
the components can be extracted, allowing analysis of their
individual structures and mutual positions. Neutron contrast
variation studies emploving isotopic H/D exchange are es-
pecially effective due to a remarkable difference in the
scattering length of H and D atbms (Koch and Stuhrmann,
1979; Capel et al., 1987).

Only a few particle parameters (radius of gyration K.
volume, D,,,) are directly evaluated from the SAS data, A
comumon way of further analysis by trial-and-error modeling
requires a priori information and can by po means guaran-
tee unigueness. The degree of uncertainty is reduced when
the structure of individual domains is available: this also
permits construction of biologically meaningful models
(Krueger et al., 1997; Ashton et al.. 1997; Svergun et al.,
1998a). An ab initio approach for restoration of low-reso-
lution envelopes (Stuhrmann, 1970a; Svergun and Stuhr-
mann, 1991; Svergun et al., 1996) has been applied to shape
determination of proteins (Svergun et al., 1997a} and con-
trast variation analysis of ribosomes (Svergun, 1994: Sver-
gun et al., 1997b). An interesting procedure for ab imrtio
shape determination has recently been developed by Chacon
et al. {1998) using a genetic algorithm to produce models
described by densely packed beads. The present paper in-
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troduces a general method for ab initio low-resolution shape
and internal structure retrieval and presents its application to
a model system and to real objects.

MATERIALS AND METHODS
Dummy atom model

First, a general model of a A-phase panticle (A = 1) is constructed and its
scattering is calculated. A volume is defined which encloses the particle
e, a sphere of sufficiemtly large radius R) and filled with ¥ dummy
atoms {e.p.. closely packed spheres of radius 1y, <6< R; see example of such
packing in Fig. 1. niiddle row). Each dummy atom is assigned an index .
indicating the phase to whiel it belongs LY; ranges from © (solvent} o K).
Ciiven the fixed atomic positions. the shape and stucture of the dunumy

FIGURE 1 Restoration of a two-phase particle. {4)
Model structure: outer semitransparent envelope and
solids represent phase 1. (B) Shape determination:
green dots represent the positions of dummy atoms in
the search volume. red circles (superimposed on the
outer tnvelope) show the configuration obtained by
fitting scattering curve 1 in Fig. 2. (C) Internal struc-
ture retrieval: final confipurations of phase | for thiee
independent nins {circles, crosses. and asterisks) are
superimposed to the semitransparemt solids of phase 1.
The right orientation is rotated counterclockwise
around Y by #0°, Figs. | and 3 were displayed using
the program ASSA (Kozin et al.. 1997).
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aom model (DAM) are compleiely deseribed by o phase assignmem
teonligurition) vector ¥ with A = (#+,)° components.

Assuming that the dummy moms of the kth phase have comtrast Ap,, the
scattering intensity from the DAM s

\

K
N
e Apk/ilk(s) (1)

W oh=1

Hs) =
0
where J,05) is the scattering amplitude from the volume oceupicd by the

&h phase. Representing the amplitedes using the spherical humionics
Vil 1)

> !
Als) =2 X ANSOY L) (2)

1=l mi= =}
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one obuans Stwuhrmann, 1970b; Svergun, 1994}

e ] K
fis)y=27 2 X {2 [ApARF
=) m= =t | k=1

+2 3 Ap Al ) Ap LA T*

n>k

The partial amplitudes from the volume occupied by the kth phase in a
DAM are

L
Abg) = i1\ 2imfls) 2 jdsr) Vi) (4)

1=1

where the sum runs aver the dummy wtoms of the &th phase. ry. wy are their
polar coordinates, j{x) the spherieal Besset function, and 7{s) the scattering
from a single atom (form factor). Eqs. 3 and 4 allow computation of the
scattering curves from 4 muitiphase DAM for an arbitrary configuration .t
ind arbitrary contrasts Ap.

Looseness criterion
Ciiven a set of A7 = | contrast variation curves J[f,',,(.v). =l M, s
natural to search for a configuration A" minimizing the discrepancy

M N

1 .
¥ =5 2 2 W) - Msew)l (5

=1 j=1

where N(i) is the number of points in the ith curve and o{s) denotes the
experimental errors.

For an adequate description of a structure the number of dummy atoms
must. however. be large (M = 10°). Even if the data are neatly fitted.
uniqueness of such a mode] cannot be meaningfully discussed.

Let us require the model to have low resolution with respect to #,.
Qualitatively this means that the volumes occupied by the phases are not
expected to contain only a single dummy atom or a few atoms. nor can the
interfacial area be too detailed. For a quantitative estimate, a list of contacts
{i.e.. atoms at un offset <<2r,) is defined for each dummy atom. The number
of contacts for hexagonal packing is &, = 12 {or less for the atoms close
to the DAM border). An individual connectivity of a nonsofvent atom is
characterized by counting among its contacts the number of atoms N,
belonging to the same phase. An exponential form C(N,) = | — PN =
I - [exp(—0.5N,) — exp{—0.5NV,)] can be taken to emphasize loosely
connected dummy atoms. This function slowly decays from C(12) = |
(ideal connectivity) to C(6) = 0.943 (half the contacts may indicate. e.g..
the particle border), followed by a steep decrease for looser atems toward
C(0) = 0.002 (for a dummy isolated atom. which should never appear),
The compicmess of a given configuration X’ can be computed as iwn average
connectivity of all nonsolvent atoms {C(N,)). ln the following, a configu-
ration will be characterized by the average looseness P(\) = | — (CIN_}).
This value depends mostly on the connectivity of the individual atoms. but
also on the anisometry of the particle represented by the nonselvent atoms.
For example, at K = 1 and ¥ ~ 2000, P = 0.007 for a solid sphere. 0.012
for a prolate ellipsoid of rotation with an axial ratio 1:10. Filling the two
volumes randomty with phase 0 {solvent) and phase 1 (particle) atoms
yields P = 0.1 in both cases.

Minimization procedure

The task of retrieving a low-resolution mode] from the seattering data can
be formulated as follows: given a DAM, {find a configuration ¥ minimizing
a poal function f{X) = y¥* + wP(X), where o > 0 is the weight of the
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looseness penalty. As uswal when wsing penaitics. the weight hiss to be
selected in such o way that the second term vields o significant (s
~10-30%) comribution 1o the function m the end of he minimization.
Because x7 is expected to be around 1 for o correct solution and (N is of
order of 1077 for compict bodies. «v = 10" is a reasonable choice.

Ghven the Large number of variables and the combinaonial mature of the
problem. simulated annealing (SA) (Kirkpatrick ct al.. 1983) seems 10 he
an appropriate plobal minimization method. The main idea i this method
15 to perform random modifications of the system (i.e., of the vector A3
while moving always to the configurations that decrease energy f (A}, but
sometimes ilso 1o those that increase /{.\). The probubility of sccepling the
lutter moves decreuses in the cowrse of the minimization (the svstem is
cooled). At the beginning, the temperature is high ind the ehimges ahmost
random, whereas il the end & configuration with nearly minimum energ
is reached. The algorithm was implemented in i8s faster simulated quench-
ing (Press et al.. 1992; Ingber. 1993) version:

L. Start from a random configuration Xy, at i high temperatare 7, [e.g..
Ty = 141 )

2. Select an atom at randem. rndomly change its phase teonfigurtion
A7) and compute A = FLY) — f10.

3. A < 0 move o A7 FA > 0 do this with i probabilicy exp( A/
Repeat Step 2 from A7 {if aecepted) or from .Y

4. Hold I censtant for 100N recondipurations or 10X successful recon-
figurations, whichever comes first, then cool the system (T — 1.97).
Continue cooling until no improvement in f{.Y) is observed.

Only one dummy atom is changed per move so that only a single
summand in Eq. 4 must be updated to calculate the partial sanplitudes. As
the latter is the most time-consuming operation. this accelerates the eval-
wation of {4} sbout M times. This acceleration nuikes it possible to use the
SA. which is very robust (Ingber. 1993) but woukd otherwise be prohibi-
tively slow. as millions of function evaluations are required for o tyvpical
refinement.

Scattering experiments and data treatment

The synchrotron radiation x-ray scattering data from enolpyryvul truns-
ferase, elongation factor Tu. thioredoxin reductase. und reverse transerip-
tuse were collected following stundiwd procedures using the X33 camera
{Koeh and Bordas. 1983; Boulin et al. 1986, 1988) of the European
Molecular Biology Laboratory at Deumsches Eleldtronen Synerotron {(1lam-
burg) and multiwire proportional chambers with delay line readont {(ab-
riel and Dauvergne. 1982). Details of the experimental procedures are
given elsewhere (Schonbrunn et al.. 1998; Bilgin et ul.. 1998 Svergun et
al.. 1997a. 1998b). The data processing (normalization. buffer subtraction.
ete.) mvolved statistical error propagation using the progrum SAPOKO
(Svergun and Koch, unpublished data). The muaximum dinmeters were
estimated from the experimental data using the orthogonal expansion
program ORTOGNOM (Svergun. 1993).

RESULTS
Model example: two-phase particle

The method was first tested on simulated data from a model
two-phase object in Fig. 1. The outer envelope was taken
from the electron microscopic model of the 308 Escherichia
coli ribosomal subunit (Frank et al., 1995). Phuse | is
represented by four bodies inside the envelope (a triaxial
ellipsoid and several ribosomal proteins, see Table 1), phase
2 by the remaining volurme. The curves in Fig. 2 were
calculated in a typical experimental interval 0.06 < s < 1.5
nm™’ (a resolution of 27/s,,,, = 4.1 nm). The contrasts of
the two phases were taken to correspond to those of protein
and RNA, respectively, in a neutron experimment. Curve 1
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TABLE 1 Envelopes comprising the two-phase model

Volume R,

Maodel body. Protein Dats Bank entry (') (nm)

I. Outer envelope 1232 6.29
2. Eltipsoid 3.1 X 4.4 X 5.0 nm 286 3.28
3. Dimer of protein 88, 1sei (Davies et al.. 1996) 43 2.59
4. Protein 85, lpkp (Ramakrishnan and White. 1992) 20 1.53
5. Protetn 813, lab3 (Berpglund et al.. 1997) 15 1.43

The envelopes of the ribosomal proteins were computed from their atomic
coordinates in the Protein Data Bank (PDB. Bemstein et al.. 1977) using
the CRYSOL program (Svergun et al.. 1993).

corresponds to infinite contrast (Ap, = Ap,, deuterated
particte in H,0). curves 2-5 to a protonated particle in
solvents with D,O concentrations of 0%, 4(0% (protein
matched out), 70% (RNA matched out), and 100%. Only
three of these five curves are independent, the redundancy
being required, as in real experiments, to account for ran-
dom errors simulated here (3% relative noise was added to
the intensities).

Model calculations below were performed with the cor-
rectly scaled data scts (absolute scale) and with those mui-
tiplied by arbitrary factors (relative scale, by fitting only
geometry of the curves) led to similar final models. Series
2-3 over spherical harmonics were truncated at / = 14 and
the atomic scattering f{s)} = ] was taken (it can be shown
that a constant form factor, not that of a sphere with radius

lg I, relative

1 | |
12 - -
11 -
10 | (1) —
N (2) i
(3)
B "
(4)
7 - -
(5)
6 -
| [ |
0.0 0.5 1.0 1.5

-1
S, nm

FIGURE 2 Simwulated scattering from the two-phase model in Fig. | 4
{dots) and the fits {so/id lines; results of different restorations are indistin-
guishable). For the contrasts of curves 1-5, see text,
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I'y» ensures adequate computation of the partial amplitudes).
The simuiated and experimental curves were always neatly
fited (y° =~ 1) and the final lovscness was around P =
0.02.

At infinite contrast, the object is u single phase purticle
and ab initio shape determination can be done against curve
(K= M= 1} A sphere of radius R = D,__2 = 1] nm
was filled by dummy atoms with 1, = 0.8 run (N = 1925).
Annealing viclds stable results for different starting points
and the restored configurations (a typical one is presented in
Fig. I B} match the theoretical envelope well. The shape is.
of course. recovered in an arbitrary orientation and handed-
ness, the cnantiomorph yielding the same scattering curve.

The envelope of the DAM in Fig. 1 C was corputed.
radially expanded by 0.5 nm to enclose 1.25 times the
volume of the mode! particle and filled with & = 2098
dummy atoms at », = 0.5 nm. The two-phasc refinement
performed against all five scattering curves yiclds nearly
perfect restoration of the overall shape. The reconstruction
of the inner structure is illustrated in Fig. 1 C displaying the
atoms assigned to phase | for three independent runs. The
shape and location of the largest eilipsoidal particle are well
recovered, whereas the uncertainty in the representation of
the smaller bodies is relatively large. This is not surprising
given that these smaller bodies occupy only a few percent of
the model volume and their radii of gyration are smaller
than the resolution of the data (Table 1). It is rather surpris-
ing that the method is sensitive to their presence: the solu-
tions for all runs (more than a dozen) displayed atoms of
phase 1 in the volume around the correct positions of the
small particles. As can be seen from Fig. 1 C, averaging the
results of independent runs provides a way to further refine
the solution and to estimate its uncertainty.

Practical example: shape
determination of proteins

ls it possible to use the method if ne contrast variation data
are available, e.g.. for shape detenmination of proteins from
x-ray scattering? For proteins with MW > 30 kd, the shape
scattering dominates the inner part of the x-ray curve. Scat-
tering from the intemal structure is nearly a constant that
can be subtracted from the data to ensure that the intensity
decays as s~ at higher angles. following Porod's (1982)
law. Fig. 3 4-D and Table 2 illustrate ab initio shape
restoration from the experimental data of several proteins
with known atomic resolution crystal structures. The
synchrotron radiation scattering curves (Fig. 4) were re-
corded as part of ongoing projects at the European Molec-
ular Biology Laboratory., Hamburg Quistation (see Materi-
als and Methods). The data on a relative scale were used and
the diameters of the search spheres D,,.. were determined
from the individual experimental curves. The value of ry
was selected to have N = 1500 atoms, and the results
obtained were stable to the starting configuration. Compar-
ison with the appropriately rotated atomic modeis indicates
that the low-resolution structure is well restored.
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FIGURE 3 Shape determination of proteins in
solution. Notations {4) through {D) correspond
to Table 2. Dos: search volumes. semitranspar-
ent spheres of radius r, restored configurations
superimposed to the C, chains of the atomic
models (fines). The right orientation is rotated as
i Fig. 1.

The volumes occupied by the final DAMs are in ali cases
larger than the dry volumes of the proteins computed from
their MWs. This apparent swelling is due to the higher
density of the bound water in the hydration shell (Ashton et
al., 1997; Svergun et al., 1998b).

DISCUSSION

How can the predictions of the sampling theorem be recon-
ciled with the restoration of the models described by & =
N, atoms? First, N, alone does not define the degrees of
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freedom for a data set. Redundancy of the experimental data
measured with an angular step much smaller than the width
of the Shannon’s channet (As = 7/D,,,,) increases the
information content; this is successfully used for superreso-
lution in optical unage reconstruction (Frieden, 1971). The
effective number of degrees of freedom was shown to range
from zero at the signal-to-noise ratio of 1 to 15/, at signal-
to-noise ratio of 10 (Frieden, 1971). This should not be
taken as a proof that one is entitled to build models de-
scribed by 15N, independent parameters, but rather as an
indication that the number of degrees of freedom strongly
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TABLE 2 Proteins recovered and their parameters

Protein, Protein Data Bank entry MW kd D, nm § e N N, ro 1M N N

A Enolpyruvyl wmansferase 45 1.5 2.2 53 0.30 1442 324
e (Skarzynski et al.. 1996)

B. Elongation tacter Tu 45 &0 1.9 4.8 0.30 1763 545
lefi (Kjeldgaard et al.. 1993)

C. Thioredoxin reductase 68 110 20 7.0 045 1341 267
Ltde { Waksman et al.. 1994

D. Reverse trinscriptise 105 125 20 8.0 0.50 1483 313

3hvt (Wang et al., 1994}

*N, denotes the nummber of dummy atems of phase | in the final model.

depends on data accuracy. For SAS, it was demonstrated by
Svergun et al. (1996} that a unique determination of particle
envelope is also achieved with a nwunber of model param-
eters up to 1.5/ Second, the number of independent pa-
rameters in a DAM is much lower than N due to the
looseness penalty. At later annealing stages the program
searches for a compact solution with the smallest interfacial
area, whereas the fit acts as a constraint (the penalty, rather
than )(2 is decreased). The more information provided by
the data, the more stringent is the constraint, i.e., the more
detail should be kept by the DAM. Among the proteins
presented, the most detail is obtained for that with the
largest MW and the largest N, value (Fig. 3 D and Table 2).

lg 1, relative

[ |
(A)
1+ ]
of (8)
—ir (c)
_2 - e
(D) I'i."nl‘i.;- 1
._.3 - i
_4 - :
1 |
0.0 1.0 2.0

-1
5, nn

FIGURE 4 Experimental curves from the proteins in Fig, 3 {svmbols
with error bars; notations {4) through (D) as in Table 2) and scattering from
the restored models {sofid lines). Appropriale constants were subtracted
from the experimental data before fitting; see text.

For single-phase particles (K = 1), the shape representa-
tion using DAM is equivalent to that emploved in the bead
modeling of Chacdn et al. {(1998). The ab initic shape
determination from a single scattering curve (K = M = 1)
is the least favorable case from the informational point of
view, as the cross-terms are missing in Eq. 3. Svergun et al.
(1996) demonstrated that bodies sharing similar gross fea-
tures but differing in finer details may produce nearly iden-
tical scattering curves in a given interval. A unigue solution
can then be obtained only by restricting the resolution of the
model. In the method of Svergun et al. (1996, 1997a) this
was done by representing the particle envelope with limited
number of spherical harmonics. Chacén et al. (1998) did not
use an explicit compactness criterion; instead, the genetic
algorithm procedure started from a relatively large bead
radius #, and several cycles with decreasing r, were per-
formed. Although the effective resolution of the model was
lowered by the reduction of the search volume after each
cycle, noticeable portions of loosely connected beads could
be seen in the final models.

In the model calculations performed, and also for the
examples in Figs. 3 and 4, the SA procedure yielded very
similar compact solutions for different starting approxima-
tions (again, up to an arbitrary rotation, shift, and handed-
ness). The weight of the looseness penalty may be changed.
by a factor of up to five without distorting the low-resolu-
tion features of the solution, and comparison of several
independent runs can be used to estimate the uncertainty.
One should stress, however, that the ab initio shape deter-
mination must be used with caution. especially if the scat-
tering from the internal inhomogeneities is not negligible. In
particular, it would not be justified to expect a detailed
shape restoration when using x-ray scattering curves from
low MW proteins presented in Fig. 3. Further analysis of the
uniqueness of the shape restoration using the SA procedure,
including the influence of the systematic errors and com-
parison with other methods, are in progress. Test calcu-
lations made on several other proteins with known atomic
structure yielded good ab initio restorations of their low-
resolution structure similar to those presented in Fig, 3. It
is thus tempting to say that the looseness penalty forces
the method to select the level of detail required for
uniqueness.
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On a 180-MHz SGI workstation with an R10.000 pro-
cessor. single-phase DAM refinement against one curve
takes ~35~6 h of CPU time. For the rwo-phasc system,
typical times were longer (40-50 h). These times corre-
spond to the annealing conditions listed above: practice will
show to what extent the number of function evaluations can
be reduced without affecting the convergence. In particular,
it was found that reconfigurations of 50-70N are sufficient
to equilibrate the system at each temperature, which halves
the CPU power required. For a single-phase DAM. signif-
icant acceleration can be achieved by reducing the scarch
volume at a later annealing stage, when the particle shape is
already well defined. Clearly the method could gain con-
siderably from parallel implementation. Global minimiza-
tion techniques that are claimed to be faster, e.g.. taboo
search (Glover, 1989), will also be tested.

Further applications of the method include, first. the
analysis of the internal structure of multi-component mac-
romolecular complexes, which in many cases is facilitated
by using electron microscopic models of the overall shape.
In particular, in studies on ribosome, where single crystals
have long been available, little information has been re-
ported so far about the mutuai distribution of ribosomal
components despite remarkable recent progress in X-ray
crystallography and cryo-electron microscopy (Ban et al.,
1998). The main reason for this is the small contrast be-
tween ribosomal proteins and RNA in these studies, and the
most detailed results are still those obtained by neutron
scattering using triangulation of individual proteins in the
ribosomal subunits (Capel et al.,, 1987; May et al., 1992).
The method presented is being used to construct the map of
the protein-RNA distribution in the £. coli ribosome based
on the earlier neutron scattering data from selectively deu-
terated particles (Svergun et al., 1997b). Second, ab initio
retrieval of the quaternary structure of macromolecules in
terms of low-resolution particle shape could, albeit with
some caveats. also be done without contrast variation, using
x-ray scattering data only. The executable codes of the
shape determination program for IBM-PC and major UNIX
platforms are available from the author upon request.

The author is indebted to M. H. I. Koch for helpful discussions and
encouraging criticism and to M. B. Kozin for assistance with computer
graphics. 1 thank E. Schonbrunn, N. Bilgin, 8. Kuprin, and L. Goobar-
Larsson for providing the experimental scattering data. The work was
supported by European Union grant B104-CT97-2143.
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