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Magnetovariational Studies : Principles

Summar

The physical and chemical properties of the Earth's interior in the
depth range of a few or more kilometers cannot be determined directly
and must be inferred, albeit imperfectly, from observations in the
accessible regions near or above the surface of the earth. Besides
providing information to our basic inquisitivness to know what lies below
the earth's surface, knowledge of its deep interior also tell us the
areas prone to earthquakes and the regions which could have potential
non - renewable resources. The great relevance of both these informations
to the present industralised society, has resulted in increasing use of
magnetovariation (My} or geomagnetic deep sounding (GDS) - as they are
also called alternatively. At this stage itself, it is important to
point out the inherent )imitation of all these studies, for a physical
parameter is being deduced from the effects it produces a few hundred
kilometers away. In addition its signal is recorded mixed with host ¢j
interferring signals generated by other sources. Inspite of this
difficulty, techniques have been developed to resolve the physical

parameters of the earth's interior.

The terrestrial magnetic field has a large (>99%) component of
purely internal origin. Sitting on this are smali transient
variations originating from currents flowing in ionosphere and beyond.
Both, the ambient static field and the transient dynamic field, in their
spatial patterns show signatures (in the form of anomalies) of subsurface
geclogical structyres. The anomalies in the ambient field have been in

use since long in geophysical prospecting. Rather this being the cheapest
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methad is commonly adopted in reconnaisance work. However, the last three
decades have seen considerable use of MV (GDS) also in studies of earth's
interior. Ihe two magnetic methods: one using static tield and the other
dynamic field, have very little in common with each other. The etfect of
first are related to permeability and of the second to electrical conductivity
of the medium. An important peint to keep in mind s that with the static
field sub-surface layers above Curie isotherm (~ 20-40 km) can only be
studied., whereas the dynamic part of the tield can probe up to about 1500 km.
Depth limit of the first is limited to those regions where permanent
magnetisazion is possible and of the second to the penetration depth of

signals originating from Sun.

The first attempt on calculating the conductivity of crust and mantle
of earth using transient geomagnetic variations started with Sir Sydney
Chapman {1919). On historical counts it should be mentioned that from
the time of Jast century it was realized that the transient variations
recorded on the earth's surface contain signatures of electrical conductivity
of thz earth's interior, and so possibly could be used to estimate them.
Despite sc clear &n understanding of the process, it toock about half a
centu~y,even after the pioneering work of Chapman in 1919, for GDS to
attaia credibility and to enter as an one of contemporary methods of

lithological studies.

The createst limitation which resulted in this slow development of
the methoc has been the very nature of the phenomena itself. The common
geophysical concept of separating the observed field into its normal and
ammaious part poses problems in GDS., Normally, in geophysical studies,
the mdel of the earth that we envisage is one in which the physical
properties depend only on the radial distance from the centre. This

variation is assumed to dominate any lateral hetercgeneity. The latter
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are further taken to be small in magnitude compared with the incipient
normal absolute value. Alsc, the heterogeneities are assumed to be
randomly distributed in latitude and longitude, so that their effects on
surface observations are equivalent to a random noise in the data. With
the above assumption, it is possible to obtain an optiwum global model
for the measured physical quantity provided data from a global caverage
are available. The model can then be used to predict normal surface
values, This normal field when subtracted from the observed field gives

the anomaly field.

Such a separation of normal and anowalous components is not possible
with the GDS data. Under the conditions that exist in upper 500 wm of
the earth, the electrical conductivity can vary over a range of six orders
of magnitude. The anomalous values thereby can be orders of maanitude
greater than normal values and not just a small perturbation on them,

The lateral heterogeneities are neither random in their distribution

nor are small in spatial scale., The oceans are the obvious example

of a conductivity anomaly that satisfies neither of the two requirements,
Then how do we separate the field into glebal and local components?
Earlier studies circumvented the problem bv using those frequency
components which penetrate to depths more than 500-600 km. For this
class of variations contributions from surface contrasts can be minimised
and one can talk of a alobal average, In this catecorv come solar

daily variations, Dst variations, 27-dav solar cvcles, annual variation,
etc. But when the main interest of geosciences centres around earthquake
prone areas or location of natural resources, then a method that probes
Tavers deeper than 400-500 km has 1ittle.use. Then to study the upper

lavers, came the suqaestion to separate the field into internal and
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external parts usina the techniaue of potential field theory. Once the
internal current distribution has been obtained. the identification of
conducting zones is a straight-forward exercise. For a full and exact
separatfon of the potential field into components of external and internal
origin, we need measurements of the three components of the geomagnetic
field at close enough points and covering the whole surface of the earth,
This we do not and can not have. Simplifying approaches have been made
and such efforts have given good results. The formal separation {even

an approximate one} needs a good network of observatories preferably in

a aridded form,

A sclution to this complex situation came with the novel concept of
Sckmucker (1970 described in Bulletin Scripps Institute of Oceanography
Vol. 13}. The field observed on the earth's furface consists of the
extermal sourze field plus a medium scale field arising from currents
incuced in highly conducting mantle, and possibly a small induced current
in comducting zones of crust and the oceans,.These small scale currents
are largely perturbed by anomalous zones of conductivity, Schmucker's
separation is not in terms of external and internal components rather
he tries only to isolate the perturbed part of the internal field lumping
together as normal field im the remaining part of the internalt currents
with the external currents, The fiet:h associated with the perturbed part
of the interra' current is called the anomalous field, He did so on

two considerations :

- the normal component has nearly equal contribution from external
sowrces, whereas the ancmalous part is purely of internal origin. Thus

Za {Z - anoma ous} and Ha (4 - anomalous) are interdependent,
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- normal Z-H (i.e, 7 - Hn) relations are the same for all directions 10° sm™L, As a first approximation we can thus regard the uppermost

of polarisation of the source field, whereas, the amplitude of Za s region of the earth as consisting of a very thin and rather irreqular

critically dependent on the polarisation of the source field in relation surface layer of intermediate to high conductivity underlain by perhaps

to sub-surface lateral conductivity contrasts. 500 km of poorly conducting upper mantle, this in turn sitting on the

The dependence of Za on the polarisation of the source field had been very high conducting lower mantle,

established by two independent works of Parkinson and Wiese, In anomaly Intomogeneities may occur in each of these three layers : the

studies, the standard procedure now is to calculate induction vectors surficial conducting layer may be thicker or more highly conducting in

. ' .
called by some as Parkinson's vector and by others Wiese vectors. These some ar:as than others, or it may virtually vanish in others. The

vectors will be shown later to be very effective in identifying ccnductivity depth t3 the highly conducting part of mantle may vary, and localized
1]

contrasts. volumes of higher conductivity may be embedded in the poorly conducting

The conductive zones can also be identified through contour maps of upper mentle. We then regard the tota) conductivity as being made of
Fourier transform amplitudes. As Fourier transform refers to a precise these swaller-scale three-dimensional inhomogeneities superimposed upon
period and givesy an estimate of the sums of energy at that period in the the larcer-scale purely radial variation.

. . i
whole event, plots its amplitudes and phases have proved effective in Induction in a conductor with purely radial, or one-dimensional,

11 i i icati i , .
delineation of conductive zones. The applications of all these techniques variatien in conductivity by an external source field produces a

will be illustrated by field examples after giving the necessary physical secondary or induced field whose variation with horizontal position is

background, . coas
crgroun detzrmimed by characteristics of the source field, If the characteristic

Physical Background ' length of the source field is somewhat greater than the depth to the

The average conductivity of continental regions at first droas hig1ly conductive part of the mantle, the total field will be the vector

sharply with increasing depth as the influence of conductive sediments, sum of the varying source field and the field induced by this in the
moist surface rocks, and the like decreases. It is probable that the highly conductive part of the mantle. The sum, termed the normal field,
greater part of the crust and then some hundreds of kilometers of mantle acts upcn the smaller scale inhomogeneities in conductivity to produce
have a comparatively low conductivity, of about 10~ sml. At a depth in zhem secondary fields (called anomalous fields). It is relevant to

of about 500 km the conductivity increases very rapidly, reaching 1071 sw! point out that internal fields of characteristic lengths greater than the
at about 700 km, although estimates at these depths become increasingly dimension of the array will be included in the normal field.

uncertain, At a depth of 2000 km the conductivity is probably as high as Typically, the maximum linear dimension of an array of magnetometers

does not exceed 2000 km. This distance is substantially greater than



the depth to the highly conductive part of the mantle, though being
sufficiently small that the curvature of the surface of the earth across
the array is small in comparison with depth. Therefare over the array we
can regard the earth as a portion of an infinite half space, the induced
part of the normal field being produced in parallel layers of varying

conductivity within the half space,

Let the half space occupy the region Z > 0, and assume that the primary
field has its origin in the region 7 € h < 0, using Cartesian coordinates
(X, ¥, Z). If we write the tota) magnetic flux density in the source free
region h< Z < 0 external to the half space as B, , derived fromw the

potential 4),, » then

AR
be = [P +c@e T Jray) (v

where A($} and C(#) are independent of position, P (X, Y) ¥s a time
dependent source function and A is a wave number of the source-field.
The term C(€) in (IV.1) represents flux due to the primary, or source
field (going to zero infinitely far from the source, i.e, as 7 =% ),
and the term with A($¢) represents flux due to secondary, or induced field
{going to zero as Z = —og). At the interface between any two media

the fields must satisfy the usual boundary conditions of electromagnetism:

- the tangential components of T and H must be continuous.

- normal component of‘-ﬁ must be continuous

2 gives the relative amplitudes and phase difference of the induced and

the inducing fields. Numerical methods can be used to obtain solutions :

given the distribution o (Z),

:n case of induction in a uniform half space by a known harmonic

iwt

extermal field e ", (1V¥.1} becomes

_)\'!.) e_.'_ut

b = (RO® + ce P (1v.2)

when we measure the tota)l field, we do so on the interface between the
vacuun and the conductor, which is the plane Z = 0. On this plane, the

source field Bs s

— 3¢ 2P rep ottt
By = —[c—;}: . © %y ',\cJe (14.3)

and the total field B¢ on the same plane

— 3P P ] et
it + — -
Be = ..[(CM) = (c+n) ae,),"“ fle
{1v.4)
From eqns (IV.3) and {IV.4) it is clear that the effect of the induced
field is te increase the horizontal components of the source field and to
decrease the vertical component., When the product oa{«* is very large

compared with A , it is found that A= C. In this 1imiting case
BE = —-[’1:.3—{ ) Q.('_;E-;- i OJE-Lut
That is, in the Timit of a uniform highly conducting half space
and a high frequency source field the total magnetic field on the surface
of the half space has zero vertical components and has horizontal
component exactly twice the intensity of those of the source field, In

cases other than this high-conductivity high-frequency limit the vertical

component of the total field will be non-zero but less than that of the



source field, and the horizontal component will be greater than those of

the source field, but by a factor of less than 2,

We can quantify these remarks in terms of the relation B (= Al€)/C(#))
a2
and K= =M /N , @ measure of the importance of induction effects,

The table given below Tists values of o4 and the corresponding values,

;S:f 0.01 0.25 1.0 4.0 25 100

Modulus 0.0025 0,065 0.22 0.48 0.75 0.87
Argument 90 77 66 39 16 8
{degree)

of modulus of B and its argument, A large value of « gives very strong
induction effects, the induced horizontal field being almost as large as
the inducing field and the phase difference between the two fields
approaching zero, In the limit of high »{ the equations reduce to
ordinary skin-depth formuias for good conductors. When o is small,

the phase difference between the inducing and induced field approaches

900, and the magnitude of the induced field is very small,

Analytical Techniques

There are several techniques to delineate the anomalous conducting
Zones with array data. Three of those which are presently in wide use
are discussed here, First one is a simplie stack plotting of the
magnetic records of a sub-storm. Second one is through determination of
transfer functions or Parkinson's vectors. The third method is based
on the contour maps of Fourier amplitude and phase., Stacked magnetograms

are extremely useful in qualitative interpretation. We have seen tnat

10

gver 2 uniform half space, the vertical component of the field is very
small and zero in case of highly conducting layers, Thus local anomalies,
by perturbing the direction of flow of internal currents show up strongly
in the Z-field, Though, such a perturbation effects X, and ¥ variations
also, but there the normal field being large, the change is not distinct,
Furthermore, as the sign of Z reverses on the two sides of a conducting
20ne, the Z-anomalies also help to tocate the lateral extent of conductors.
Combiring the X,Y and 7 anomalies one can easily identify the depth and
extent of a conductor. The only limitation of this approach is that

the aralysis is done in time domain.

The second approach of plotting Parkinson's vector or its variant
transfer functions can be appreciated by looking at Z/H ratio near a
oonductivity contrast., In areas where there is no lateral contrast
in corductivity, the 2/H ratio will be very smatl and will have same
value for all directions of polarisation of the source. On the contrary,
mear lateral contrasts, the Z/H ratio will be significantly non-zero
and will be critically dependent on source field polarisation in relation
to the strike of the sub-surface contrast, Because of this property
of theirs, the Parkinson's vectors when displayed on maps of an array
of observational points, clearly identify the location and trends of
sub-surface anomalies, Later attempts to make the analysis more
quantitative and amenable to model calculations resulted in the introduction
af transfer functions. Transfer functions pair (A,8) commonly relate

Z-variations to H- and D-variations, i.e,

Z2(3) - A H) + BAD(N+ER)
(Iv.5)
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? under brackets indicates the frequency dependence of the transfer
functions. £{3) is a measure of misfit and is minimised to obtain best

values of A and B through a method that is discussed in the following

section. Once A and B are determined the induction vector can be estimated

from the formulae '4 .l\2 + Bz. As A and B both have in-phase and
gquadrature component, the computed Parkinson's arrow too have real and

quadrature parts,

The third method is based on the use of Fourier transforms. The
usual Fourier series expansion of a discrete data set 4k with k =
-, N, is

4 = L +E(ae‘°‘

20y, 4 by S 2Ty )

or if we write,

G = 2 T

J ™

g = V&t
qu = tan 'Ei/aj

we have
L g s B Cj Ces (rjh- 5 )

dr = 3% 5

where aj and 12, are Fourier SiNe the Cosine coefficients, ¢y is

the Fourier amplitude and 4’J is the phase. Note that a more positive

phase here represents a shift in wave form to a tater time; the reverse

convention is also used by some authors. The equivalent pairs of

quantities @; and by s €jand | are calculated by applying a

Fourier transform to the data set J’L'
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Four-er amplitudes and phases are calculated for all the three
€lements W, D & 7. The Fourier transforms of the data sets Ay are found
ty the use of fast Fourier: transform sub-routine. Maps across the array
cf Z, X and ¥ or Z, H and D at vaf_:ious pertods have become the most
common and most useful} method of presenting data from an array. Fourier
naps prepared for different polarisation of the source fields have

groved extremely useful in delineating the trends of conductors.

Estimation of Transfer Functions

de w-sh to find the best fit for each station to the equation

Z = AH + BD

and taus obtain A & B, For this we minimise the residual
¢ =z7-m-8D

Remeroer z,H,D are Fourier amplitudes and A and B are functions of

frequancy, The least square estimate of A and B is their value that

minimises M .« % )
™ - Lo - — A Hr—-B‘-b:
- Z - A H BDr) (Zr
R L

*ignifies complex conjugate, The variable F runs over the n -
c¢ifferent estimates of Z, H and D that are used to find A and B,
Minimising the residual squared $£ &y E.-‘ with respect to the

real and imaginary parts of A and B, we get

E:N Hf‘(z:—-A’H: - B..Dr.) = P- Q.N— B‘x
rz

. LAt
5 b (z)-A*w -8 )= Q-A X
Fy
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[ L |
where N = Z Hr F = > HeZ
T; :;a .
‘J = 5 .1) -br' Q? = % J)r :!r
r) r=
X = S HedS
rz)
A - P*N__Q*X. B = Q‘N — P°x
- NRp — xx* NKW-—xx*
Location of Conductor {Quantitative)
’-’:"“ll‘h.

Once a conductor has been located either\Parkinson vector plots or
through the fourier amplitude phase contours, its exact geometry is
determined through numerical modelling, One such method is the method
suggested by Jones and Pascoe (Geophys. Journ Roy. Astron. Soc., Vol.
24, 1971, pp 3-30}. The formalism is the two-dimensional structures.
Assume that the conductivity is independent of the X-coordinate

{i.e. Ezéﬁx = 0) and the Maxwell's equation (neglecting displacement

current) —
< * I: = HTMeE
-
and vr € = -iwH
reduce to
r-?..i;. —_ 'b—‘-“-':-[ = h'JTa-Ex, Vl
= & (¥v.1)
H -
.a‘="7"'"‘-?u (v.2)
+
_’DHz - "]'l-l'rE (V.3)
7
2y

14
BEx DEy = LWH, (v.4)
'133 ?92
dEx L Hy (v.5)
-5
_.DEX. = L"SH'i (V.ﬁ)

vy
o

L V.1), { V.5) & { V.6) involve only Ex’ Hy and H,
{ v.2), ( V.3) & ( V.4) involve anly Heo Ey and £,

The former is called E-polarisation and the latter H-polarisation

case depending on the direction of the inducing field Ex or Hx

parallel to the strike of the conductor. The physical interpretation

of E-polarisation case is that the current flow is parallel to the
strite, whereas in H-polarisation case, the current flow is perpendicular
1> the strike of the conductor. For both these polarisation cases,

tie equation to be solved in various regions are identical and are

Jiver as:
£ - polarisation
2Wen 4 TR - il (v.7)
3 y*
H - polarisation
D Hx o PTHx | (1. (v.8)
——— Y
Dt 2z

. kS
with M= 4T a9 | These equations must be selved in each

region with appropriate boundary conditions and appropriate conductivity

{ = . The sub-surface region is divided into a rectangular mesh
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grids. FEach grid is give1 an apprcpriate tonductivity value, Finite
difference equations for 2ach mesh of grid points cowering the
entire region are sclved Jy Gauss-Seidel method, The actual
estimation of conductivity is made by making a best fit to the

observed surface ancmalies,
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SUMMARY

S‘ = skin depth in meters
Magnetotetlurics is a method which has been gaining increasing
?‘ = frequency in hertz#
acceptance because of its simplicity, its ability to carryout surveys . o
- P=(F) = resistivity in ohm - meters.
rapidly, and the depth penetration potential since the source is at a large
Moo= permeability in henry/meters.
distance, The method is particularly usefu) when operated as a mapping

device, due mainly for the very high lateral resolution it has. The The sppareat resistivity can be determined simply from the measured

source being effectively at infinity, the method has the capacity of impedance [E/H) through the relationship:

_ 1.26 x 10°(E/m)2
a
s

ry?
H in amp, turn/meter. Frequenoyi however, the conductivity structure

greater depth penetration than any comparable electromagnetic method which P ; when E is in Volts/meter and

is limited by distance between transmitter and receiver,
Basically, the ratio of the horizontal electric field (E) in the of the earth, can not be truly represented by a layered - media

ground to the orthogonal horizontal magnetic field (H), is measured at approximation. For instance, a mineral deposit may create zomes of

A number of frequencies. The ratio of E/H, which has dimension of conductivity contrasts of complex shape. In such a situation E and H

impedance, is calculated as a function of frequency. This parameter is are not orthogcnal and their ratio becomes a function of plane of

used to calculate the resistivity of earth as a function of depth. pola-ization of the incident wave. This happens so because the induced

Operationally, the whole approach is quite simple, in the sense that depth currents preferentially tend to flow into a medium of high conductivity.

sounding is conducted by making measurements at only one location. Therefore, current induced by the geomagnetic field may flow in a

The process can be described as the interaction of an electromagnetic direction contralled by the local geology rather than in a perpendicular
wave with the earth. In the process fluctuating magnetic field induce direction <o tha magnetic field source component, as expected when no
electric currents inside the earth. The incident, horizontal magnetic lateral resistivity contrast is present. Complications now arise
field, is roughly doubled at the surface of the earth, and it is uniform becawse the measured impedance at the surface of the earth is no longer
in the absence of lateral contrasts fn resistivity. The electric field, independenz of aither the orientation of the orthogonal fields measured
on the other hand, is directly dependent upon the earth's resistivity or the polarisation of the incoming source field. Modelling becomes
structure. difficult in swch situations.

Depth of sounding can be roughly related to the frequency by use

of the skin depth, defined as:

S = J %WP_ = "F;‘:;w_ where;



Introduction

Magnetotelluric prospecting is a relatively new method of gesophysical
prospecting, though the electric and magnetic field it employs have long
been observed. More than a century ago, it was recognised that a correlation
existed between the variations in telluric currents and the geommgnetic
field. The major development came in early 1950's with the work 3f Cajniard
in France and of Tikhonov in the U.S.S5.R. In 1953, Cajniard published a
paper in Geophysics (vol. 18, pp. 605-63%) in which he gave a quantitative
description of the relationship between electric field and magnetic fields
at the surface of a horizontally layered earth. Soon it was realized that
the impedance is not always scalar and in many of the solutions the E/H
ratio depends on the direction of H and €. In reality, except for one
dimensional case, the impedance is a tenser and the relationship between the
electric field (E) and magnetic field (H) at any given frequency is expressed

as:

y Zyx Yy Y

The expression is written in Cart¥ian coordinate system. Ey» Ey are the
horizontal component of the electric field E in two orthegonal directions.
Hy , Hy are the component of the magnetic field in the same two directions.
Elements of the impedance tenser are the I's. The Z - tenser is a function
of frequency and depends upon the conductivity of the earth in its surrounding
areas. If the horizontal wavelengths of the incident fields are sufficiently
long, Z will be independent of time and source polarization. Therefore, 7

can be a useful measure of the conductivity structure of the earth, and in
fact it has been used to develop the model of internal structures in

resource locations.

Tre magnetotelluric study can conveniently be divided into three
parts: 1ata acquisition, estimation of elements of Z and finally modelling
the gejelectrical structure of the subsurface layers. A morgtﬁgszﬁopment
is the sse of the depth conductivity profile so obtained to find the
physical and chemical state of the interior combining the measured

corductivity with properties of rocks determined from laboratory studies.

11 the presentation we first consider the relationship between
resistieity (inverse of conductivity) of the earth's interior and the
impedanze as observed on the earth's surface. This will give an under-
standiny of how to design the observational set up and above all how the
magnetotelluric method works. After this, we will have a brief description
of the 47 unit. Once the measuring system are outlined, the procedure
adopted to estimate 7-tensor and modelling of the structure of the surveyed

region #ill be taken up.

Theoretical Basis of the Magnetotelluric Method

We shall be first considering one - dimensional cases and
then shall take up two and three diemnsional structures. In the one

dimensional case, we start with horogeneous half space.

Homogerwus Half Space Model

This is the simplest of all possible models. Here the earth
is considered to be homogeneous and isotropic having conductivity & ,
permittivity (E,and permeability M. Assuming time variations as eJ"t,

the Maxwell's equations in the medium can be written as:



LB
- . -
g x £ = = JWHH (1.1) and - -
* . 9 TrE = (e wre) 9oE
g x B = (w+jne} E (1.2) ' -
= ._.J'H).t (g- +‘d¥~|(‘) H
-
<‘H = 0 (1.3)
- -» 2=
[Recaﬂ TxIxA=9(F.A) - AJ
- (1.4) . >
¥-E = 0 Since, except at the boundaries .A=0; we get
"he first term GF on the right side of (1.2) represents conduction currents, Vl‘? = J'N/\ (= +jwe ) t
A -
thile the second term j"(-?represents displacement currents. The ratio ane v"-ﬁ = JWAM (v +jwe) H
if the two types of currents is Putting
~ . N
we =2me. 100 . 1 p x1010 e JWAe - WimE (1.5)
- - b T
o ow the equations reduce to vector Helmholtz equation :
For £, we have used permittivity of free space = 10°%/367+ F/m) g 2 _ 2 ?
n the above equation, F s frequency and T is period of the electromagnetic 7 Zﬁ' = yz '|'.|'

‘ield. The normal range of periods used in magnetotelluric sounding varies

i L In rectangular cartisian coordinates, this vector equation
‘rom 0.01 sec to =~ 1000 sec, and the resistivities encountered in the earth

-
L . separates, so that each of the components of E and 01 fields satisfies the
‘ange from 1 to 1000 ohm-m. Therefore it is clear that the displacement

. L scelar Helmholtz equation. Elementary solutions of this equation are
aurrents can be neglected when considering the application of the MT

L. . of the form
wethods. This in turn means that we are dealing with a pure diffusion process;

peCRX e WY

8., & quasi-stationary field which is described by system of equations:

- i S L Lok e CR R

— . -» where
g xb = - JNAH
< ,‘Tf = q--g' The general ejuation is obtained by taking the sum of such elementary
7 H = 0 solutions with different values of A, Yx' Yy & Yz. If the cordinate
- -_E. = 0 axes are aligned such that nositive 3‘ is down, and the direction of
oming back to the general case, we can write prcpagation is in the X - 1 plane, the elementary solution is of the
- -
T xgxe = —jwm (I xH) form
J - -YeX - Y33 Tyt ooyt (1.n
_ . - Ae Yo +My =Y
= N M («-*u“f:)h !



Any homogeneous plane wave can be separated into TE (horizontal E
field only) or ™ {horizontal H field only) modes, and since the equations

are linear with respect to the fields the two modes can be treated separately.

For the TE mode

Ex = EZ = 0
Fom eqn {1.1)
e 4 . —
V:E:"JN)&H
T3
2 2 2 e (H T Hy T:
'ax.'bﬂ '33 B J# e 3J+H3)

(. Eg o

- -
-1 ©®F : . ->
or L Y + kL ©Ey - - JH)L(H.._"L. . H;q-Hsk)

' 12y B
Thus
B3E .
ik S Jwm Hy
%3
?)Eg . H
— 2 Tl
ox_ J s
i.e., .
- ‘13%:;1 = JWOM My
- HLEH - ":j&ag H3
H; = 0O
In particular £ . {1.8)
Te = "% = JOM
He Yi

For the TM mode
HZ=H3=O

Eqn (1.2) gives

dHy -» D Hy -» —
- 3__3 Lo+ 9_1_3 k = (v+d'ue)(e._‘f+ Eﬁ' +E§l{
“fence ’\{SHB = (r +J'N(:) Ex
"y = (owjue) B
o = Ey
and E R
Zey = —= = T3 = J"’)’m;
n the MT applications
WNE <4< o
and N
"1 = \jl..:)-(am {(1.11)

The magnetotelluric method is dependent on the ability to deduce
the earth parameters from the surface impedance function, requiring that
the source effect be either known or negligible. Theoretical treatments
of the source effect for I-dimensional geometry point out that limitations
must be placed on the horizontal deviatives of the source field in order
to reduce its effect in the surface impedance. For a one - dimensional
earth, any lateral components in the propagation vectors Y are due to Yx
and Y,. Therefore, in order to have an effectively normally incident

plane wave, the source field should have

| M| ana |My] << Y
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e, My = Y =Vjuae (111

under this condition

Thus § 15 a measure of the depth at which the field will have been

attenuvated to 1/e of its surface value

Zim = Jup Note:
Ye [ - fjupe = &%
2. .
i.e _ JN}-L » " "'-JJ _ Q.J'rﬂ,u R o
ZT‘E = ZTM = N T = J M - T - - JNA" - -Y‘\_
ki Viine

e“-,;i - e'(“{j‘)3/€
VWA (1.12) _ oM
~ = .
J +

1]

exponentially oscillatory
decreasing
This implies that the impedance is independent of the polarization
of the elementary solution. Thus, any general solution made up of
elementary solutions satisfying the conditions of equation {I.11) will : The term e ¥ represents a decrease in field strength by a factor
give a scalar impedance e”! when =4 The term e'Jiﬁrrepresents a change of phase with
7 - JE (1.13) depth. It is obvious that when 3 = 274, the phase of the field
L ol

components change by 27 . This is the reason that 2 d s called
which will relate any horizontal component of the total H field to
the wavelengtﬁ.:]
the orthogonal component of E field. It is now convinent to define
Coming back to equation (1.13)
4 parameter, 6‘. called skin depth, d-fined by
Z = IJ.“H

e

2 ~ RS £ Y j ;
§ =V WH~ (1.14) | Fecar: el - - ™ VT ]
Then 6_\,33 - C_m when 3=J

fe. 22 fRA . I (1-19)
. e -
.- C+i) o et
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Thus for a uniform half space Z does not depend upon the thickness %

of the conductor. A phase difference of %/4 introduced between the
electric and magnetic fields. The electric field is shifted -n phase by
- 452 with respect to magnetic field. Magnitude of impedance 7 depends
upon the conductivity, but the phase is independent of the sarme. further
as & s dependent on W , the depth of investigation changes with
period of oscillation. When period increases, & increases, the currents

penetrate deeper increasing the depth of the region investigated.

Horizontalily Layered Model

The next methodel we take is one in which the earth is represented
by a set of horizontal layers, each with a different conductivity. The
Jayers characteristics are &¢, d¢ (Fig. 1). This is usually known
as Cadniard model since this is the one that he considered in his classic
paper. Let us take the number of layers to be N. The elementary solution

in each layer for -E or 0 will have the form
Y Yy =Y X
( Aie ¥3  aet “3) e T
where N a ) (1.16)
Mel + ?3?- = YT o= JHM

Requiring that tangential electric and magnetic field be continuous at

each boundary, one finds that the impedance 2; looking down from the

top of the l.th layer is given by
- 2% i
L-Rie M
. = . . ‘
ZL ZIOL i+ R,‘ e.‘l-‘i‘;‘"
L=, ... N-2 (1.17)

and Fn = Zon

Li2..

For <he nth layer BN = 0. In equation {1.17) dy is the thickness of the

ith “ayer, Ry is reflection coefficient defined by

g = Eoi = Zivg _
LT T T, b= 1a, ..., N-t (1.18)
Lo + Livs

In bath (1.17) and (1.18) Z.; is the characteristic impedance of the in

layer.

One -ay start with the bottom layer and work up compating Ri and 2i

using recarsion equation {1.17) and (1.18) until Z1 the surface impedance,
is obtainad. Recall from (I1.13)
1]

corresponcingly, for a layered earth, it is customary to define an

apparent conductivity fa( W) or apparent resistivity Fa(W) by

WA S &
& (W)]* P () (1.13)

Ta(w) =

Some sample curves of apparent resistivity versus freguency for two
models are shown in Figs. 2 and 3. For high frequencies , ™ = o
and far low frequencies,Ta = "N | Qualitatively, it appears that 9 (w8} is
a"smoothec out”  version of « (3 ) with frequency W being inversely

related tc depth ; .

Althcugh, the calculation of Zy(w) is simple when « (Z) for a
layered earth is given, the reverse procedure of finding « (Z} given ZI(L:)
is no: easy. The latter, is a non - linear problem. This asepct will be

discussed later.
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IT Two and Three Dimensional Cases

A structure is two-dimensional when the conductivity besides

depending on z, also depends upon one of the two horizontal axes x or Y.

When it depends on all the three {x, y and z), the structure is called

three dimensional. The expression for scalar impedance deduced in

the last section is not valid in case of two- and three-dimensional
structures. Appropriate relationship will now be developed.

For the two-dimensional configuration, et us assume that the

conductivity depends upon x and z and is independent of y. Y aris,

is then called the direction of strike.

zTE and ZTM for 2-D Models

Consider again Maxwell's equation (1.1) - (1.4) and assume « is a
function of x and z. The difference from 1-D case now is that we

should consider instead of (1.4}, the equation

(q.rE) =0 (11.1)

Let us again assume that the horizontal wavelengths of the incident
fields are long compared to a skin depth. Everything thus remains

uniform in M - direction and we have

TE = —jumH 1.1)
9 ’-F = o€ (1.2)
- H_, = O (|_3)

From 1.1

From 1.2

From [.3

..14..

- By '
3T e
2y x T T ey
’3‘53 _ .
S
":Eji!. o Ex
%3
B W L
PDHE . G‘Eé
On
D Hx + DHg o
EN %

“rom I[.1

.They can be grouped into two pairs:

2(erEx) . 2 (=E3) .

Dx

= Junh,
_ JHa

+

B

DHy

%

o

23

(4]

(11.2)

(1r.3)

{11.4)

{11.5)

(I1.6)

{1n.n

{11.8)

(1.9}
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The two groups of equations are decoupled. One set contains onty Ey.

H_ and Hz; while the other set contains E

X Ez and Hy. The mode involving

e
Ey, Hy and Hz is usually called TE or E parallel mode. Since the E

field is horizontal and parallel to the strike. The mode invalving E,, E,
and Hy is called TM or E - perpendicular mode since the magnetic field

is horizontal and the electric field is perpendicular to the strike.

There are no variations in the model para-meters, in the direction of

strike, the Y-axis, in this case.

Thus, for a two - dimensional model two impedances are required to

defence the relationship between £ and H fields: i.e.

Z = -E 3
TE ‘H%

and ZTM = ;5_

Y
Exact solutions for Zpg{ ws, x) and ZTM(” X} in terms of (x,z} are not
tractable analytically. 1In general numerical methods are used. These

are strongly dependent on grid size.

Z for 2-D in a general co-ordinate system

The TE- and TM modes decouple when one of the horizontal axes
is aligned to the direction of strike. It will be useful to sbtain a
relationship in a coordinate system which is arbitrarily oriented.

Suppose the X' - Y' coordinate system as shown in Fig. 4 aligned with

the strike; so that

Er = Erm Hy (11.10)

and ¢ - ~7re Hx (11.11)

.16, .

Suppose the X-Y coordinate system is oriented at an angle 6 with

respect te the X'-Y' system as shown in Fig. 4.

E, = E ' Cos @ + E; Sin 8

Ey =-Ey' Sin 9+ E; Cos B
and H = H; Cos 8 + H} S5in B8

HY ==H  Sing + H; Cos @
Alternatirvely

H; =H, Cos@ - Hy Sin @

H; H  Sing + Hy Cos &

Now, we can write

m
"

E; Cos @ + Ey Sin @
= zTM H; Cos & - ZTE
= ZTM (Hx S5in @ + Hy Cos 9) Cos O

H; S5in @

- H, []ZTM - Z;g) Sin @ Cos 0] + H,

Thus, if cne defines:

Ex =2 H + Z H

XX X Xy ¥y
ther 7% Im- L1t sinzo
2
_ 2 .
Zoy = Iy Cos° 0+ 2y, Sin 9

In that case

(11.12)
{11.13)
(17.14)

(I1.15)

(11.16}

(11.17}

- Iy (Hx Cos O - Hy Sin @) Sin 1

[zgcos?e + 2y sin? 0]

=(ZTM + ZTEJ + [ZTM = L1p\ Cos20
Z z
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Similarly for the other components, one obtains:

Ty * L 1o - 1 :
g - T . ( ™THTE Y e
yx 7

2
Zyg - Ly
1 — Sin?6
Yy = _
2
In summary:
E Z, Sin20 1, + 1, Cos20 H
( K) = 1 2 1 - X (11.18)
Ey -22 + Z1 Cos?@ -ZlSanO Hy
where 2, = (ZTM - ZTE)/Z (11.19)
Z2 = (ZTM + ZTE)/Z (11.20)

In general, then, for a two dimensional model, the tangential
components of £ and H are related by a rank two tensovy impedance.
The diagonal terms have opposite sign and they reduce to zero when

the axes are aligned with the strike.

Three - Dimensional Case

Here o is a function of all three coordinates x, y 8 z. The
six field components are all coupled to each other, so it is not
possible to separate the analysis into two distinct modes. A
rank - two tenser impedance is still unique and stable, subject of
course to the condition that the horizontal wavelengths of the

incident fields are long compared to a skin depth in the earth.

For a three dimensional case, the elements Z-tensor trace
ellipses in the complex plane as the measuring axes are rotated

(Fig. 5}. The ellipses degenerate to straight lines for the

.18,

twe dimensiomal case. Also one notices that since the diagonal elements
in 2-D case have no constant term, the straight line representing locii

of Iy, and zyy in the complex plane passes through the origin.

The solution of general 3-D case is difficult. For this reason,
it 1s uswally desirable to find one- dimensional or two-dimensional
models that approximately fit measured data. It frequently happens that,
over some lirited frequency range, measured data looks almost two
dinensiomal; i.e. Z - ellipses almost collapses to straight lines and
the diagonal elements are almost negative of each other. This situation
wi'1 occer whenever there exists a horizontal direction along which the
comductivity cross-section is nearly constant for a distance of several
sk-n depths. Whenever, such a situation exists, it is desirable to
determine the approximate strike direction and to estimate the
corresponding ZTE and ZTM for comparison with theoretical Z's from

2-B mode’ s,
There are several methods for finding the angle B. One amongst

[Zwlz * o 2]

. 2 ? . Ly .
or minim ses[w Z,, \ + llyy' J . Having this determined the

these is to ook for @ that maximises

pr-ncipa’ axes, we shouid have some measure to test how two-dimensional
the data is. There are two parameters that should be considered for this
purpose. First, is the ratio of constant terms in diagonal and off
diagonal eltements of the 7-matrix.
ZI
i.e. the ratio x+ oy
t 1
Ty L
Second it the ratio of the minor axis to the major axis of the Z,(8)

ellipse. The magnitudes of both these ratios should be s$mall compared to

un‘ty in order for the data to fit a two- dimensional model.
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UBSERVATIONAL MEIHODS AND REDUCTION OF DAIA

Electromagnetic induction is presently being used extensively
by geophysicists to study the earih's interior. To this end,
geophysicists have developed various measuring techniques which can
be used on land, off-shore, in the air and even inside the earth,
in boreholes. Some of these systems are old but when correctly
updated can still be useful. Other systems have recently been
developed The earth's field that is to be measured is often very
small (1 HVor less). This measurement is difficult because of the
presence of various noises which can be larger than the desired
signal {e.g. noise of the input amptifier, probes, interference
noise, etc.} Important technical developments have recently oeen
made concurring amplification of weak signals and these have led to

the possibility of measuring accurately the telluric field.

Devices designed to measure the magnetic field or its components
involve a large number of physical principles and this lead to a wide
number of different sensors. The first measurements of the tramsient
field were made with syspended magnet variomenters and with induction
sensors. These two kinds of devices still give valuable information-
thanks to some improvements such as the field feed-back. For absolute
measurements it 1s better to use magnetic resonance devices. The use
of this kind of device is compulsory when one needs to move the
sensor quickly, as for example, when preparing a magnetic map from
a boat or a plane. Finally, the fluxgate is a kind of directional
magnetometer, light, compact, useful for various applications requiring

neither high performance nor good stability with time.

In modern devices, when high frequency phenomena are to be studied,

2

the data s collected in digital form. This makes their
process=ng easier, Some devices are equipped with microprocessor

to process the data in real time, in the field,

Electric Frobes

Meésuring the variable potential difference which appears
between two electrodes is not difficutt at high frequencies, above
10 =0 2C Hz for instance. The electronic industry supplies at
oresent low-noise and high - input - impedance amptifiers, perfectly
adapated to the measurement of a few microvolts., It is more or less
the potential difference one can get by using telluric lines, a
buncred meters Jong. In this case the natyre of electrodes is not

very important.

On zhe contrary, in the field of low or very low frequencies
the meassrement is much more difficult. Two electrodes buried in
the earth forman electrical battery whose electromotive force
variss w-th many factors such as temperature, dampness or physical
composit-on of the earth. The smallest variation of one of these
parameters teads to an interfering sigmal, often much greater than
the potertial difference to be measured. This bring the need of
preferably impolarizable electrodes made of metal in contact with
4 solution of its own salts; the. electromotive force of polarization
does not disappear but it becomes much less important. The
electrochemical reaction between the earth and the electrode are so
complex t4at researches in order to improve the accuracy of the

electric Fielda determination are very otten empirical.

One ef the first electrodes made on this principle used the

ceuple Ag-Ag(C] proposed by fillouse in 1967. It is still widely



used and is manufactured semi-industrially. One can also use
combination of cadmium-chloride with Cadmium or Copper with
copper-sulphate or one can use calomel electrode, With all these
electrodes, it seems difficult to reduce the random drift below

2 or 3V hr! even with buried electrodes. It is perhaps not
necessary to have better performances. Indeed experience shows
that the effect due to local distdtion of the current lines flowing
at shallow inhomogencus layers of the earth or the topegraphic

noise are more than the 1imit of instrumental noise already achieved,

Magnetic Sensors.
Muclear magnetic resonance or optical pumping devices measure

the moduléds ot the total field independently of its direction. Ihey

are absolute sensors, for the measured signal (the gyromagnetic

frequency) is linked to the magnetic field by nuclear or atomic

parameters and does not depend on the experimental conditions. Such

magnetometers, particularly those using free procession, nave 2 long

borm, Akobudily much duporie b ol devvens

*esa having a comparable sensitivity. They are very good observatory

sensors. Cancelling some components of the Earth's magnetic field,

it is possible to use them as directionat variomenters., Conversely,

it is possible to take advantage of their insensitivity in orientatior,

to take measurements on a wide scale. Nevertheless, they are not

very usefyl for the study of the transient geomagnetic field as they

can easily measure only AF, Components can only be obta-ned by using

compensating coils of large size, which makes these sensors difficult

to handle in the field.

Suspended magnet variometers were the first devices used to
study the transient magnetic field and are stil) uiéﬁy used. They
can be divided into two groups first, those for which the magnetic
couple exerted on the magnet is compensated by a couple ot ditferent
origin, for instance the torgue of a wire. This principle is used
in Askania variographs, in devices designed by Bobrov in 1971 and
by Gough and Reitzel in 1967. This last one, cheap and easy to build,
has ailowed researchers, to use large arrays of magnetometers and
thus measure the field simultaneously at a great number of stations.
As the magnetic moment of this magnet and compenseting torque vary
with temperature according to different laws, such magnetometers have
fairly large thermal drifts depending on the ambient thermal conditions.
It is then necessary, either to control the device thermostatically,
or to bury it, or to try to cancel the drift by that of another
element, sensitive to temperature. The use of optical devices
amplifying the rotation of the magnet makes these instruments difficult
to handle and their photographic recording system does not permit

easy data processing.

A second group includes variometers in which the variations of
the natural field are compensated by these equal and opposite - of a
field H*_.created near the magnet by an electronic feed-back system.
The magnet is subjected only to the residual couple M{H-H*}, extremely

weak, and its direction in space is almost invariable. The small



rotations due to the field H-H* are measured with a very sensitive

detector and they are used for producing the feedback field after

amplification. In this type of variometers, the sensitivity is

constant in the whole pass band. It gives an electrical signal easy
vk Avcde dovicg Awalapedt by

te record either analog or digitally, TheAFrench group consited of

two photoelectic c%l!s measuring the rotation of the light beam

refiected by a mirror clamped to a magnet. To reduce power consumption,

photo-electric detectors have been replaced by capacitive one.

A third group of variometers comprised devices with saturable
cores, using the hysteresis of ferromagnetic materials. If suzh a
material is placed inside a coil and is excited by a sinusoidal magnetic
field M, of frequency F, one obtains at the coil terminals, a voltage
which contains only odd harmonies. The presence of a field Ho, added
to the field H, creates a signal of frequency 2f which canceles out
and has its sign changed when Ho goes across zero. Most of the
fluxgates work on this principle, to within some alternatives. The
magnetometers are rather compact, reliable and rather sensitive. Their
most important drawback is their thermal drift, the variations of
temperature changing the electrical properties of the cores€everal
industrial companies sell equipment measuring the three components of
the field with an accuracy of 0.1 to 1 nT and thermal drifts 0.1 to
0.2 nTOC'l. Most of them are equipped with a numerical output, allowing
an easy recording of the transient field. On the whole, these devices
are well adapted to study the induction phenomena, except at very low

frequencies where thermal drifts are particularly disturbing,

A fourth group of devices comprises induction sensors. Unt more,
their principle is very old. The variation of the magnetic field H

induce in a cotl having a highty permeable ferromagnetic core, an

6

electromotive force proportional to dH/dt, In order to obtain
H(t), the coil must be attabhed to an integerating device. The
main drawback of this system are:

- a decrease of the sensitivity with frequency which makes

their use befow 107 g very difficult,

- the existence of a resonant frequency of the sensor which
creates modulézk and phase variations depending on the

frequency of the field to be measured.

The use of feedback flux has been an important improvement.
Cne more, the principle lies in the compensation of the natural
variations of the field by a current produced by an electronic
feed-back system and flowing in an additional coil of some tens of
turns, The main coil is used only as a small detector and its
characteristics are no longer important. So, with a single coil,
it is possible to obtain a flat passband from 3 X 107%z to several
hundreds hertz. Towards higher frequencies one can reach 30 KHz
with ferrite cores and 300 KHz with air cores. The noise level is

107 T 48" toward 1000 Hz.

tike fluxgates, different kinds of induction variometers are
developed industrially for very different purposes. They are
reliable devices with a low power consumption, this sensitivity can
be quite good provided they are associated to good quality amplifiers.

Th € optimum frequency domain is usually above 1 Hz,

Estmation Z-Matrix from Measured Data

The estimation of the elements of Z-transfer has to be done
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in frequency domain while the collected data is in time domain.

Thus first the measured variations of kx, Ey, Hx and Hy have to

be transfered to frequency domain. This is usually now done thrcuch
fast fourier transform. From this data collected by the system, the
one during periods of magnetic activity are selected. One such
record from classic paper of Prof. K. Vozoff {Geophysics. vol. KT
1972) is shown in fig. 1. The power density is of some of the
elements are show in fig, 2. The procedure adopted to estimate #he

elements of Z are now detailed.

Consider the equation.

Ex = Zux He +Z‘3H3

Where Ex, Hx, Hy may be considered to be fourier transforms

of measured electric and magnetic field data.

Since any physical measurement of E and H will include some
noise, it is usually desirable to make more than two irdependant
measurements, and then to use some type of averaging that will redjuze
the effects of the noise. Suppose one has n measurements of Ex, 1x,
and Hy at a given frequency. One can then estimate Ixy in the seis2
of least squares, Define

Y= 5 (Exim Ban Huim Zug M) (En =25 Wi = g W, |
iz
where EN is the complex conjugate of Exi, etc. Then find a valee
of Ixx and Ixy that minimises ¥ . Setting the derivations of ¥
with respect to the real and imaginary parts of Zxx to Zero, yields
=D Exi Hxi* = Zxx z" Hxi Hxi* + Zxy Z"Hyi Hxi* (I11.1)
L=t

[l el

Similarly, setting the derivatives of ‘¥ wibh respect to the real enc

imaginary part of Zxy to zero yields:

and

8

s Exi Hyi* = Ixx 5 Hxi Hyi* + ZxySHyi Hyi* (111.2)

Ll i

Tke summations represent aute and cross power density spectra.
Equs. (I11.1) and {1I1.2) may then be solved simulatneously to
get Ixx and Zxy. This solution will minimise the error caused

by noise on Ex. It is possibie to define other mean squares
estimates that minimise other types of noise. For example if one

takes,

Y = EEE' ( Exd Hui — z

g . Hy ) ( 5—'—‘5 ~Haa - 2 ”3:)

Fux

the resulting equation will minimise the error introduced by the
noise on Hx.
There are four distinct equations that arise from the various

mean square estimates. In terms of the auto and cross power density

spectra, they are
.

EeEs = 'z,,t,_ﬁ:!:T: * Ly X, (111,3)
ExES « Zua I-{:E—;' + Tny Hybd (111.4)
Exte = Zuu HoHS + Ly Hy L (111.5)
ExHy = Zew HyPy + Zuy Heg Hy (111.6)

Strictly speaking, Equa. (II1.3) to {II1.6) are valid only if
E;-E;;. é;—E;; etc; represent the power density at a descrete
frequency, 4%.In practice, however, lifare slowly varying function of
frequency, and as such, Ex Ex* etc. may be taken as average over some

firite band width.
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They are siz possible pairs of equations from {I11.3) to
{II1.6) that can be splved for Zxx and ny.Pairs involving
{111.3) and (T11.6) and the pairs (111.4) and (111.5) are not
used since solutions invelving these pairs become tndeterminate
as the Tateral inhomogensity vanishes and the impedance becomes
one-dimensional. The apparent resistivity is computed as

Pxy = %?g ley] 2 ohm, meter when the units of Zxy are =¥/Km
n

Problem of Noise

The various estimates of the elements of Z-matrix are bgas
efther up by random noise on t or down by random noise cn H. This
is caused by the fact that the auto power density spectra are in
general biased up by random noise, while the cross power density

spectra are not biased. For examples, suppose that

Ex = Exs + Exn (111.7)

Hy = Hys + Hyn (I.3)

where LExs Exnp = g (111.9)
L Hys HMS = 0 (111.10)

< Exn Hyny = 0 (111.11)

and where brackets denote "expected value of". Clearly, for this

situation
L Ex Ex*d= (Exs Exs*)+{Exn Exn*y {111.12)
L Hy Hy*D =(Hys Hys*p+ (Hyn Hyn*> (i11.13)
and {Ex Hy*» =<Exs Hys* {I11.19)

Eqn. (I11.14) suggests that the cross power can be estimated to
any arbitrary degree of accuracy by measuring the fields for a
long enough period of time. On the otner hand (111.12) and

{II1.13) imply that the estimates of the auto powers will be

10

biased regardiess of the length of time for which the fields are
measuresd. Now, suppose, that one performs two simultaneous
irdepevdent measurements of one of the field component, say Ex if

the results are:

Ex1 = Exs + Ekxnl (II1.15)
and Ex2 = Exs + Exn2 (I11.18)
where {Exs Exnl*>= ¢ (111.17)

CExs Exn2*y = {111.18)
and £ Exnl Exn2®= 0
than CExl Ex2*) = (Exs Exs*) (111.19)

Egn. (111.19) implies that the Ex auto power density spectrum can be
estimated to any arbitrary degree of accuracy from twoe simultaneous
noisy weasurements of Ex if measurements are taken for a long enough

period of time and if the noise on the two measurements are independent,

In general, if one has double measurements of either the two
tangential components of E or the two tangential components of H,
one can obtain estimate of the four elements of the Z - matrix that

are not biased by random noise.

Corputation of Depth Conductivity Profile

Th2 geophysical interest YTies in determing material properties
of the =arth's interior from data obtained on the earth's surface.
The app=oach here is to parameterize the earth as a series of norizontal
layers «f constant resistivity. The problem is then one-dimensinal.
Alternative approaches based on a parameterization where the earth has

a contimicus resistivity profile have been furmulated by Bostick (19/7)

and Oldenberg (1979: Geophysics vol. 44). Two - dimensional inverse
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problem has only recently been possibie.

We discuss here the one - dimensionat case. Most of the
work concern with earth in terms of finite-layered model. Since
the resulting inversion problem is non-linear, workers proceeec to
Tocally linearize the problems and use a MNewton type method of
iteration. The advantage of a finite dimensional space of unknowns
lies in the computational simplicity introduced in that process may

be described in the simpler terms of matrices.

In formulating the magneto-telluric inverse problem, we start
with the observations P;(Hﬂ, Q;(ha). These are determined from

estimate of the tensor elements.

fa = LE 61 = td:‘ [Im(zl)/ﬂg(lﬂ:].
[ LN

For 2 - or 3 - dimensional cases, we take estimates c¢f tensor
eiements for those principal directions which seems to lead to valid
one-dimensional medels. The determination of the data may be very
difficult problem in some cases and may not have an obvious resolution
in others. for a strictly two-dimensional situation, workers gererall s
chose the parallel resistivity ana phase estimates as the most
representative on which to invert.FOr data contaminated by surf-cial
three-dimensional eftects, we may have to adjust the entire response

curve in some way as to strip away these surticial features.

We start with our observations, which are a function of frequency,
and derive a one-dimensional model giving resistivity as a function

of depth consider the observations:

12

fa,1 N
b 2 4,
= ek ™
'Y P.l - 3% ™ s Qk
Gﬁ,l 5k+|
Q;."z 'Uk.n.
&.- Yo (111.20)

We have 1n addition, specified model consisting of layer resistivities

ard thickness and may represent these parameters by a vector X consistin

of
P, ]
P ,
x‘ = rTL - X, nzal-1
dy ‘z"ﬂ
d,
iy oy |- (EI1.21)

Using equation given in lecture-I, we define a functional relationship
bezween the model parameters, x; and the response parameters, ¥, which
has the form

vos ) (111.22)

for the magnetotelluric problem this functional is nighly non-linear
anc we proceed to linearize the problem by expanding equation (11§.22)

abaut the mode! X in a Taylor's series, giving:

(3:_:&) ST ax; (I11.23)
g5t ’BX.J-

Equation (I11.23) can be written in matrix rotation as:

AAX = AY (111.24)
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where the matrix A is reterred to as the Jacobian, partial
derivative, on sensitivity matrix, and has elements defied by
A = gl‘j" 1.7
% 2%, {111.25)
In magnetotellurics a transtormation of mode| parameters to
a logarithmic representation is often made. In the case discussed
here only the apparent resistivity data is transformed to a

logarithmic representation. The advantage of such a step 1is:

- it facilitates interpretation done from master curves, which

are usually in logarithmic variables,

- it makes the observational errors in apparent resistivity

approximately constant,

- the representation reflects a sensitivity decreasing

exponential ly with depth,

- the problem is linearized to a certain extent with a resulting
decrease in the number of iterations needed to obtain a

satisfactory solution,

- the natural! condition of having all parameters constrained to

be greater than Zero is automatically met,

- the partial derivative matrix A is non-dimensionalized except

for the phase derivatives.

The changes to equations (I11.20) and (I111.21) of our matrix

formutation are there

v o= (5'_"3_&:)

Sa (111.26)

< -( 21

{(111.27)
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and the associated partial derivative matrix A is now defined as:

—Bha F“i ' '3!:] 'Fn.‘u

T A L O] (111.28)
J ?Qﬂ.‘i ! ggm‘\l-
e | e

To illustrate the application of the technigue, the example from
magneto-telluric measurements made in the Hueco Botson near E1 Paso,
Texas in the southern Rio Grande rift Zone 1s discussed (Pederson
and dermance, Survey in Geophysics, 8, 1486, 18/-231). Although
ther2 are problems with high skewness coefficients for this data
(0.3 - 0.7}, nevertheless the strike direction is in line with the
geological strike of the sedimentary basins in this region. Assuming
that the high skewness is caused by surficial features in such a way
as not to affect the longer period data, we may represent the region
a5 a two-dimensional structure and invert on the apparent resistivity
measured Darallel to strike. In fig. 3and4, the parallel apparent
resistivity and phase data alongwith the associated error bars are
displayed. A five layered model was found to fit the apparent
resistivity data in a best least-square sense and the model is shown
in fig. 5. The technigque used was generalized inversion as summarized

below.

We now take up as to how exactly the optimal medel is found

from the observed data, Rewrite equation (Iil.74)

A DX = AY {111.2a)

This relation will be useful to find a solution Xi"o" that provides
best fit to the data where

LA PL LU (111.29)

We start with some initial model parameters Xo; sowe equation {I11.74)



A o e I B - JERTT T —

15

for A % and use equation (I11.29) to find a new model. This new
model is recycled back into equation (I111.24) and the process is
repeated with various convergence criteria are met. The intera--ion
process is needed because of the non-linearity of the functional
dependence as shown in equation (111.22). We define a best fit

in terms of a least squares minimization of

T . . . i m am
Q - ”AA)(—AYH (111.30) ' . _ I
B T Inwand S naai Fj by
Dimension of matrix A is mxn, where m is number of sbservations end Pt NS b e
PO e '
(mmn o ,
n is the number of unknown model parameters. Rank of A is less $han Hy . 1% '
— _..L} — | r_,;ﬁ_
or equal to min of m and n. If the matrix A has full column rark, y 1Ey ’
- — -
r{A)=n, then the Jeast squares salution of equation (I11.24) is 1T’ R M \
T hEENTL . '
given by the normal equation. jSyBaen o
Ty -1 1 4 :
AX = (AA) A AY {111.31) FH A ;
L. { giny - L |
If the rank is less than n, a solution may be “ound by selecting A B! i‘ jasasunla iy A REA R S y
among all least squares solution, one which is closest to the reality. é E — - — — ; ;
¢ s T ISR A NAN G Y Hy
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