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THE STRUCTURE AND ELECTRONIC
PROPERTIES OF METALLIC GLASSES

Metal physics acquired a new and rapidly growing branch when it became
easy in the 1970s to fahricate metallic glasses and when technical applica-
tions were found for them. Since alloy glasses can be made with all kinds of
metals, amorphous sysiems with many kinds of properties can be studied, for
example, a wide variety of magnetic behaviour is obtainable.

So many melallic glasses have been studied that various attempts to clas-
sify them have been made. No particular classification scheme will be empha-
sised in the sections below, bul for some purposes a syslematisation can be
valuable. In a major review, a division by magnetic properties was used by
Mizutani (1983), whose five classes were: ferromagnelic, weakly ferromag-
netic, spin glass and Kondo-effect lypes, paramagnetic, weakly paramagnetic
and diamagnetic. The magnetic and all 1he other properties must depend on
the nature of the constituents, and grouping by chemical composition is also
very common. Let us designate classes of pure metals by letters: 8, simple
metal (in the sense of Chapter 6); T, transition metal M, metalloidt; R, rare
earth: N, noble metal. Then some binary glass groupings, with examples,
would be: 5-5 (Ca-Mg. Zn-Al); T-M (Ni-B, Fe-P); N-T (Cu-Ti, Au-Co);
T-T (Fe-W, Pd-Zr}; R-T (Ni-Dy, Fe-HI). Different values of xin A B, _.,
will lead to different properties. indeed ferromagnelism OF even metallic
conductivity may be present for some concentrations and not others. Conse-
quently, property and composition classifications cut across each other and
at certain concentrations a T-M glass might have properties characteristic of
the -5 group. Many glasses, including some of practical utility, will be
ternary, Or more complicated still.

As with amorphous semiconductors, the realisation of technical applica-
tions has stimulated research into glassy alloys. Mechanical and anticorro-
sion properlics are valuable but it would probably be truec to say that up to
the mid-cighties most commercial applications have exploited the magnetism
in such devices or processes gt as i recording, recorder heads, transformer
cores. permanent magnets, shielding, transducers and sensors. This chapter
will not deal with the technical applications, many pertinent papers €an be
found in Steeb and Warlimont (1985).

1n chemistry a metalioid is an element with properties intermediate between-Lhose of
metals and non-metals. The class is not perfectly well defined but usually includes B,
P. Ge, Si. As, Sb. Te.
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12.1 FORMATION OF METALLIC GLASSES 361
12.1 Formation of metallic Rlasses

ILis not casy to make amorphous metaliic elements. By receiving evaporated
Bi or Ga atoms on 4 cooled substrate. non-crystalline solid films were made
by Biickel in the filties. and Wright and colleagues did this with Co in 1972.
Liquid quenching of glassy Ni was repotted by Davies ¢ af in 1973, But it
is much easier 1o make fiquid alloys into glasses, and a major step was taken
with the discovery of splat cooling by Duwez and collaboralors in 1959. This
technique uses the impact of tiquid droplels on & cooled highty conducting
- 1_resulting in a small foil of
melallic glass. It soon became clear that many alloys could be vitrified in this
way and. as interest prew in their propertics, other quenching 1echnigues
evolved.

Several familes of methods cxist Tor making non-crystalline solid alloys.
One is deposition “atom by atom’ rom gaseous or liguid phases as in sputtet-
ing. evaporation ot electrodeposition. Another is ion implantation or parti-
cle bombardment. Mechanical cold working of foils or powders can also be
effective and a fourth approach is to cause amorphisation reactions to occuf
in the solid stale: it even appears possible to convert Cr, . , Ti, from amor-
phous to erystalline and back by thermal cycling (Blaiter and von Atlman
1985%). However. the most widely exploited method is quenching from the
melt and this family includes splat cooling. mmelt spinning and laser glazing
(Beck and Gintherodt 1983, Luborsky 1983).

Laboratory equipment suitable for melt spinning rescarch samples is
shown in figure 12.1. An air or helium stream impinging on the buckels,
drives the roller to 2 oim surface speed of, say, Mms” ! normaily at room
temperature. Then the He injection pressure operales Lo squirt the alloy—
now made molten by the induction winding—against the copper Aim of the
roller where a ribbon of amorphous alloy forms (Pavunga 1981). 1n other
versions the molien metal is gimed at the narrow gap between two cold
oppositely Tolating rollers or al a chilied metal belt at the point where the
belt itself passes between oppositely moving rollers. Since amorphous metal
ribbons have become 2 significant commercial product, devices for continu-
ous Fabrication are being developed all the time. (S¢e, €.g. many papers in
Steeh and Warlimont 1985. Suzuki 1982).

As with amorphous semiconductors there is the question )Whether the
characteristics of 8 sample depend on its mode of preparation and, s the
result is a sofid out of thermodynamic equilibrium, the answer must in
general be yes, The properties may then alter after fabrication; indeed many
properties can be observed to change with time in samples held st 2 constant
annealing temperature. For example, over some hundreds of hours, lengths
may contract shghtly, Young's modulus determined by sound velocity may
increase a few per cenl viscosity measured by creep may risg, internal
stresses fall, and so on. Electrical and magnetic propertics change also. The
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Figure 12.1 Schematic diagram ol melt-spinning apparatus {from Pavuna 1981).
RIFOC—ribbon fly-off control unit for secondary cooling and ribbon trajectory.

final value attained by 8 property depends on the annealing temperature.
Presumably adjustments, some of an irreversible kind, proceed in the
nearest-neighbour distances. altering both topological and chemical arrange-
ment and acting to reduce averalt disorder. Looked at from a free-volume
point of view (§10.4). the ree volume changes in amount and distribution.
With very accurate diffraction studies made Lo large Q. such changes may be
detectable in the radial distribution functions (S’l'olcwilz et al 1981).
Changes of properties with The. time must always be a consideration in
technical applications and, if not allowed for, might vitiate comparisons of
measurements made of samples of different age.

When a liquid alloy is quenched. vitrification competes with crystaflisation
and possible crystalline outcomes are homogeneous solid solutions or mix-
tures of two or mofre solutions of intermetailic compounds. As more and
more alloys were vitrified it became clear that some alloys form glasses more
readily than others and that some composition ranges are particularly fa-
vourable. Ready glass formation, or good glass-forming ability (GFA), means
that the minimum rate of cooling. R,. required to form 2 glass is relatively
low, say less than about K

It was observed that the range of rendy glass formation often embraced

@)

(ag
=)



server:/ust/sys / HILGER - cusack [ Pp363
Thu F:h 19 10:28:13 1987
Datapage Inlernlllonzl Limited

~
]

0

12.1 FORMATION OF METALLIC GLASSES 363

deep eutectic points (figure 12.2{a)). The low value of the liquidus tempera-
lure, Ty. at a eutectic point indicates a comparatively high stability of the
fiquid phase relative to the solid at that composition. The glass transition
temperalure, T;;. may be regarded as a measure of the stability of the glass:
the higher T, the more stable the glass is. 75 is relatively insensitive 1o
composition in a binary alloy but T, frequently depends strongly on concen-
tration. The reduced plass transition lemperature, Tog = T/T,, is often
used as an index of glass-forming ability and has high values, say greater
than about 0.6, at compositions where stable glasses (high Tg) can lorm near
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deep cutectic points or, more generally, where T, is low (figure 12.2(h)}. T,
is not always known or easy to measure; sometimes the crystallisation tem-
perature of the glass, Ty is used as an alternative index of glass stability.

An interesting and pertinent guestion to raise is: lor a given material a1 a
specified temperature how long does it take for a mell to nucleate and grow
crystals 1o the extent that a very a small volume fraction, say 10° s
crystalline? This time would be expecied to be very long at high temperatures
where the liquid is stable and very long a1 low temperatures where the atomic
mobility controlling nucleation and growth from the supercocled melt is
very low. At some inlermediate temperature the degree of supercooling will
be optimum for crystallisation. These qualitative ideas can be expressed by
time-temperature; transformation (TTT) curves such as the schematic onc
shown in figure '12.)a) and the others shown in 12.3(4) (Davies 1976).
Calculating TTT curves is an exercise in homogeneous nucleation theory
which we shall omit here; it involves hypotheses about both the probability
of spontancous formalion of a nucleus and the rate of its growth. DifTusion
coefficients, interfacial energy and free-energy differences between meil and
crystal, as well as T, — T. are all part of the input 10 the calculation and it
is difficult 10 avoid numerous approximations. Once TTT curves are estab-
lished however. it becomes possible (o understand that R, is a rate of cooling
giving a vitrification trajeciory which just grazes the vertex of the TIT curve
(figure 12.3(a)}. I, notionally, T is figed and T, varied, then the Rc's could
be calculated form a series of TTT curbes corresponding 1o different values of
Tag because different Ty would require different inputs to the TTT calcula-
tion. As might be expected, R, falls through several orders of magnitude as
Tag varies from about 0.2 10 about 0.7 (Davies 1976).

Apart from the presence of tulectics, & number of semiempirical criteria
emerged for anticipating ready glass formation and some of these will be
described. They are not necessary, still less sufficient, conditions for ready
glass formation but they are pogssible contributory factors that seem lo
favour vitrification in some cases (see, ¢.g., Sommer in Stecb and Warlimont
1985).

When a range of composition embraces several refatively complex crystal
structures, the liquidus may stay Jow and the glass-forming range be pro-
longed (figure 12.2¢(h

In an alloy A, B, _ . i size difference may be very significant. Many glasses
form with A = a noble or transition metat, B = a metalloid, and x = 0.75 10
= 0.85. Much studied glasses like Pdy,Sisg. FeyBa. N(NP., are examples. It
was supgested that the dense random packing of the larger (A) component
lef interstices into which the smaller (B) atoms fitted—an idea compatible
with x ~ 0.8. This may occur in some easily formed glasses but there are
many counlerexamples. Instead of, or as well as, size differences some chem-
ical attraction between A and B may weli help both to form and to stabilise
glasses. When this is so, chemical shori-range order (csro—see 1.7, 2.7)

@
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10 - * volume fraction of crystallisation {from Davies 1976). Broken Tines show the
liquidus temperature for various compounds.

should be detectable and this is often the case; examples are discussed in the
next section. )

The conduction electrons play such an imporiant role in metals that an
clectronic eriterion for glass formation might be looked for. Tt was offered by
Nagel and Tauc (1975) who argued as follows on the basi.s of NFE theory, If
0, is the position of the first pesk of S(Q}, then g =Q,i58 slrong-scftter-
ing condition corresponding as nearly as may be 1o Bragg scatiering In an

®
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ordered structure. The energy Er = h%(Q,/2)%(2m) - ' can thercfore be as-
sumed to be in a pseudogap with low g(E) corresponding to the encrgy gap
in a crystal (§9.10). However, 2k is determined by the valence electron
density which is a function of compesition and the requirement 2k = 0,
gives compositions for metal-metailoid systems ahout equal to those found
for ready glass formation {¢.g., PdySix). The idea is that when Eg isin a
pseudogap, and when structural fluctuations representing incipient crystalli-
sation detract from the spherical symmetry in the fiquid, the energy-lowering
candition 2k = 0, will cease to hold for all directions and an increase in
energy will result. The liquid is thus metastable with respect to crystallisation
and glasses tend to form casily as ilemperature falls. This explanation appears
1o work in some cases and the validity of considering the electronic energy
cannot be doubted. But the dubiousness of using NFE concepts for sysiems
with transition metals has been touched on before (§6.16) and evidence will
be given betow that £ does not necessarily lie in a pseudogap.

11 would be reasonable to assume that electron density, size differences and
chemical affinity are all influences on glass formation. So is it possible 10
start from first principles and understand why certain ranges of composition
are conducive to casy glass formation? Expressed thermodynamically, why
are the free energies of 1he crystalline alicrnatives not so much lower than
that of the supercooled liquid that crsytallisation inevitably occurs? The
theory of metals given in Chapter 6 ought to be able 1o answer this at Jeast
for simpte metals and that it could do so was first demonstsated by Hafner
(1980) for Ca-Mg. Tt is an aspect of the general problem of calculating alloy
phase diagrams from first principles and this requires an cvaluation of AG,
AH or AF as functions of composition (see §6.9 for the definitions of quan-
tities like AG). Once AG(e) is found for various temperatures, there is a
rouline procedure in metallurgy for deducing the phase diagram from the
principie that phases in equilibrium have equal chemical potentials (Hume-
Rothery et al 1952).

Suppase that screened pseudopotentials have been constructed for the twe
metals at a given alloy composition and the corresponding electron density.
As shown in §6.7 effective pair potentials follow from this. A number of
techniques are then available for computing the structure and thermody-
namic functions of the liquid alloy and these have been introduced before,
namely. MD and Mc (§§4.1, 4.2), GB, WCA and other variationy’and pertur-
bation methods (§§5.8, 6.9). Such computations, based for example on a
hard-sphere reference system, can lead inter alia to AG(e, 7). AS(c. T) and
S40) (§6.9). In the particular case of Tiquid Ca~Mg the results are in very
reasonable agreement with experiment. There are, in addition, two ap-
proaches o the structure of the glassy state: the liquid computations could
be repeated for T € T,; or a cluster relaxation calculation could be done
starting with a DR® cluster and relaxing it using the pair potentials (see §2.5,
£.5). These two approaches lead to very similar, bul not identical, results for

¢
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120 FORMATION OF METALLIC GLASSES 367

2,{r}. the difference showing up particularly in 1he second peak which is split
in the cluster derivation (as often in experiments) bul nol in the other. A
reasonable approxmation 1o AG(c. T) elc, can therefore be derived for (he
glass by treating it as a supercooled liquid. 1t remains to consider the crys-
talline phases.

As the phase diagram of Ca Mg shows (figure 12.2(a}). the compound
relevant 1o glass formation is CaMg,. With carefully constructed pseudopo-
tentials il is possible to calculate the total energy (both volume and structure
terms: equation (6.31}) for any assumed crystal structure and lattice parame-
ters. and 1o vary both 10 identify the ground state. For the encrgetically
preferred structure and lattice constants, the values of AU and AV could be
found. At finite temperatures the contribution of latlice vibrations to the
thermodynamic properties must be added in and can be estimated ffom a
Debye model. In principle, many conceivable crystal struclures at different
compositions could be investigated 1his way to discover what imermetallic
compounds would exist bul. in Ca-Mg. other possibilities, such as Ca,Mg.
lurn out to be relatively unstable and irrclevant to the present consider-
ations. For a range of compositions in which some Ca is in equilibrium with
some CaMg,. the free energy is the sum of the two contribulions. Conceiv-
ably, however, a solid solution might have formed instead. and AG(c) for this
can also be compuied from the pseudopotentials: in practice in the Ca-Mg
system, the hypothelical solid solution turns out 1o have a high positive
energy ol formation and therefore 10 be energetically unfavourable com-
pared with a mixture of Ca and CaMy,.

What has just been described is the structure in outline of a very extensive
calculation of which denails are given by Halner (1980). One outcome is the
calculated phase diagram in figure 12.2(s) which is in gualitative agreement
with the measured one. But because AG of supercooled liquids is also calcu-
lated. the range (if any) of composition where AG (supercooled liguid) is
close 10 AG (Ca + CaMg, mixture) can be identified. We expect this to be the
range in which—il raies of cooling are favourable—the supercooled liquid is
likely 1o vitrify before crystallisation occurs. This range is shown in figure
12.4 where the ready-glass-Torming range reveals itscll pear the eutetic. This
establishes thal, subject to the numerous approximations of a first-principles
calculation, a rational basis exists for understanding why ready-glass-
forming regions exist where they do. The electronic ingredients of pseudopo-
tential theory. which lead to interionic potentials like those of §4.5 and 6.7.
automatically imply size differences (positions of ion-ion potential minima).
chemical inieractions (screening charges, charge transfer) and valence elec-
tron densities which ali coltectively determine the run of AG{¢) curves and so
uitimately the glass-forming ability. No doubt i1 will be difficult 10 demon-
strate this in detatl for more complicated glasses especially those with transi-
ton metal constituents; Ca-Mg is a relatively simple case used here to
illustrate the possibilities of first-principles explanations.

@
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Figure 12.4 AG (in keal per gm atom) calculated for Ca-Mg at 420 “C. Crosses with
error bars show the theoretical AG of the supercoaled liquid or glass end the curve
through them is a possiblc interpolation. Full curves refer 10 a hypothetical solid
salution. Sloping straight lines are linear interpolations of AG between the end points,
the lowest end point being CaMg,. The hatched regions indicate glass formation.
(From Halner 1980.)

12.2 Structure and vibrational spectrum

In the siruciural spread between dense random packing of hard-spherefnet-
worles (DRPHS) and covalent networks with low coordination {CRN), metaliic
glasses lie towards the former. The investigation of their LRO and sro by
diffraction, EXAFs and other techniques, and its representation by modelling
and computation, are nol essentially different from what has been described
in earlier chaplers either in general terms (Chapters 2. 3, 4 and 8) or in
relation to insulating or semiconducting glasses (Chapters 10 and 11). In-
deed metallic glasses have been taken as examples in §§2.5, 2.6, 2.7. 3.1, 3.13
and 8.5. This section therefore simply supplements what has gone before by
a small number of additional examples. The primary problems are to abtain
partial pair distribution functions, or equivalent information, and some in-
sight into sr0. Good quality diffraction experiments, though difficult, will
yield Sun. Sne. S or the S, Ingenious use of null elements or zero alloys
(§3.11), the combination of neutron work with x-ray work, and judicious
choices of composition and concentration, can all lead fo separate partial
structure factors,

In an extensive study of melt-spun CuTi glasses, Sakata er af (see Suzuki
(1982) p 330) demonsiraled interesting refations between chemical short-
range order {CSRO) and certain measures of stability in the glass and also
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established that CSRO in the liquid exists before vitrification. In this particy-
lar system, Sy, is neghigible and the difference between the values of the
[AQ} for x-rays and the |h}? for meutrons is large enough to give two
simuftaneous intensity equations soluble for S, and Sun (se¢ equation

Qtazn Coordination numbers, nearesi-neighbour  distances and SRO

parameters. 1. all follow from this for each of seven compositions.
it = tan = M 35 definedin §2.7. and a positive value shows that CSRO cxists
and unlike neighbours are preferred. Figure 12.5 shows n &s a function of
composition and also its sirong positive correlation with Tep and Ten/Ty-
Here, Ton is being used instead of T as a measurc of glass stability and
Teni Ty is thus a measure of glass-forming ability. 1t appears clearly that
stability, glass-forming ability and CSRO gO together. Tt would be somewhal
surprising il the CSRO were completely absent in the liquid state and the
experiment showed that it is there but that vitrification enhances n by a
factor of at least two (Sakata et af 1981, Cowlam et al 1984).
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Figere 1.5 Chemical sk0 parameter {n), Ten and Tcp/Ty for some Cu-Ti glasses.
Oy —Fe—, Temi —h—= #Tca/To. (From Cowlam ef af in Suzuki 1982)

Melt-spun metat-metalioid glasses are smong the most widely studicd
amarphous metals and when they involve Ni it is possible 10 use *Ni which
stands for the nuil isotopic mhure with zero coherent neutron scattering
lenpth. Isotopic substitution is possible for Fe, and neutron scatlering can be
supplemented by x-rays. Combining these possibilities. Lamparter et al
derived partial structure factors for Nig,Bye. FégoBao, COu 4Biy5 8nd inferred
the g,{r}'s. OFf the various results, figure 12.6 shows the S4Q) of the Fe-B
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Figore 12.6 Partial struciure factors of amorphous FeuBay,. (From La
in Suzuki 1982.) - mparter et el

system. The resulting curve for_gezi” showed a strong narcow first peak
implying a well defined Fe-B distance and therefore presumably a chemical
bond. In the Ni-B system, Sp_{Q) is obtainable directly if ONi is used and
the corresponding pai” had a split first peak indicating two separate B-B
distances (Lamparter er al. in Suzuki (1982), p 343). Partial ceordination
numbers (see §2.4) are given in table 12.1 and the SRO parameter. e (see
6'37]]; fcr‘FqﬂB.. is unily indicating complete chemical ordering. Studies of
1xoP 1 give comparable but nol identical resul i
N a5y g results {see Steeb and Warkimont

Table 12.1 Partial coordination numbers in

T-B sysiems.
T B

T=Fe 124 12

B 1.3 &5
T=Co 127 LS

B 66 —
T = Ni 108 22

B 9.3 16:3.7¢

+Under the two separalc peaks.
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12.2 STRUCTURE AND VIBRATIONAL SPECTRUM 37
Computer modelling was described in §2.6 and it has been applied with
some success (0 binary metallic glasses. The g,(r)'s of Fe,By. referred
10 above, were quite well reproduced by relaxing a DRPHS cluster of 1000
aioms using a truncated Lennard-Jones potential (Lewis and Harris in

As a final example we 1ake an R-T glass, namely, Dy,Ni,. It happens that
both elements can be isolopically mixed to null form and first “double-null®
cxperiment, by Wright er al (1985). illustrates further the power of the

isolopic substitulion method in cases where the isotopes are favourable. Losucr tod  Gisssan (1980}, p 547). Bul in general the initial DRP may prejudice the

Dy-Ni has a cutectic poinL; Dy;Ni, is near it and the glass can be mell spun. .- 3 oulcome making the relaxalion method less reliable that an ab initic MD Grabowy =4
Figure 12.7 shows diffraction palterns taken at room lemperature. In simulationy. Aoderzes 18!
Dy,"Ni, the pattern is due 1o Dy-Dy distances which must also dominate the S(0. wg and the vibrational states of & metallic glass, were bricfly dis-

diffraction from the unsubstituted alloy because of the similarity of its pai-
tern. Coherent neulron scatiering being virtually absent [rom the double-null
alloy. the "Dy, "Ni, curve displays the magnetic scattering factor of Dy (com-
pare figure 3.2). Magnetic ordering does nol show itself at room lemperature
in the paramagnetic regime but peaks due to it show clearly, not only below
the magnetic transition temperature of 38 + 1 K, but also above this showing
that short-range magnetic order persists up to about 150 K. More—such as
inelastic scattering from 1he double-nuil alloy—can be expected from this
type of investigation.

Intensity |arteirary units}

m
\D"nm.
L

T &+ & 8
a k'

Figure 13.7 Diflraciion inlensity from amorphous Dy,Ni, showing the use ol null
elements (lrom Wright er of 1984).

These three examples of diffraction and others in the literature show how
importani detailed studies are of the partial structure factors and how signifi-
cant chemical ordering is. Hypotheses of random packing of spheres or small
sceds (§2.6) are unlikely to lead 10 models that reproduce all the features that
are emerging. Even with additional clues from ExAFs, NMR and Méssbauer
experiments (Steeb and Warlimont 1985) the structural details of metallic
glasses, as of other glasses, remain elusive (Cowlam and Gardner 1984).

@

cussed in §8.5 and figure 8.1, and have been reviewed by Suck and Rudin (in
Beck and Giintherodt 1983). In general, the interpretation of neutron inelas-
tic scatlering from metallic glasses is not easy. For hw > t0 meV there is a
close resemblance between S(Q. w) for a glass and for a polycrystalline mezal
of which the density and SRO are similar. As with infrared spectroscopy of
non-metatlic glass (§8.6), the inference seems to be that the srRo determines
the main features of the thermal motion. This does not apply at
hw < 10 meV where there is greater intensity in the scattering from the glass
which disappears on crystatlisation. This implies low-energy modes which
are characteristic of the amorphous structure and they may be localised and
connected with the lwo-level system invotved in low-lemperature tunnelling
processes (§§10.7, 12.3).

12.3 Electronic spectrum

The problems of calculating and measuring g(E) and related quantities in
melailic glasses have a lof in common with those in liquid metals and amor-
phous semiconductors, and the methods given in Chapters 7 and 11 are
available. In §7.4. amorphous Fe was taken to exemplify the use of the
recursion method with a cluster. Some more examples follow below. The
point has been made before Lhan the pross features of g{ E) are determined by
the SRO; in general, the presence or absence of LRO determines the exisience
or sharpness of peaked details or band edges. Because of the difficulty of
density of states calculations in non-periodic systems these is a tendency lo
find ways of keeping as close as possible to crystal calculations while incor-
poraling some features of the sro of the glassy state, Photoelectron spec-
troscopy and optical properties are obvious candidates for the experimental
studies.

Before considering UPS it is interesting (o enquire whether clues to g(Ey)
can be found in the specific heat (C) or magnetic susceptibility (x). Neither
are very illuminating. The specific heat of non-magnetic metallic glasses at
low temperatures can be represented by an equation of the form used for
insulating glasses (equation {10.5)) but the interpretation is not the same.
Assuming the 7*-term can be understood as a Debye phenon coninibution,
the linear term, y7, is due mainly 10 the electronic specific heat and y may be
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et = Fal 1+ Fpn) + 7g1c (12.1)

Here 7 = {n*/Nkig(E,) and i, is an enhancement factor from electron-
phonon coupling. ;, is a contribution similar to that discussed in §10.7, for
it appears that a (wo-level sysiem operales 1o give a lincar specific heat
anomaly in metallic as in other glasses. However, y,/7, might be as low as
16?50 the properties of y, are difficult to disentangle. Nevertheless 7, was
discovered in glassy Zr-Pd by Graebner er af in 1977 and some of the other
phenomena associated with two-level systems in §10.7 have also been found
in metallic glasses (Black in Giintherodt and Beck (I98IQ. Yone! YEE. VATICS
from about | to about 2.5 but even if y,, is negligible, an independent value
of 4, is needed to find g(Ey) from v 4. is referred 10 again in §12.5.

Similarly, it is not easy to infer g(Ey) [rom y. In glasses ol simple metals
very often y < 0 and the subtraction of the diamagnetic contribution of the
ion cores leaves an elecironic part which is usually significantly greater than
¥y by a factor of two or more (Mizutani 1983). Part of this is presumably
an enhancement due to electron-cleciron interactions { Noziéres and Pines
1966).

In the previous section the structure of Cu-Ti was discussed. The urs
spectrum and reflectivity of a representative composition are shown in figure
12.8. By comparison wilh the spectra of pure polycrystals—alse in figure
12.8(a)—and from a general knowledge of transition metal states, we infer
that the peak in the glass spectrum near 3 eV consists mostly of Cu 3d states
and the peak near E; of Ti/ 3d states. The Drude optical formulac (§6.15)
served well for NFE liguid metals in the infrared but here, with two pro-
nounced peaks in g{ E), il is not surprising that the reflectivity departs radi-
cally from the Drude prediction and shows evidence of transitions upward
from the peaks {fgure !2.8(5)). The authors of Lhis work (Lapka er af 1985)
were able to show that if g{E) is parametrised 1o have the form of the Ups
spectrum then equation ( 7.434) for the real part of o, inserted into equations
(6.61) and (6.62) lead via ep and ¢, 10 the observed reflectivity, They also
computed g(£) lor a crystalline sample having the FCC structure of CuAu. As
is often the case, the results were in qualitative agreement with the urs
spectrum {see figure 12.8(4)). quantitative agreement being too much 10
expect without using the real sro of the glass.

One way of incorporating the latter while still retaining some of the rela-
tive simplicity of lattice calculations was used by Khanna e af (1985) for the
glass Ni-P. Any use of the cPa-KKR for substitutional alloys (§7.2) or the
EMA-KKR for liquid or amorphous metals {§7.3) requires the construction
of muffin-tin potentials. The potential inside a muffin-tin sphere is con-
tributed in part by the neighbours and will therefore depend on where the
neighbours are. To make the point for 8 disordered pure metal we could
write the charge density inside 2 muffin-tin sphere as its own density, p,. plus

- Lﬁijmr\;-: ef‘
of 133L
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Figure 118 {a) The UPS observations on sphl-coo!cd amorphous CusgTis. The
broken carve is calculated—see Lext. The Cu 2nd Ti curves are for polycrystalline
clements. The excitation encrgy was 21.2 c¥. The zcro of energy is Eg. (From Lapka
et of 1985.) () Optical reflectivity of Cuy,Tiy, glass,

a correclion from the neighbours thus:
pr) = p,(r) + o js(’)ﬂ.(r -r)dr

where ng is the number density. This could be gcn_enlised to include the
g.Ar)’s in an alloy and it makes clear that the _potcnml qepends on the SRO.
This brings up yel again a problem posed by d?sordcr: strictly every atom has
o different neighbourhood and therefote a dll‘l'ercnl.polelnnal. and using &
mean potential derived from g(r) involves the apprcrmmatron ol averaging at
the beginning rather than at the end of the calcutation. Khaqna ef ol argued
that the influence of SRO is mare imporiant on the potential than on the
subsequent calculation of g(E) and that one can therefore use the CPA instead
of the more complicated EMA. It certainly appears th_ll ?(E) calculated .for
the glass CugZr,, reproduces the observed photoemission spectrum fairly
well whether the EMa or CPa is used. Applying the_crA-KKR to a FCC
random birary alloy of Niy,Py, with the number density of the glass, kat?s
10 figure 12.9. Experimental g(r)'s were used to computc the muffin-tin
tential. ]
l:N:’g(E] for the glass has many interesting features. There is the general
removal of peaks characteristic of crystalline Ni and thg Bppeararice of a
bulge of s states of P at — 0.4 Ryd. The p states of P hybridise v.mh Ni states
1o increase glE) substantially above the botiom of the pure Ni band. g{Er}
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glasses. Several are in Rroe—Sth-fmi—Confon-tigwid-wmitmorphous Meials

(1984) which also coniains a review by Cyrot-Lackman. We refer to one

other example: Fujiwara’s calculation for Fe-P and Fe-B, which are both
much studied glass-forming atloys (Fujiwara 1983).

The muffin-tin concept is used again but this time the structure is given by

a relaxed DRP model of about 1500 spheres with diameters adjusted to give

A ? RO in agreement with the observed ones. Inside a Wigner-Seitz cell in a

: crystal it is possible 10 conceive electron wavefunclions made up by linear

superposition of muffin-tin orbitals derived from the cell, and from all its

neighbours, in such a way that the sum is a solution of Schrodinger’s equa-

tion inside the cell. This can be implemented numerically and works well in

band structure calculations in crystals. On replacing the Wigner-Seitz cell

with a sphere of the same volume, a simplification results; and by distribut-

ing the spheres according to the prp model the method becomes applicable

to glasses. The actual computation is performed by the recursion technique

9 (£}

-08 -6.6 0.6 0.2 0 07 04 06 0B 10 s
Energy (Ryd} tol 5
Figu_u 12.9 Density of slates in Ni (broken curve) and Ny Py glass (full curve), * i.\\
Vertical hines indicate £y. (After Khanna e of 1985.) P
%0 |
[
‘ ) 0 Al ! L
is reduced, but E; remains near the top of the d band which does not fill / / Voo
up, 7 Vo
. 0 \ v l
It is valuable to relate these results (o various observations and to the \ i E|

!:ypolhesis of Nagel and Tauc about glass formation (§12.1). E¢ does not lie
in a pscudogap and does not in fact change much as P enlers. so there are
always holes in the ¢ band. Photoemission confirms both this and the in-
crease in the total bandwidith. Both the Knight shift and the electronic
specific heat are proportional to g(£,) and are shown by experiments Lo fall
by factors of about two across the glass-forming range from about 15 1o
about 26 at % of P. The calculation gives a decrease by about 1.4 which is
much nearer (o the observed factor than it would be if the P electrons simply
filled up the Ni band and then pushed £; upwards into the Ni $-p band
\u_'h_cre £(E) is lower. The latter shift is what was supposed to happen on the
4+ o.4 | figid-band hypothesis with the consequence that ky would increase with

10

Density of stares (states ot Ryd™d
-]

[}

~ added P unul Z_k Oy in the glass-forming range as required by the Nagel and
5 e Tauc hypothesis. A!lhougr! this appears not 1o happen, the exiension of the
s-p band downwards relative to the d band has the same effect of increasing )
ke (Khanna er af 1985), ¢
A number of other methods have been tried for calculating g(E) in alloy Figore 1210 g(E) in {a} Feys1B104 and (&) Feys 1Pyy . Full curve, the glass; dotted
curve, Fe 3d states; ..—. ., Fe 45 states; chain curve, P 3p or B 2p stales. The shaded
LL/ triangle shows the position and weight of P 3s and B 2s states. (From F/jiwm 1983}
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(§7.4) and the details are given in Fujiwara {1983), The results have much in
common with those quoted above for Ni-P. Figure 12.10 shows how the B
or P s states appear al the low end of a hroadened density of states. E¢
remains near the top of the d band and in both Fe-B and Fe-P, g(Ey) falls
as the non-metal is added. The g(E)isn qualitative agreement with ups and
XPS spectra.

These cxamples show that, in metallic glasses as in Tiquid metals and
amorphous semiconductors, density of states calculations have becorne rea-
sonably reliable and realistic in spite of the simplifications which are in-
evitable for modeliing the structure and for making the computation
tractable.

12.4 Etcctron transpor! properties 1: simple metal alloys

Suppose that in the absence of experimental resulls a theory was required 0
predict the resistivity, p(T) 2t constant volume, of an amorphous metallic
clement. 1n @ pure perfect crystal the resistivity is known to derive from the
clectron- phonon interaction: scattering from the ions in their fattice posi-
Lions is ignored because it leads 1o Bragg refections and the band structurc,
not to resistance. This means that only the vibrational part of the dynamic
structure factor is used for calculating the clectron scattering. the part iead-
ing 1o Bragg scattering being subtracted oul; thus the resistance vanishes a1
absolute zero. This does nol make a good starting point for an amorphous
metal because the topological disorder must involve scatiering even if, as at
0 K. there are no thermal vibrations. 1n §6.12 the Ziman theary of resistance
in liquid metals was set out. This uses the static structure factor. S((). which
certainly lakes the topological disorder into account but also seems unsuil-
able far the present purpose because phanons would presumably play some
part in the resistance of an amorphous metal. 1o $6.16 it was pointed out that
Ziman's formuta is actually the high-temperature limit of a morc general
theory in which S(Q) is replaced by

+ X ﬁ
SQ) = j SIQ. @) g ) duo (12:20)
o . »
where
nw) = [explho/kaT) = 1"

This means that from equation (6.59)

3 N
o= R (;) (S @M. (1220)

§7(0) is sometimes called the resistivity structure factor and includes both
the static topological disorder and the vibrations; it looks the appropriate
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quantity for glassy metal resistance. Even s0 generalised. the NFE theory is
only a diffraction theory suitable for weak scattering of low-resilivily sys-
tems and would probably onty apply. if at all, to glasses of simple metals.
Further. the partial resistivity structure factors, SHO). would be required for
alloys where chemical, as well as 1opological. disorder prevails.

This poses very formidable theoretical problems. The calculation of
Q. w) from first principles were refecred 10 in §8.5 where an example was
given to show that it can be done. Buta number of theories of resistivily have
been published which avoid having to do this by adopting approximations
for $2(Q). These result from simplilying assumptions about S(Q, w), namely.
{hat it represents plane-wave phonon propagation with 8 lincar dispersion
law like sound waves; Or. alternatively, that cvery atom vibrates indepen-
dently. These represent the extremes of coherent and incoherent hermal
motion (see, e.g.. §8.3). A detailed derivation of these approximate SHos
will nol bc made here but they will be quoted 1o show what they, and
consequently the resistance, depend on.

fiefore doing this we should pause 10 ask if it is reasonable Lo expect 2 NFE
theory 1o apply lo metaltic glasses at all. With liquid metals we saw that one
source of confidence was the free-eleciron value of R, (§6.14), but that this
could not always be relied on even for seemingly simple alloys. The matier
has been quite thoroughly investigated for binary and ternary glasses of
simple metals and it appears that R, = R} in very many cascs although, as
might be expected from §6.14, not with Bi-Pb alloys (Mizutani 1983). Save
for susch caceptions, 2ky may be inferred from 2ke= 1139 %107
(=R~ 194 - 1 where Ry isinm' A~ tg- 1, 2y is of course an important
input to the generalised Ziman theory. Alloys with Ry = REF are also of
retatively low resistivity on the whole.

Returning now to S{Q. w} and $°(Q0) we quole from the work of Jackle
and Frobose via that of Hafner and Philipp {1984). For the plane-wave
model of S(Q. w)k and in the case that anc-phonon processes arc adequale,

h:ql
Y - (W W (ALY,
(@) = expl - (W, + ,)][S,, D) + I@Tl"___-M,M,)"’

1
® ("-"(f.Q)("("-Q) +h+ (2')"”0

x In(c,kxn(c,k) + NS+ O d-‘lr)] (12.30)

where M, is the ion mass. ¢, is the sound velocity and o is the mean ion
number density. In this expression. exp{ — W )is the Debye-Waller factor for
type-i atoms. This factor determines the reduction in intensity of Bragg
peaks due 10 {hermal vibrations during x-ray diffraction from a crystal, and
reappears here in the one-phonon scatiering of electrons (Asherofl and Mer-
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min 1976). W' is a function of T and Q. namely,

W@ . T)= ,'2—18 .[ m 'glu)n(w) + §) dw {12.3h)
’ +
where g{w} is the partial density of vibrational states. We note furiher that
the static partial structure faclors have been given the Ashcrofi-Langreth
form of equation (3.36). The sound velocitly is assumed 10 be the same lor
both longitudinal and transverse modes—a simplifying assumption to heip
cvakuale S(Q. o).
For the incoherent vibration model,

h!QZJU

SOy =eap[ (W, + W,)](S‘,,A"'(Q) + W

x '[’- alwXniw) + )giw) dm). (1230
1]

Equations (12.2) and (12.3) enable p{T) 10 be calculated il the SV
and w(() are known. The u((?} are chosen from pseudopolential theory and
icad Io ion—ion polentials (§6.7). The latter can be used to determine the
equilibrium density and the S{AUY(Q) by a cluster relaxation method like that
outlined in §8.5, The g{vs) are also required and the recursion method is
available for this. This somewhat lormidable programme of calculation has
been carried out for Ca, Mgy, { Halner and Philipp 1984) and for MgpZn,,
(Hafner 1985). It amounts to a calculation of g from first principles and
some results are given in table 12.2 and figure 12.11.

Table 12.2 Residual resistivities (uf) cm).

Expcrimental Theorctical
Ca;, Mgy, 437 156
Mgy 4310 537 43.6

The diagrams illustrate several points of general interest, First, the temper-
ature cocfficient of resistance (TCR) is positive in one and negative in the
other. Liquid Zn also has a negative TCR and an explanation was given in
§6.13 in terms of the proximity of 2k¢ to 0. and the temperature variation
of the static structure factor. This kind of explanation is still available from
the first term of equation (12.3). But the second or phonon term gives a
positive TCR. In Ca; Mgy, the latter dominates and in Mg,,Zn,, the former
does. This can be shown in detail by examining the @- and T-dependences
of the faciors in the integrand of equation ( 12.25). 1t is clear that with three
ormore S,’s and two or more pseudopotentials and g {w)'s, there is scope for
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Figure 1231 Experimenial and caleulaed resistivities for: (o). CauMgwg: (80
MgsZ Ny |0 (@) the Tull curve 15 Ltheoreticat and the poinls experimental; the broken
curves show ihe effect of different Debye temperatures (A, 2J0K; B, 230K,
C. 270 K). In (») the thin hine is isochoric and the thick line isobaric. The observed
points are from four different experiments. (Afier Halner and Philipp (1984) and
Halner { 1985). For more detail, sce these papers.)

much detailed behaviour and variation from glass to glass. This is further
shown by the ability of the theory 1o reproduce the maxima and minima in
p that are observed for T < 60 K in MgyZny, {Hafner 1985).

(p/fTY, and (7p/@T), are different. The difference is not always great but
is measurable in, say. liquid alkali metals near their melling points and is
enormous in the expanded liquid metals of §11.12. Experiments are usually
done at constant pressure so the theory should allow for thermal expansion.
This is done in figure 12.11{H} and is obviously necessary.

Calculations of this type aré no doubt improving but it seems clear that the
generalised Faber-Ziman theory is quite capable of explaining p{T) in glassy
alloys of simple metals if pursued with sufficient attention to all the inputs to
Lthe equation. The negative TCR of Mg, oZny, is by no means unusual, indeed
dozens of simple metal glasses have it and in most cases 24¢/Q,, = |, strongly
suggesting that the first 1erm of equation {12.3) is dominating the tempera-
lure dependence giving an effect similar to that in divalem liquid metals
(Mizutani 1983).

Although the NFE theory provides a formula for the thermocleciric power
(§6.12), it is difficult to fit it to the data. This is partly because of the
sensitivity ol the theoretical value to the valwesssl uf2k;) and S 2kg) which
arcuncestain and also possibylo electren—phonon enhancement effects not

@

un&-ﬂ.l’ta’-ﬂ
4/
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included in the theory (see below}. Tn the accumulated data. both positive
and negative 2's and dxjdT's are found {Mizutani 1983}

12.5 Electron transport properties 11: noa-simple cases

The two simple glasses mentioned above and a large number of others have
£ a1 300 K well below 100 y£t cm. Many other glasses containing non-simple
metals have much higher resistivities and are consistent with interesting
generalisations made by Mooij (1973). One of these says that the TCR corre-
Jates strongly with p(300), being positive for p(300) € 130 pfkcm and nega-
tive for higher p's. This applics to crystalline or amorphouse alloys and Lo
liquids, with few exceptions. The other Mooij generalisation is that, IrTespec-
tive of the low-temperature resistivity, alloys tend at high temperature lo-
wards a saluration value of p ~ 150 uf2 cm. Some evidence beating on this
point is shown in figure §2.12.

To see that considering non-simple metafs means relinquishing the NFE
model. we have only to look a1 R,, which is sometimes positive and is, in any
case. hard (o compare with a free-clectran value because of the difficulty of
saying how many elecirons are ‘free’. An example is the Halt effect in melt-
spun Cu-Zr, studied by Gaflagher er af (1983). The resistivity at 300 K is
typically about 180 uftcm and the TCR ncgative. Ageing the samples over
many months greatly aliers the TCR and Ry,. apparently because of progres-
sive surface oxidation leading o crystaltisation. The reproducible results
from new samples are added to others on liquid alloys from Kinzi and
Giintherodt {1980} in figure 12.13, Pure Cu has Ry, = R[* but the sign
change occurs at about 20 at. % of transilion or rare-carth metal. Ry in
Cu-Zr varies very little with lemperature-aswsr from 0 1o about 250 K which
is normal.

R,, > 0 remains hard to account for however. The need is for acceplable,
preferably rigorous. expressions for o, and &, ,(H) in equation {7.46), and
2 way ol evaluating them with wavefunctions which are hybrids of s and d
states in alloys containing transition metals. Both of these requirements seem
not 1o have emerged fully from the formative stage at the lime of writing but,
given certain assumptions plausible for glasses, Morgan and coltaborators
have argued that R,, depends only on electron properties at £, that

Ry o {d(EVAE) g,

and that the latter can give Ry, > 0 in regions of anomalous dispersion where
(CE/fk} < 0 (see figure 7.5). On this basis R, and g can be computed reason-
ably well for CuZr alloys (Morgan and Howson 1985, Howson and Morgan
1985, Nguyen-Manh er af 1986).

To explain the enistence of high resistivities some application of the Kubo
equations will surely to be required. In §7.7 it was pointed out that a Kubo
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Figure 12.12 (a} Correlations of TcR with resistivity st 300 K. O, ferromagnetic; B,
metal/metafoid alloys (paramagnetic); O, metal-metal alloys (parsmagnetic).
®.0, weakly paramagnetic or diamagnelic with/withowt p ac {1 — ATHatlow T.{5)
Examples of negative Tch in N-T and T-T alloys. The curves are vertically displaced
by 0.02. (After Mizutani in Steeb and Warlimont (1985). For more detail see Mizu-
tani (1983).)
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Figure 12.13 Onsel of positive Hall cocefficients in disordered alloys. @. Cu-Zr;
W, Co-Hl. &. Cu-Tii ©, Cu-Ce (ligh; 3, Cu-Pr (hg): A. Ag-Pr (lig);
+. Au-Fe (liq). (From Gallagher cf af 1983.)

formula for diffusivity, applicd to a cluster, had been successfully used with
the recursion method to calculate g in disordered Fe. In fact a good account
of p in liquid V, Cr. Mn, Fe. Co and Ni {mostly p > 100 41 cm) has been
given by this method and there is no reason in principle why it should not be
used for amorphous metals ( Ballentine 1985). 1L would be valuable in addi-
lien Lo have an argument which—like the NFE model in ils conlext—gives
some intuitive understanding of how small or negative temperature co-
efficients of resistance can arise in high-resistance amorphous alloys, and
some work by Schirmacher and collcagues is interesting in this respect. Using
arguments for which the original papers must be consulied. Belitz and Schir-
macher inlerred from the Kubo formutae that
of _nim
=g (M..+ MT+L“+LT)'

The M-1erms show o controlled by scattering and the L-terms represent ¢
enhanced by hopping or tunnelling. The suffix 0 refers Lo clastic scattering or
1o tunnelling processes subject to static disorder; the suffix T is for inelastic
scattering and tunnelting enhanced by dynamic disorder. The latter includes
both coherent or phonon modes and incoherent or diffusive motion (Schir-
macher [985). In the expressions for the M's and L’s it is not surpnsing to
find S(Q) and $7(Q) in the static and dynamic panis. The behaviour depends
on the relative sizes of the terms. For metals of low resistivity the formula
reduces to equation 12.2(h). but for more disorder and stronger inleractions
when the mean-free path is comparable with the de Broglie wavelength

(25)
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2ntk,. the L-terms begin 10 take effect and can give a conduclivily which is
enhanced by thermal motion leading to an overall negative TCR. The sub-
stantial amount of structural and dynamic input data needed for applying
the theory to a real alloy is rarely, if ever, available.

The thermoelectric power usually requires careful interpretation and il
was soon suspecled that equation {6.49) for the diffusion thermopower was
inadequate for amorphous alloys. We rewrite it here as

X,  —nkg 2 In a(E)
e . — . 4
T~ g ‘f'( amE )., (124

One correction that need not be applied is for phonon drag. This arises from
the non-equilibrium phonon distribution, or streaming by phonons in a
temperature gradient, which is important in crystals but may be ignored in
glasses because the disorder scatters phonons sirongly and keeps them essen-
tially in equilibrium (Kickle 1980). Electron-phonon interaction is important
nonetheless because it requires electrons 1o be treated as quasiparticles with
effective mass m* such that m®/m = 14 i (T) where i ,(T) is called the
mass enhancement and depends on the electron-phonon coupling constant.
This does not affect the conductivity but its energy dependence mulliplies §
by | + 4,(T) (Jackle 1980).

The suggestion thal Z,(T) was important for metallic glasses was taken
up experimentalty by Gallagher and theoretically by Kaiser in 1981, #is
experimental results for Cu-Zr, Cu-Ti and other alloys had the form shown
in figure 12.14 which is from later work { Gallagher and Hickey 1985, see also
Kaiser 1982). The argument was that { should vary very little, if at all, with
lemperature because magnetic scatlering was absent, and because the small
TCR soublesseied any large changes with temperature in the relative impor-
lance ol s and d electron contributions. or of competing scatiering mecha-
nisms. The observed faiture of 2T 10 remain constant below about 200 K
was therefore assigned 10 /,(T). The phenomenon has since been detected
in many more glasses and the explanalion essenlially confirmed, though not
without further examination which revealed several more corrections. For
example. a,, should be replaced by 2,(1 + AT'7) because of clectron-
clectron interactions: M T) should be given & constant increment A, due to
spin fluctuations; and 2/T acquires an increment due to the cffect of elec-
tron-phonon interaclions on electron velocities and relaxation limes—an
effect not included in mi*. Altogether

LT 13 s .

7=7“ F AT W + 2k TY + ) + (27, + 71040l T)
where 4, and the constanis 3,. 7, are given by the theories. It appears how-
ever that the AT'? and 7, terms have very little influence and that the
observed 4, (T =0), about 0.4 10 1.0, agree well with those obtained inde-
pendently from superconducting transition temperatures {Gallagher and
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Figure 12.14 = and 2/T in three glasses (from Gallagher and Hickey 1985).

Hickey 1985, Kaiser 1982). [t remains a problem whether the observed
7T agrees with the theory of electron-phonon interaction which involves
a coupling constant of uncertain frequency dependence (Satoecal 1986).

There is still the question of the absolute value of ¢, for which a theory of
a(E) is needed. Equations {6.60) from the NFE theory. or, for transition
metals, its extended version (§6.16), are a possibility. Or. in a theory of Mott
in which current is carried by s and p electrons but limited by scattering into
empty d-band states. { depends on (d tn g(E)/d In E),;, and its sign therefore
varies with that of (d g{E)/dE),. Neither of these models fig all the facts.
and the extended Ziman theory certainly looks unsuited 1o non-simple glassy
alloys. Since there is evidence For substantial current carrying by d electrons
in some melals {§7.7)7a full theory of a should includel{ Gallagher and Greig
1982).

In §7.7. 2k, scattering” was introduced and §9.11 brought a logarithmic
lemperature dependence of conductivily into the weak jocalisation regime in
2-D. Since about 1980 these ideas have been imporied into the theory of
high-resistivity metallic glasses of which the negative TCR has presented a
puzzle. This is an alernative approach 1o the one above by Schirmacher and
Belitz and the relation beiween the two methods is not ahogether clear. For
simplicity let us assumne that in the absence of 2k scatiering, the conductivity
would have the Boltzmann value, equation (6.52), which can easily be
manipulated to read

1 fe? | 1
= LA I — o .
ay(T) = ap(0) + 64 I ( W )(k,:l,) (!e ,‘(n) (125

Here, {, and /{T) are the clastic and inclastic mean-free paths as in §9.11.

Nﬂnr'(l- g (J -'?’.5
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deoy( TH/dT is always negative because /{T") falls with rising T. A correction
would be necessary if the scaltering were so greal that g{£) was seriously
affected bul we ignore this (Mott and Kaveh 1985).

A regime in which 2k, scattering is present, but is not sufficient to cause
localisation, is sometimes said to show “localisation effects’ or ‘incipient
localisation’. The theoty in 2-I) leads 10 equation {9.18) and, in 3-D, ay is
corrected 10 oy(T) + 0,(T) = ag(T) + 0,(0) + o{"". The correction ¢, is ob-
tainable either from a multiple-scattering calculation {Kawabata 1982, see
also Lee and Ramakrishnan 1985) or from a method in which electron
wavelunctions, believed to combine components both extended and decreas-
ing with a power law, are related to clectron diffusion and then used in the
Kubo-Greenwood equation of §7.7 (Mott and Kaveh 1985). In either case
the lormulae are

-~ Copl0) —-Cfe?)]
6L(0)=_{k",'): ’?(T)E “2’“)
- ng' Cogl
™ _—
= P DL
C fery )
-5 (I) ey (12.6%)

where L(T) = (I{T).)"?, the inelastic diffusion length {sece also §9.11), and
C is a constant of order unity. The last approximation uses /, < /,and L; </,
which arc rcasonable in disordered glasses.

Concentrating on the temperature-dependent part, o' + 17, we see it is

approximalely
1 f_z < kel Y
I\ h JALIT) A

and in high-resistivity glasses where [, is very small—perhaps only about a
nearest-neighbour distance—only the first term matiers,

In conneclion with the first relevant experiments in glasses, Howson
pointed oul that the temperature dependence of ¢ would therefore depend on
that of /{T). Electron-phonon scattering is dominant and the theory of this
shows that [(T) o« T2 whence ¢ o T for T < 0, and /(T) cc T~ whence
o 2 T'? for T > 6. Both give a negative TCR. This has been confirmed
experimentally for 2 number of glasses—see figure 12,15,

As with localisation in 2-D (§§9,11, 9.12), the incipient localisation in 3-D
can be affected by electron-electron interactions. There seems not 10 be an
intuitive and transparent way of seeing what the effect is. Detailed calcula-
tions show that g(E) is altered, up or down, by a correction proportional to
|E — E¢|"* and thal a consequence is that & is corrected by a term propor-
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tional 1o T'2. This term can be written (AT'tshuler and Aronov 1979)
136 , ia (KkeTY'?
= -3 s 12.7
N g O ’F’(zw tzn

where the suffix I'indicates ‘interaction’, D is the electron diffusion coefficient
and F was introduced in §9.11.
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Figure 12,15 Temperature varigtion of o in TiyBenZr, (x) and CuyTiy, (@)
glasscs, showing the 7- and T *-dependences (from Howson 1984).

This effect is distinct from the T'-dependence in o, and has been detected
below the linear tegion of o, say at T € $0 K. Figure 12.16 shows this
and, as T rises from a few K 10 about 300 K, regimes of T'z.’ T- and
T' “.dependences succeed cach other and conductivity extrema may wetl
separate the regimes, giving & complex temperature dependence overall
({Cochrane and Strom-Olsen 1984, Howson and Gireig 1984).
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Figure 11.1% \XT' *_dependence of p at low temperatures { from Cochrane and Stom-
Olsen 1984).
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Reculling 5911 again. we expect a magnetic field to produce complex
effects in . There are at least four sources of lhis, cyclotron orbils iniroduce
a new length into the problem and affect localisation lhercby‘lhc orbits, and
also the Zeeman splitting of spin states. affect the electron-clectron interac-
tion term: these are the effects symbolised by the Ac(H) terms in equation
(9.20). The spin-orbil (50) interaction must also be aliowed for and, in
addition, if the material is superconducting. fuctuations in its thermody-
namic variables. occurring at T ~ T, cause observable changes in electron
transport (and other) properties{Skocpol and Tinkham I975§h’hich can be
Turther modified by the magnetic ficigf By choosing appropriate samples. one
or more of these effects can be virtually eliminated and a magnetoresistance
experiment used (o check the others. Thus Bieri ef af (1984} observed posi-
live magnetoresistance in Cuy,Zr,, glass and interpreted it as the eflect of H
on localisation and superconductivity Ructuations. Poon er af (1985) show
that a similar property exists in Lu-based glasses and argue that it is almos:
entirely due to the effect of 4 on localisation. superconductivity being absent
and othes sources largely eliminated by a high spin-orbit effect.

As first suggested by Howson and Greig (1983). the magnetoresistance in
alloy glasses is a valuable indicator of localisation and interaction effects in
3-D. There are considerable difficuities in both experiment (quile small
Aa(H) at very low T} and theory {many eflects interfering with each other).
Nevertheless at the time of writing valuable progress is elucidating not only
the properties of metallic glasses but ipse facro the general phenomena of
localisation and interaction characteristic of many disordered systems
(Hickey et af 1986). A »

In this and the prévious section, the eleciron transport properties of metak-
fic glasses have been illusirated by examples. There are many more. In
particular, magnetic impurities and ferromagentism cause characteristic phe-
nomena like the Kondo effect and the anomalous Hall effect but these will
not be pursued here (See, e.g., Luborsky 1983).

12.6 Other important properties

The object of this final section is to draw the reader’s artention to a few
important properties that the chapter does not deal with. There is a growing
number of comprehensive sawsua on metallic glasses where these subjects
can be pursued ( Beck and Giintherodt 1983, Luborsky 1983, Moorjani and
Coey 1984, Egami 1984).

Probably the most important omitted property is the magnetism of those
alloys conlaining transition end rare carth elements. Its importance partly
derives [rom the technical value of the glasses, especially magnetically soft
ones. for applications which include transformer cores. shielding and record-
ing devices. Apart from this. the already profound problems of magnetism in
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126 OTHER IMPORTANT PROPERTIES 189

crystals are intensified by disorder except that those arising from anrismropy
are largely removed. =

The itinerant electron madel of the overall average properties of ferromag-
nets. such as saturation magnetisation. Curie temperature and spin wave
dispersion. requires a knowledge of elecironic quantities including g{E), the
bandwidth and the cleciron-electron interaction energy of two elecirons.
Calculations such as those of §12.3 are therciore pertinent and disorder will
alter the magnetic properties as a consequence of smoothing the structure of
£IE) without changing the behaviour in principle. But it is rarely, if ever,
possible la compare directly crystaltine and amorphous lorms of a ferromag-
netic clement and the process of alloying 1o form a glass-such as introducing
B into Fe-itsell aliers the magnetism by elecironic changes such as hybridis-
ation and charge transfer between impurity and host. IF crystalline and
glassy atloys with similar composition and sRO can be compared, however,

390 ch 12 STRUCTURE AND ELECTRONIC PROPERTIES OF GLASSES

the moment of one ion, transmits the magnetic effect 1o a distant ion through
an interaction which falls off as r - * and oscillates in sign with wavclsnglh
2n2k,. The sign oscillations imply different coupling_s bgiwccn pairs of
different separalions and can be a source of frustration in dlsordﬂ:cd arrays
of moments. In the spin glass regime this results in the freezing-in of mo-
ments with disordered orientation at low lemperatures. Spin glasses remain
an intense focus of scientific interest (Chowdhury 1986). )

Like the magnetic properties, but to a lesser txlem.llhe mec?lan!cal prop-
erties of amorphous metals have also promised practical appl_ncatlons: they
are possible constituents of sirong composile structural materiats for exam-
'l ‘ ‘ I‘:“O\ o 0..\ \

2 tl:t‘i :‘;* 4 %) 1 ad

LR TR At T g

the disorder docs not normalty affect the ferromagnetism radically. 4 $ a o
This is not in general true for other forms of magnetic order. Where the : " :“ g“ ‘*# ‘i *‘1 _I-.‘_f‘j .i .iu‘.:,‘f
lowest energy of a pair of moments is achieved by antiparallel alignment 14 } * § e ;: § AV A PR AW/

(antiferromagnetism). a ring of interacling moments will be frustrated in the
dltempt to realise consislent antiparallelism if the ring is odd-numbered,

F srromagnet Antiterromggnet Speromagnet Atperomagret

Frustration also occurs when two or more neighbours of one atom with 4 } ‘g{

antiferromagnetic coupling are also neighbours of each other: the simplest LI} ‘ 4 i& t t “‘I{* 'ﬂi t 4

case is the triangular lattice in 2-D. Topological disorder might create such 34 ) Q“ :‘ y hﬁ‘ 4 P j“ }

situations and profoundly alter the energelics. Topalogicat disorder is not a 'in 04 % + NN IN-A *} b4 7*

necessary condition for frusiration however: it can occur in the square Ising MO 3K ﬁp‘ t t 3{ “ ' t t tf'

lattice when there is random mixture of ferromagnetic and antiferromagnetic 44 ? by

couplings, with or without a random dilution of magnetic siles by non-mag- Ferrimognet Specumagnets

netic ones: it is impossible then to satisfy simutianeously all the compeling

coupling requirements and the pround-state energy rises over that of an te)

ordered system. This is a tich source of highly interesting and challenging Fandom . free2ing of fhe moment

problems in magnetism. Kondo r Spin glass mrfvmw_fl lm-mv!d
It is difficult 10 pursue such questions without a preliminary account of fegime - magnefic order

magnetic theory in general and. for this reason, the reader will probably Single [ interacting B {lusters - f,:'m':“ﬁ'::ﬂ

want lo enter the very large literature through references already quoted wpins yngle yms gloss motry

1 ]

abave. From a vatuable referanec (Moorjani and Coey 1984) we take piclo-
nial illustrations of magnetic ordering possibilities in topologicalty disor-
dered arrays of loca! moments, The distinction between figures 12.17(a) and
(h) is between systems with one kind of atom with a specified moment and
magnetic ineraction and systems with two kinds. To these we add in figure
12.17(c} a sequence of possibilities opened up as the atomic percentage of
random magnetic impurities increases in a non-magnetic crystal lattice. The
magnetic couplings are the various forms of exchange interaction which
include the direct one. which was the origina! explanation ferromagnetic
couplings of spins, and the indirect one of Rudermann-Kittel-K asuya-
Yoshida (RKKY). In the latter, the electron gas, magnetically polarised by

o of Jlese

* S0pom 'sof. “a T Ve R h\ e

" RKKY o shorkrange corrtiotions. Kurect

TeeTyixh  RHKY
Dipelor wtaroctiom? i

Flgure 1217 (a), {5} Schematic diagrams of various orientetional ordering pos!ibii'l-
ties. Prefires spero. speri. refer to random orientation systerns with nel magnetic
moments, Asperomagnets have no net moment. (c) Various regimes at different
magnetic impurily concentrations. x. The dominant interactions are fhown below !he
diagram. v, is the percolation threshold. e.g. about 15.5 al. % Fe in Au, st which
direct interactions link up throughoul the system. ( After Mooriani and Coey 1984.)
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ple. Their nature as glasses out of thermodynamic equilibrium complicates
their mechanical propertics both in theory and experiment. However. unless
magnetisation and magnetoclastic effect intervene. the elasticity of metallic
glasses is in general isotropic and there are only two independent properties,
say the bulk and shear moduli. The former {K) is similar to, the latier (G) is
about 30 % lowes than M, the crystalline form. At least for simple metals, an
equation of slate ought 10 be derivable from the pseudopotential theory of
ion-ion inleractions in which the toial energy, £, has volume and structure-
dependent terms (86.6). The bulk modulus is proportional 10 & E/de?, where
£ is the strain, and it was calculated successfully in this way for amorphous
Mg;aZns, by Hafner (see Suzuki (1982), p 1311). For shear strain at constant
volume, a computation of d*E/dc? was originally performed by Weaire et af
{ 1971} using pair potentials in a model glass of about 100 atoms. It appeared
that the shear modulus was reduced relative 1o its value in the crystal by the
adjustments of configuration to which the glass can resort in ordeiparually
its shear stress.

OF course there is & great variety of responses to stress (a,) that metallic
glasses can show. The elastic response which is virtually instantaneous is
homogencous and, if the stress is prolonged and also low (say o,,/G < 0.04),
homogencous creep can be detected. For sufficiently low stress the Newlo-
nian viscosity. n = o, /p. can be measured and it falls as the temperature rises.
More complicaled stress-strain retations occur at higher siresses (see, e.g.,
Spacpen and Taub in Luborsky (1983)).

Flow is nol necessarly homogencous. At high stresses (say ¢,/G > 0.02),
glasses subjected to tensile testing or cold working show Jocal plastic defor-
mations. In a tensile test the latter occur in thems shear bands making an
angle with the direction of tensile force and the bands are deteclable at the
surface. They are the sites of very large strains leading ultimalely to [racture.
Metallic glasses do not in general show work hardening. This inhomoge-
neous behaviour is not very sensitive to temperature {Luborsky 1983). In
crystal physics it would be natural to discuss plastic flow in terms of disloca-
lions. 11 is obvious that dislocations defined by displacement of planes of
aloms are nol appropriate to a glass, but not cbvious that the dislocation
concept it therefore of no use at all. In crystals, dislocalions are associated
with characteristic stress distributions and similar ones could be notionally
introduced into a glass by the kind of cuts and displacerments shown in figure
2.9, This has been done in computer simulations but it is not established that
mobile line defects play any role in plastic flow comparable with that in
crystals (Beck and Giintherodt 1983, Luborsky 1983). Metallic glasses can
show strengths up 1o the ideal timit sel by the cohesive Terces.

It was mentioned earlier that structural relaxation occurs during anncaling
or ageing. This affects all the properties and particularly some of the me-
chanicat ones. For a rational investigation of the temperature dependence of
some property P it is desirable that the structure should remain the same,
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statisticaily a1 least, during the measurements. 1L is found that P changes
with time, . during annealing bul thal |P - 'dP/d| gradually decreases. If P
reaches a value Py, at 1, and temperature fo. and thereafter changes by only
a few per cent per day, it is possible to reduce T to T, for an interval t during
which P(T,) is measured. If P, is regained on returning lo 7y, it indicales that
the structure did not change significantly during 1. This could be repeated for
T.. Ty....and P(T) is then atlribulable to a particular structure and the
measurement is said (o be isoconfigurational. This is a means of eflectively
evading the relaxation effects in order to separate the variables.

But the relaxation phenomenon is of great interest in its own right, viscos-
ity and diffusion being particularly sensitive to it. Atomic diffusion, like
plastic flow, is nolL 50 easy 10 envisage in glasses as in crystals because
the vacancy and its jumps are not well defined. Interstitial jumping of small
atoms, notably hydrogen, occur in metallic glasses. but whatever the diffu-
sion Techanisms of large atoms are, the diffusion coefficient generally obeys
the Arrhenius faw D = D, exp{ — @/T). Since Q does not depend on T,
it seems that there is not a large spread of activation energies, and therefore
presumably not a large variety of displacive motions, in spitc of the fact that
no 1wo jumping environments are identical (see. €.8., Cantor in Siceb and
Warlimont 1985). At the time of wriling it is probably true to say that
the atomic mechanisms invelved in the relaxation process are not well
enough understood Lo relate the relaxation of one property with that of
another,

*A1l the time of writing’ is & phrase used not simply in relation 10 metailic
glasses but quite often throughout the book—which may therefore reason-
ably be concluded by the remark that, although much of the text has dealt
with well established or fundamental ideas, some of il has presaged future
developments in which the samiasr may well be taking part.
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