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MATHEMATICAL LEARNING MODELS AND NEURAL NETWORKS

E. Pfaffelhuber and P.S. Damle

Institute for information Sciences, University of Tubingen, Fed. Rep. Germany,

L

Mathematical learning models z,)as used in experimental psychology,
attempt to describe and predict the learning behavior of humans and
animals from a phenomonological viewpoint, It should in principle be
possibie to derive these models {rom a microscopic approach, using
basie principles of the dynamics of neurons and synapses (in the same way
as phenomenological thermodynamicé should be derivable {rom quantum
statistics)., The two main mathematical learning models describing
experimental data sufficiently well axethe linear modeland the stimulus

sampling models.

Linear models describe the temporal change, due to reinforcement,
of the system's probability a, (r/s) of reacting with response r to

. th . . . g o
stimulus s at the n~ trial by a linear difference equation, which in the

simplest case reads:

a,, (r/s)-q_(x/s)= p(xml(;)-qn(r/s)) .

The inhomogeneous ''force' term X-n(r) equals 1 (0) if response r
was (was not) reinforced at irial n, and ﬁ is the learning parameter,
For coniinuous reinforcement the familiar exponentially saturaling

learning curve resulis, 1 /|3 being the corresponding time constant,

While the linear models assume a gradual formation of a stimulus-
response association, the stimulus sampling model, in its simplest form,
the so-called one-element or all-or-none maodel, postulates that a

single reinforcement produces either complete learning or no iearning
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at all. [t thus describes the consecutive states of the system by a

Markov chain, a switching {rom the unconditioned state g{r/s)=0 to the con-
ditibned_sta’ce g{r/s)=1 6ccuring,' due to reinforcement, with a certain
transition probability, To describe more complex learning data, oﬁe
assumes a number N of individual all-or-none models, each learning
independently from all others the association between a particular element
of the total stimulus presented and the response r,. The system's overall
response probability is then obtained by sampling the elements and

butlding a weighied average of their individual response probabilities;

If very many elements are sampled it follows from the law of large
numbers that with a high probability the time behavior of the response
probability qn(r/s) in the stimulus sampling model will closely resemble
the time course as predicted by the linear model, provided the transition
probability equals the learning parameter }3 . Thus the linear model can
be considered as a limiting case of the stimulus sampling model, and
hence the latter, and in particular its basic unit, the ali-or-none model,

secems 1o be of more fundamental importiance,

The simplest way to genefate this basic unit on a neural basis is to’

assume a neuronal pathway from a stimulus neuron 5t, sensitive to the
presented stimulus, via a memory cell M to a response neuron Rs, which

is connected to the motor (or other) output, such that the St-M synapse
possesses two (or more) s‘_cable states, a transition from one to the other
occuring with a certain transition probability due to the arrival of signals
from a reinforcing neuron Rf, excitable by'thé presented reinforcement,

It appears that in the octopus' visual lobes these cells have been in part
identifieds). The postulated synaptic-switching mechanism gives, for
suitlable parameters of the synaptic siates and for low noise level, a good
approximation to the matihematical one-element model, and is in accordance
with the derepressor hypothesis‘g. In order that the approach is meaningiul,
hoWever, we must assume that the time required for stabilization of the

synaptic states is smaller than or at most at the order of 1€ time distance

between consecutive learning  trials,
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Thoe step to the general N-element etimulus sampling model is made,
analogous to the mathematical model, by assuming N independent synaptic

switching mechanisms for N different memory and response cells, the

overall response probability being {aken proportional to the number of
response cells firing, For large N the time behavior of the response
probability will closely resemble the linear model, the deviations

decreasing with increasing time,

Assuming instead a large number of synapses at one memory cell, as

is true in mammalian brainsB), and using a time c¢ontinuocus version of
Caianiello's neuronic equationss), it follows from a statistical analysis
with the help of the central limit theorem7)that the time course of the
response probability is approximately given by 1/2 erfc(An/ JI?;I ) where
An’ Bn are exponentially saturating functions of the trial number n, The
result is a typically S-shaped curve, which may also approach a step
function for synaptic paramelers which still seem to be within the known
experimental datas’ 8). In the latter case a memory cell with many inputs
would represent a more complex neural representation of the abstract

all-or-none model,

The mathematical analysis based on a probabilistic synaptic switching
mechanism can be extended to include forgetting behavior, inhibitory
synapses to describe the ¢losing of pathwaysB), probability learning]),- and
more layer series conneciions of memory cells, It is hoped that the
synaptic transition probability which can in principle be inferred from
experimental data of learning experiments, if the neuronal topology is
known, gives hints as to the underlying chemical or other mechanism

of synaptic conditioning,
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