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Part III: KINETIC APPROACH

F. Ventriglia

Laboratorio di Cibernetica, Arco Felice, Napoli, Italy,

Models have traditionally played a significant role in the study'of neu-
ral systems.' In view of the complexity of the system which it attempts
to describe (systein with a large number of elements which have a singular'
func;tional behavior and a very entangled net of connections), this is not .
at all surpriéing. As usual these models will be tremendously simplified
versions of the actual situations, Several models,dcierministic or statisticai,
of neural systems have been formulated I-#) , and all of them, aithough
apparenily more or less different, arc based upon the same. assumption,
partially demonstirated by eiectroph\jsiological evidence, that significant
parameters in the Qescription of the neural systelgn are the aétivity states
of its neurons and thé values 6f their thresholds. In deterministic
models = the magnitude of the coupling coefficients 6£-the neurons is a signi-
ficant ﬁa::ameter, while in statistical models’. it is the average number
of input to the neurons, Some models consider only systems with excitatory
neurons., It is-s perhaps well to stress that altl;ough ilie models are mathe-
matically simpier, the actual discussion is still qﬁité compli'cated'.' The
comnplete formal solution of many of the models referred to does not yet ex-
ist. In accordance' with the preceding remarks we have introduced a new
slatistical model of neural systems, which for its simplici{y, is quile suitable
for  study with statistical mechanic techniques, In a first approach,
excitatory neurons only are considered in the model, ’I,‘he' model can.us'e-'
fully be visualized as a system composed of two different kinds of pa_rticlés; '
without mass in a {inite voluime of 3~-D space: N particles, neurons, I parii-
cles, impulses.” The N particles are in fixed positions, while the I par-
licles a;e free., An internal parameter I is associated with each N ‘par-

ticle; it is quantized and can only assume the values E =0, 1,.. .S, The
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"gas" of the I particles does not have a fixed number of elements, In
fact, during their motion the I particles collide with the N particles
and arc aﬁsorbed instantaneously. This absorption produces a transi-
tion in the internal parameter E of the N pariicle receiving the shock:
f._-‘; Q+1 . Moreover, after some collisions, each N particle reaches
the inner state S and produces a bundle of new I particles, while E re-
turns instantaneously to the zero value. In this model we neither con~-
sider I — I collisions nor iniroduce interaction forces; therefore the
only mechanism which changes the velocities of the I particles is the
mechanism of creation and destruction, Because the duration of I N
collisions is infinitesimal,only binary collisions occur. It is assumed
ithat, {or a macroscopic description of the neural system, it suffices to

consider only the distributions f(¥, v, t) and LlD(e_,'f ; 1) where:

£{¥,¥,t)dF dv = probable number of ifnpulses_“in ihe positional range

) (‘f‘;df) and velocity range (F,6¥)  at time {;
and

P(L,T,t)drF = probable number of neurons in positional range '(¥,4r) .

in the inner state £ = L atiime .

Later on, making use of the old Boltzmann. method for the study of dilute g=ses
. * | o A - )
there have been constructed the "kinetic equations' of the neural system,

i. e. the equation for the rate of change of the distributions f and ¢ with e ine.

in constructing such e quations, for including the possibility of existence-

of zones of the neural system where the axodendritic termination are more
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dense and of others where they are less dense, there has been introduced
a Sort' of cross-section o which is a smooth real function 'of the posi-
lion: =6 (F) . Moreover, the axonic structure has also been. ta.ken
into account by working on the distribution of the velocities of the I new !
impulses emitted by the neurons which are in {he inner state S. TFinally,
we want o point out that the "kinetic equations" are coupled differential
equations; thus, for obtaining the distributions { an‘d (P which describe

ithe model, such equations must be solved simultaneously, .

- REFERENCES

1) McCulloch, W, 5, and W, Pitts; Bull. Math. Biophys.‘ 9, 11% (194.3,)
2)  Rapoport A., : Bull, Math. Biophys. 12, 109 (1950)
3) Caianiello, I, R.: J. Theor. Biol, 1, 204 (1961)

4) .Allanson, J.T.: In ‘Information Theory (Third London Symposium}
Butterworth and Co, Ltd. London 303{1956.)

5) Beurle, R.L.: Phil, Trans, Roy. Soc. London Sec B 240, 55 (1956)

' . ‘ . .

6) Farley, B.G. and W, A. Clark: In Information Theory (Fourth

: London Symposium) C, Cherry, ed. Butter worth and Co. Ltd,
London 242 (1961)

7)  Hart, E.M,, J. Csermely, B, Beck and R, D. Lindsay: J. Theor.
Biol. 26, 93 (1970) .

8) ‘Wilson, H,R, and J.D. Cowan: Bioph.J. 12, 1 (1972)

ke





