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Introduction

Enhancement techniques are aimed to improve the quality of
images and to make the successive analysis easier. Depending on
the user needs, these technigques are used to eliminate unwanted
effects (for example noise)} or to point out particular features
(for example contours) of an image. The processing is carried out
without considering into depth the distortion causes, but only
examining the effectsa.

In the following, we shall consider some techniques which
are based on the grey level histogram; we shall start with de-
striping up te consider histogram transformations and histogram
based filters.

De-striping methods

De-striping conaists of the elimination of line banding,
present in some remotely sensed images, due to the imbalance of the
detectors used in the scanning process. In fact, as an example,
Landsat MSS uses six detectors while Landsat TM sixteen, It happens
that the response of each detector is slightly different from the
others. This effect appears in the acquired image as line banding,
with same lines presenting an average grey level different from the
others, also in the presence of a uniform area on the image. This
effect is particularly evident on the sea areas by issuing a pseudo
color representation aimed to enhance contrasts.

A way to correct this effect is to use the grey level
histogram. The idea is that each detector "sees” a similar
distribution of all the land cover categories present in the imaged
area. So, the mean and the standard deviation of the data acquired
from each detector should be the same. We can impose this
constraint and the resulting algorithm ia the following.

- pata are divided into N categories depending on the sensor by
which they have been acquired (6 cateqgories for MSS and 16 for
T™)

- for each category the mean x_(k), the variance o(k) and the
standard deviation s(k) of the pixels belonging to that

2
category are computed.
n(k)
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a(k) = f. x“(k)/n(k) - x7(k) (2)
s(x} = (o(x))"? (3)

where n(k) is the number of pixels of the kK category.

- the global variance V, the global wmean M and the global
standard deviation 5, are identified as targets and computed
:ith formulas analogous to (1), {2), (3) but over the all

mage.

- a gain factor and a blas factor are computed for each band:
g(k) = 5/8(k) (4)
b(k) = M ~ g(k)x (k) (5)

- each pixel of the category k is corrected with the formula:

¥i(k) = g{k)x;(k) + b(k} (6)

Histogram transformation

The objective is to change the grey level of the pixels in the
image in order to modify the histogram in such a way it assumes a
given form. In fact, the grey level histogram is very useful to
characterize an image or in general the acquisition process. If,
for example, the histogram is concentrated towards low grey levels,
there is a good probability that the gain of the sensor is low or
the radiance coming from the imaged area is scarce; if, on the
contrary, the histcgram is strongly concentrated towards high grey
levels, it may be that some component of the acquisition system is
working near saturation. In both cases the acquired signal is not
well distributed in the grey level range.

We shall consider here three types of histogram
transformations: histcgram stretching, histogram equalization,
histogram modification.



Histogram stretching

Histogram stretching is the more immediate way to enhance
image contrast; the grey levels of an image are redistributed in
the full range of the output device. The result is particularly
evident if the original histogram is strongly grouped around the
mean value.

Let min and max the minimum and the waximum grey level of the
original image. Let [0, O] the range of grey levels we want in
output (usually these ieve s are 0 and 255). The transformation
defining the stretched image is:

g{m,n) = (£(m,n) - min)G + Oy, 15

where f(m,n), g(m,n) are respectively the input and the output
images, and G is the gain factor:

G = (0, — Oyn)/{max - min) (8)

The operation so defined is linear and reversible. There are
however some variants to this basic ascheme which have to be
reported.

The first 18 "clipping"; clipping consists in applying
equations (7) and (8) introducing two clipping factors C,, > min
and C__ < max in the place of min and max respectively: values of
the original image less than C,, are forced to O, in the output
image, while values greater than C_, are forced to O_,. In this way
the gain factor G is greater and the contrast effect results more
evident. This technique is very useful for sparse histograms,
specially if the 1lateral points are due to noise. Clipping
introduce a non-linearity in the transformation which alsoc becomes
not reversible.

A second variant is to divide the original grey level range
into a given number of sub-intervals and apply eqs. (7), (8) for
each sub-interval. In this way it is possible to increase contrast
for those grey levels which define the objects in which ve are
interested.

The last variant considers a transformation on the original
histogram that is not linear, and that can be applied also with
clipping or by considering sub-intervals. All kind of
transformations are applicable. As an example we consider here an
exponential transformation:

g(m,n} = c(f(m,n) - min)exp((f(m,n)-min}/ (max-min}} + O, (9)

The exponential function varies from 1 to e when f(m,n) varies
between min and max., C is a gain factor which has to be choose in
such a way that for f(m,n} = max, g(m,n) = O_,. This means that

O, = C(max - min)e + O, {10)

and

Opx ™ Opin ™ C(max - minje

from which

C = (0O, = Ou,/(e(max -min)} {11)

Histogram equalization

The best way to quantize a signal is to attribute finer levels
of quantization where the signal is more likely. This is not
usually performed at the acquisition time, since the input signal
statistics is unknown. A posteriori redistribution of grey levels
can be applied to enhance the visual aspect of images. The
redistribution is done in such a way that the grey level histogram
of the output image is as flat as possible. To facilitate the
redistribution process the number of grey levels of the output
image should be less than those of the input one. The algorithm
is:

1 choose the number of grey levels L,

2 compute how many pixels N, have tc be attributed to each
output level:

N, = N/L, (11)

where N is the total number of pixels

3 put k=0, j=0

4 scan the input histogram from level j and find 1 such that:
I, n(i) approximates N, where n{i) indicates the number ot

pixels at level i



5 map the grey levels in the interval [j 1] in the k™ level of
the output hisetogram

6 if all the grey levels in the input histogram have been
processed, stop; otherwise continue the scan of the input
histogram by putting } = 1+1 and k = k+l.

As pointed out at step 4, the redistribution is not perfectly
realized since we are working with discrete quantities; a tradeoff
between the flatness of the histogram and the quality of the ocutput
image is determined by the cholice of the number of output levels
L,. The equalized histogram can be stretched to report the range of
grey levels in the range of the output display.

Perfectly flat histograms are obtained by choosing some pixels
and changing their values in such a way that the equality condition
at step 4 is satisfied. This is not quite correct indeed, even if
the resulting error is at moat one category of the output
histogram. The choice of the pixels to be modified can obey to some
criterium or be random. In the former case information about
neighbouring pixels is used to take decisions.

Histogram modification

If we have to put into correspondence two images taken in different
times and aituations, it may be that some differences exist due to
some causes in which we are not interested. Let us explain with an
example; if we are considering a remotely sensed image in the
visible band taken in the morning and an image of the same area
taken in the afterncon, we can find that some differences are due
to the illumination angle. It may be, for example, that the first
is darker than the second or viceversa.

A second example regards sensor tuning; this can cause
spurious differences on images of the same area recorded in
different times in the same local conditions.

One way to face these problems is to operate on the two images
in order to make their histograms as similar as possible, thus
correcting variable gain effects or bias factors due to unwanted
causes. This is obtajned by defining a transformation between the
two histograms.

The problem can be formulated in the following way: given the
histogram of the first image identified as {p;) and the target
histogram of the second image identified as {q,), we want to find
a transformation f: (p;) ===> {q;). In general the two histograms
may have also a different number of levels.

The algorithm we propose is a generalization of the algorithm

6

presented for histogram equalization:

1 choose a target histogram (q,)

2 put k =0, j = 0

3 scan the histogram {(p;}) from level j and find 1 such that
1

I, p; approximates g,
4

4 wmap the grey levels in the intervals [j 1] in the k, level

of (q,)

5 it {p;} has been scanned completely stop; otherwise j=1+1,
k=k+1 and go to step 3.

Some variations are also in this case possible and regards
essentially step 3. A best way to approximate (q,} is to request
that for level k of (q,)

3, k
I, p; approximates I, q;
0 o

where j, indicates the index for which the best approximation is
reached. In this way the errors at each step tend to ccmpensate
each other. The levels which are mapped to ¢, are the levels which
are in the interval (Jj, ,+1 3.1.

In the case we decide to force the equality at step 3 by
changing the grey level of sowe pixels of the input image, the same
coneiderations of histogram egualization apply.

Histogram based filters

The techniques examined up to now are considered as "point"
techniques. We mean that, once the transformation has been defined,
the grey level of a point is changed independently of its
neighbouring pixels. Only in the particular case of the forced
solution described for histogram equalization some 1local
interferences are possible , but the intrinsic nature of the
proposed techniques does not change . By the way, we canh nhote that
de-striping is only a particular case of histogram stretching;
histogram stretching and histogram equalization are only a
particular case of histogram modification.

We are going now to consider "local® techniques. The attribute
of local refers to the fact that modifications applied to a pixel
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are decided on the basis of its nelghbouring pixels, so utilizing
the "local® information.

Local technigues are greatly diffuse in image processing and
are furtherly distinguished in 1inear and non-linear. Linear local
techniques assumes the form of a convolution between an input image
and a PSF (the filter mask); the convolution theorem is valid, and
is used as & valid alternative to direct spatial convolution.

Local non-linear techniques are strongly stherogeneous and not
easily definable; among them sore algorithms are based on grey
Jjevel histogram. One of the most famous is median filtering which
is described in next section.

Median filter

The filter is applied by defining a window (odd dimensions for
simplicity) which is progressively overlapped to every pixel of the
input image. As we shall see later, the dimensions of the window
define the properties of the filter.

Por the pixel falling in the window, the "local™ grey laevel
histogram is computed. In its simplest form the algorithm consists
in substituting the grey level of the central pixel of the window,
with the grey level of the pixel (the median) which is in the
center of the local histogram.

The result of the filter is a smoothing of the input image;
this smoothing is quite effectlive in the presence of random impulse
noise. However, like all low-pass filters, alsc some unwanted
effects appear, since the filter cannot obviously make distinctions
between the informative signal and noise. The variations to the
basic scheme described above are in fact aimed to make this filter
more selective.

The firet variant is to consider a threshold: the grey leavel
substitution is performed cnly if the difference between the
central pixel of the window and the median exceeds the threshold.
In this way the image remains unchanged where it is sufficiently
uniform. The threshold has to be tuned on the statistics of the
signal and on the application needs.

A second variant is to give importance to the central pixel
of the window by "weighting® its effect; one, two, three,....., k
pixels of its value are included into the local histogram; in this
. way the prebability that it may be the median increases.

Weighting and threshold are often combined together giving
origin to the so called weighted median filter with threshold which
is the more general form of this filter.

A third variation, known as K-neighbours, consists of fixing
a parameter k which determines a number of pixels to be eliminated
in the local window. 1If, for example, k=2, two pixels are
eliminated from the sliding window and so from the local histogram.
If the elimination on the histogram is symmetric,the result is
equivalent to median filter; if not, the elimination of the two
pixel is from the same side of the histogram, thus possibly
changing the median. This is important for exasple to try to
distinguish an edge from nolise. For noise, it is likely that noisy
pixels are locally similar: in this way it may happen that they are
aliminated from the same side of the histogram. For an edge, it is
likely that points defining the edge are on opposite sides, thus
paintaining the original median. So, this filter has the potential
advantage to preserve edge with respect to classic median filter.

A final consideration regards the pattern and the size of the
sliding window. Usually a square or rectangular window is used;
other patterns are also applicable depending on the noise
characteristics. The size of the window is really an important
parameter of the filter. To realize this, it is sufficient to
consider an isolated pixel of noise on a uniform background; it is
always eliminated when a Ix3 window filter is applied. If the spot
of noise is of dimension 2x2, it is evident that a window 3x3
cannot remcve this noise. This can be done by a 5x5 window.

In general, detalls are preserved when their dimensions are
greater than the dimensions of the window divided by two (integer
divislion is here considered).

Median filter is largely used in digital image processing,
specially in the presence of random impulsive noise; in fact,
median filtered images are less blurred with respect to others
obtained by linear filtering; contours are more preserved. This is
due to the fact that linear filters redistribute the energy in the
iocal window thus changing also pixels which are near noise.

From an implementation point of view, median filter complexity
is greater than that of convolution based filters, since for each
pixel of the input image, the local histogram has to be computed.
However a fast version exists in which the local histogram is
updated by congidering pixels entering and leaving the sliding
window. This version is statistically faster but the pumber of
needed operations cannot be forecasted a-priori.
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