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ABSTRACT

The main problems involved in the reconstruction of 3-D profiles
are related to the definmition and resolution of a suitable equa-
ticn set for the calibration of the whole system and to the
selection of proper criteria to discriminate whether matched
pPaints are reliable or not.

This paper present a complete system abie to extract data and
measurement  from digital stereo images obtained from aircraft or
space sensar.

Both area-based and feature-based techniques have been
investigated. In order to perferm a good point matching, the sys-
tem makes use of criteria based on a modified test, taking into
account the shape of the correlation fumction in a neighbourhood
af its maximum.

Some experimental results of automatic point matching are
reported for different values of the characteristic parameters.

INTRGDUCT 10N

fhe automatic extraction of three-dimensional measurements from a
steren pair of two-dimensional images is a very pursued aim, due
to its many applications in several interest fields, such as
raobotics, geology, cartography, biomedicine and other ones.
The censtruction of a 3-D model of a scene starting from a digi-
tal stereo pair is a task involving the resolution of three main
problems:
- definition of a parametric model relative to the acquisi-
tion geometry;

- ®matching of carresponding points in either of the acquired
images;
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- determination of the 3-D coordinates of each point, whose

T corresponding pixels are known, in a world reference system,.>t-

The first step, known as camera calibration, needs the knowledge
for each camera of such parameters as: focal lengnt, absolute
position and direction of the view anis. The problem is solved
by using the knowledge of the 3-D absolute position of some
points, at least four (Ground Reference Points). The second
problem is solved by means of a suitable mathematical function
9iving an estimate of the match quality and confidence. Finally,
the 3-D reconstruction problem is much easier to solve than the
previous ones, bBut its results are very sensitive to the accuracy
of both calibration parameters and carrelation measurements.

1. CALIBRATION

Once a pair of digital images, relative to the same scene taken
from two different points af view, has been obtained, the first
processing step to be performed is the definition of & sultable
parametric medel describing the acquisition geometry. In  this
wark we used three coordinate systems, the first is a glaobal
reference one relative to which all the other measurements are
expressed., The ather two are orthonormal reference sy=tems
bounded to each camera point of view and having their z axes
passing through the focal center and pointing towards the scene,

while the x and y axes are coplanar to two acquisition planes
(see Figure 1).
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Fig. 1 .- Acquisition Mude) ol a Sicrew Pair.
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Using, the collinearity constraint relative to a point in the 3=
spacey the corresponding point projection on the image plane anig
the focal center of the camera:; it is possible to obtain the fol-
lawing equations expressing the coordinates Kys ¥ on the image
plane, relative to a point P:

(1) %, = -f[(P « C)'HI/L(P - C)-A)
yi = ~f[{E ~ C}VIZIIP - C)-a)

where P is the vector relative to the point under consideratiar,
€ is the vector relative to the focal center, H:» V and_A are the
vector defining -the coordinate system bounded to the camerc,
while f 15 the focal lenght of the camera itself.

Equations (1) are not in a Torm suitable for computation becau.a
they assume that the intersection between the camera line of
sight and the image plane lies in the center of the digitalized
image and that the image itself is not scaled.

In practice these two hypotheses are not verified, sb a prelim: -
nary manipulation {is required to implicitly conglobate possiblw
scale variations into the calibration phase and to obtain am aF-
bitrary displacement of the coordinate system arigin.

It can be proven (Yakimovsky, 1978) that the result of this
preliminary manipulatian is the definition of a new orthogaonal
coordinate system relative tao which the collinearity equations
are to be formulated again.

Using a set of at least seven points whose real world coordinates
are known (theoretically four should be enough: this fact is due
to the 111 conditioned nature of such problems) the following
equation set can be wvbtained:

(81 P 30 4P o 1t P i AP ~Hy 4P Ha 4Py *H = i - Ca4 Gy =0
P jun AL 4P j PP, - Jn AP VAP Ve 4P Vi - Cnt L, =0

where m & 128v...4n while: A=A Ay Ay Y=V, Vv
HedH, s Hi 0 H ) are the wvectors defining the new orthogonal
;eference system, i. and j. are the image coordinates of the
point whose real world coordinates are Pa., Prys Poxe and Tinally

Ch=C-A, C\,=C:H, C.=C-V where : denotes scalar vector product.
The_system given by (&) can be solved grouping equatians five by
five and multiplying each group for suitable constants with the
aim to eliminate the coefficients relative ta H,, Hwy, H: and Cie:

Kit suew- equation [ --.
Lo Ky voa.. equation 2 : -——.
ko kKis «--.. eguation 3 group 1 :
I, kio +.vvv eqgquation & H group 2
k.. ki~ +.... eguation 5 -- H
Kim cere. ©eQuation & -
t3)
koo veres eguation n~4 ——,
oo vl ces- equation n-3 2
ko ey vesa. BEquation n-2 group n-4
Key vooay sesrs eBquation n-1 H
Koy aw o n cesss equation n --
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For each group the following constraints are imposed:

ki 'Pl.u"’kaa‘Plo-x.u"'k::s'Flo-e.u’k:t-'P:oa.n‘k)n'P|—u.u=D

(4) kxl'Pl.y*‘kia'P:';.v+k;m‘P;-.n.y"k|u'P|+-.-.v"|‘ls'P:--a..ﬂ‘o
kia Py etk e Py, ..*kna‘F:-n:n.."‘kln.'Pno-:l.:“kun'Pao-..-='0
kKivtkiatkamtk otk s=0

where | = 1,2,....,n-4. .

Choosing the points from the original set so as to be not
coplanar four by four, system (3) af n-4 groups of equations can
be solved so as to obtain a new linear system of eguations con-
taining only A,y Aas A, and Ca as unknowns; finally, by salving
this system, it is possible to obtain the vectors A, H, ¥ and C.
The previous steps can be repeated for the second reference
system, bounded to the second point of view, recovering in such a
w3y the complete knowledge about the acquisition geometry.

Using this knowledge and the coordinates of corresponding points
in bath digitalized images, the 3-D coordinates of the related
points can be obtained as we will describe below.

2. DIGITAL CORRELATION OF CORRESPONDING POINTE

In oprder to determine couples of Correspoanding points in both
images two approaches have been developea; an area-basced
matching, where the corrispondence of different points is veter-
mined by evaluating the similarity of areas around each pixel: a
feature-based matching, in which structural informations are
preliminary extracted from each image separately and then E]
matching criteriaon is applied to certain suitable characteristics
(features) peculiar of each structure. In the Tollowing subsac-
tion we present a feasible pracedure for feature-based =tcrea
matching and a more detailed analysis of the algarithms and the
problems involved in the area-based approach, which 15 by i1tzelf

simpler and more suitable for point matching with a nigh degree
of accuracy.

2.1 Feature-based Matching

The principal steps of a feature-based matching may be summarized
in the block diagram aof Figure 2, whera the calibration phase has
been omitted because it is not specific of this khind of approach.
On both digitized images (left and right) a processing operation
may be eventually performed to reduce noise and disturbs and, St
the same time, to ermhance gray level discontinuities ‘edges ).
Such edges can be easily detected by meane of circular operators
(i.e. Sobel eoperator), able to overcome the !imitation due to the
discrete nature of image.

Subsequent threshalding and- thinning steps permit to follow the
contours of the scene wWith thick lines. Eventual gaps due to the
above steps are furtherly filled by linking edges and approximat-
ing then with segmente of =olid lines (Davies, '1586).

A proper choice of significant features =uch as contrast and
orientation allows to extract from images a synthetic ang
adequately complete representation of their information content.
Now it is possible to match the elements of a scene both single
and grouped in more complex Structures, represented through
polygenais,
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Block Diagram for Feature-based Sterco Matching,

Fig. 2 .
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Fig. 3 - Delinitions lor Arcu-based Siervo Maiching.

Such a search is brought about on a suitable sectangular window
in the right image called search area. The size of this window is
chosen so as to guarantee that it does include the corresponding
point we are looking for, For every pixel of the search area of
coordinates (m,n} we measure the similarity between the target
area and a sdbwindow of the search area., centeved around the
pixel (m,n), of size MxN. The corresponding of pixel P 1n the
s@arch area is the point (m’,n’') which mamimile such a
similarity, according to the adopted criterion to evaluate 1t.

2.2.1 Matching based on the Correlation Coefficient

ln order to evaluate the similarity between corresponding arzas a
coefficient may be computed for each pixel (m,n) of the search
area, Such a coefficient is determined by applying a suitabla
mathematical function between points of target areas and of cor=-
responding subwindows of the search area.

The choice of the function depends on the requivred accuracy as
well as on computation requirements,

The most widely used function is the classical cross—-correlaction
function {(Rosenholm, 1985); with reference to target and s2arch
areas we define:

£, L, (Qe = Kud (Ga = #o)

(9) rimyn) =
€0 E, E, (Qu = Ky 2.0 §, £, (Qu - padit 3)0-

where the subscripts i and ) span wWindow S1zes. g, anhd P, deanote

thee 9gray leval at (i, j) and its mean in the target area, g.. and
Hy ihe gray level and jts mpan in the corresponding subwindow of
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the search area centered in (m,n). Such a function yields values
normalited Letween 1 and =13 1 mgans complete similarity, O means
no similarity and -t opposite similarity,

Anather suitable function is the correlatian intensity funcfxon
tEhlers, 1%a2), derived from considerations of coherent optics.
It 1s defined as:

(L. Lk, coslptg,-q.11})"' + (E, Z, sinlp(g.~g.i13"
(XY Ttment = -
(MeN) 2 [}

where p, normalization parameter, is given by:

9.5 1 (M-N)1L-

C L, E, &ge - Hy¥" o T, E, (Qa = Ka¥R oo
Yalues of (&) span over (1,0) with meaning as above.

A simple function to measure the similarity of areas may also be
Fi1ven by the sum of the absolute differences between gray levels.
In ocrder to obtain normalization between &t and O for an £asy com-
Pari1son with the above ones, it is defineq as:

L. %y | 90 - 9. |
gy dim,nr = | -

MRIL

wh2-2 L a5 the mayimum number of gray levels of both digital
Images, usuallv L2564,

Funétlon tB) requires a smaller number of operations but. onfor-
tunately 1t has proven i1tself less efficient than the other pres,
“fter defiming formally three proper mathematical functions, we
nead an pperative criterion to detect point correspondences and
avoid miamatch errors. The simple choice of the maximum ver
(m,n) of the correlation coefficient, although adequatetly
thresholded. +S not a suitable criterion because leads to a high
parcentage of mismatches, that causes Ygross errars.,

#3  cuggested by a recent paper (Rosenholm, 1985) we chopse a
“riterian Hased not on the maximum value but on the shape of the
Two dimensional discrete functian given by the correlation
coefficient., guantitatively evaluated by means nf its second or-—
Jder derivatives (approximated by the second order differences:.
B, threshclding the values of such derivatives around the max:mum
b1, we aecide whether to accept the point as well matched. or
to discard 1t because mismatched.

U t2 mow e have 1mplicitly considered a carrespondence between
intearal vaolues of the coordinates (pixel correspondence).

fnw  we want to extend the concept of correspondence also to non-
1nteger values {subpixel correspondence) because in many caces.

due  to the discrete nature of the image data. the correspunq:nq
point 1n the left image of one pirel may be spread over faur
ne1ghbour pixel in the left gne. In this case, the pusftlnn of
the‘maximum values can be given by a suitable interpolation (e
used quadratic interpolation) in the neighbourhood of the
max imum, The match criterion remains unchanged and now the

IRS

-

second derivatives can provide information about “the gubptuel *
displacement of the corresponding point tRosenholm, 1985;,

2.2.2 Least Square Matching

Let g.ix,y) be the 9ray level matrix denating the target area ang
Gaix,y) the search area. Differences between corresponding areas
areg both geometric, because images have been taken from different
points of view, and radiometric, because of eventual
conditiohs of ltight during takes,

torresponded, once' it ig known a
radiometric transformation that minimj
of the differences between the respecti
The algarithm is based upon a mathemati

different
Either area will be exactly
Particular gecmetric and
zes the sum of the sguares
ve gray levels.

transfovma-
tion of the search area: a theoretical justification lies 1n the

fact that poth gu.lx,y) and Quixsy) vepresent approximately the
same object.

If we express analvt:cally the above constderation,

we abtain tne
following relation:

9

Qulkysy, } + NiN,,ay, ) = Dol n,ny,,)
and
x, = f, CHasy.. )
(10) Yo = Fo ix.,y.)
g.. = f, (Mprya)

K.

where x.. and Y= dre coordinates nf pPixel of the search Areat
¥: those of the target area; Quixesyn) and Qulx, vy, represant
the gray levels of the search and target area respectyueiy g
Ny, ey, ) ig no1se, Supposed additive. Geometrical transforma~
tiors are denated by x,, and ¥.o.r while the radiometcic ane t, 5
they are given by functionz ¥,, f.. and f,, respectivel, .

Tha simplest transformation model , withaut radronuste .
Parameters, is given by & geometrical translation, given by

-3

¥ B o, o+ p,

11 Y

= v. +p
S = g,

where o, ana p . represent the shift factorsg which, edded t. sach

Plres]l (X ,y.) of the S€arch area, give the best match  witr tre

target area.

Such parameter s Can be ovaluated by means of an ITErati e ipacs

Square procedure (Rosenholm, 1987, At each i1teratiun Sty thig

search  area 1s resampled starting from the eriginal values guag-

ratically interpolatea, regarding as new coordinates Ll @ach

pixel the follnwing valuec;

(12) LI (¥ ), + (ap, ), '
Cynldio = Gy ), + (dp..;,

ol
where subscripts i anag i+l denote iteration steps and tdp,r, aryg
(dp..), are the increments to give to (x, ', and {y,.}, at the .i1-tn
step.
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In  this wWay the methad is intrinsicakly.Sprinel and may provide

‘wery accurate results, depending an the-theice of “the transforma-

tion functions.
3. 3-D RECONSTRUCTION

The calibratiaon parameters previously evaluated can te used to
obtain the position of any paint, when the coordinates of its
projection on both images are known. The transformation fram
real world coordinates to the image plane is a projectians so
that it is possible to write:

t13) BE-C=¢tR => P=(C + tR

where R is a vector parallel to the direction of the straight
line connetting the focal center C with the generic point P.

By wsing one of the above equations for either point of the car -
responding couple we obtain two straight lines €rossing the goint
F we are loaking for, at least in the ideal case.

Practically the intersection between such lines does not exist
because of the numerical errors in the calibration phase and of
the approssimate coordinates of @ach pixel; far such reasan, P
will be approximately given by the point in the 3-D space which
minimizes the sum of its distances fraom both lines.

Two main technigques exist to determine the coordinates of the

point P, The former makee use of an  analytical approach
(Yakimaowsky, 1978 computing the minimum of a non-1inear
function. The latter employs a geometrical approach: P is deter ~

mined as the middle point of the segment orthpogonal to both lines
simultaneously,

4. EXPERIMENTAL RESULTS AND CONCLUS [ONS

Ferformance evaluations of the different automatic matching tech-
mques presented in the above sections have been divided accord-
1ng to two different puUrposes. First we deal with the algorithms
based on the correlation coefficent method, evaluating their
pixel precision faor different values of the characteristic
parameters. Then we evaluate Subpixel precision for both the cor-
relation coefficient and the least square methods.

Test images are subparts of an aerial stereo pair digitized with

a resalution of 50 um and are shown in Figures 4 and 5 for left
and right image respectively.

Faor Qur purposes we need the knowledge of the exact positions of
a suitable subset of corresponding points (SO paints), chosen as
distinguishable points.

Pixel tinteger) wvalues for reference have been obtained by com-
paring interactively suitably zoomed windows of the digitized
images . High precision subpixel values have been provided by

GALILEO SYSCAM S.P.A., working with a DIGICART analytic

stereoplotter, from the original analog images.

For the pixel approach such parameters have been determined:
= percentage of matched points for different dimensions of
the target area and different functions (See Table |, where
CR denotes the cross-correlation function defined in (31, CI
the correlation intensity function (&) andg DL the absolute
difference (@)1;

87

Fig. 4 - Original Left Image. Fig. 5 - Original Right Limage.

Table 1 - Percentages of exactly matched poinss for different correlation funcrions and different sizvs of tarpe) arca. .

3x3 SxS 7x7 I 11x11 13213 15415 17:17

CR S0 84 92 78 72 &0 a2 52
[0} o2 82 B8g 70 [-14] =100 3a Ih
DL 42 74 78 &4 &2 &0 48 48

- percentage of mismatch errors evaluating the sccana dei t va-

tives af the carrelation coefficient far difrerent threwnd

values and for different dimensions of the taryet area oo

2}

- camputation times for the different correlation funcligons

{Figure &},

The use of the maximum of the correlation coefficient 1n orde. to
determine the matching of a couple of point pravides CONS1Iaeranl,
large errors ang threfore the results ar@ not presented here.

As one can note fram the numerical values reported., the croveg-
correlatian coefficient provides the best results andg 1S accep! -
ably economical in terms of camputation time. Fur thermor e, Lhiee

choice of the matehing criterion based on  the second orde:
derivatives gives a very law percentage of mismatcn SIUaE s amd -
therefore suitable for an automatic matching.

As to subpixel evaluations, faor what regards the carrelation
coefficient we discarded as gross Brrore those abose a valuwe of
ane half af a pixel in either (x or y}) direction: P this  caqe
the percentage of matched points  %Npm results cansiaeras |y
lowered. Reported results (Table 3) include also the tatal &tano-
ard daviation of the error. given by
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Cley SL,.o= o0y e, St

wr:nerrr ‘S...and S. are the sta, deviations evaluateg 19+ Gra ’
TIME et AIVECtions  respectively. Once more results are gJesen Tor q,¢-
ferent types of target areas,
Ina qimy]ar way also the results of the teact anuares methsg -6
Presented, |n this case 4 further Pavameter ic tre Mars1mum » o e.
3 . of iterations allowed. Once more the resultg refer 1y ditfe. e ¢
! ’ target sjzps flable 4),
Least SqQuare method, which ;g .ntrlnSLCally subpirel, Proe ten
3 stightly hetter resuley, althougt  tre Computat ion  ¢yme -3
uenerally greater, Further inprovements N subipizz, jprec; :
could he achieved by employing a more sophicticateq mo g !
e Hirzel trasformatinn, such as complete Geometrical arfine -, p.-.
23 form ag well 8% & radiometric trasfarmation of the gra, .=,z
"Fertl. 1885, :
2
Table 4 . Subpixe] accuracy evaluations for lease quare matching with different size of LaXpEet ara
s Max. number o+ iterations n=g
ch
3x3 3 7x7 ng 1ix11] 1Zu12 12015
1 o
“ZNpm 8 44 B 48 42 >4 4
05
Suy 0.30 0.35 0.38 0,37 0.33 0.4 0,20
YANGED aRgas Max. number of iterations n=1g
3 ) n? in
Fig. 6 - Uniery Computation Times.
Ix3 x5 n7 u9 11x11 1313 15515
. . N - - Il 1zes of Larget area.
Table 2. Percentaes ol atismateh ervors Tor different threshold values and different sizes o “Npm 42 a4 40 50 44 24 Z4a
o S5 737 I T1uid 13413 15215 17x17 Siy 0.Z3 0,35 0.38 0.38 0.33 .74 L)
oo 0 10 6 16 22 28 g -8
0.3 8 12 14 22 52 26 S0 =2
.3 2
= =2
0.4 26 24 18 32 44 38 38 .
Yable § .« Subpicel aceuraey evahsarions for crosscarrclation cocflicient (CR) with different sizes of Lrget s,
- Sn s x7? oue 11x11 13x13 15515 17217
o
“Npm 2 b4 52 54 56 46 44
- 0. 32 0.35 0.33 Q.33
Sxy 0,35 0.33 0.35 0.31 0.32 - 390

(]



REFLHENCES

Journals:

Repurts:

DAVIES E. R., (986, Image Space Transforms faor
Detecting Straight Edge in Industrial Images, Pat-
tern Recognition Letter N.4, Elsevier Science Pub-
lishers B. V. (Narth-Holland) pp. 185-192

EHLERS M., 1982, Increase in Correlation Accuracy
of Remote Sensing Imagery by Digital Filtering,
Phot. Eng. Rem. Sens. N.3, pp. 357-38%

MEDIONI G. NEVATIA R., 1985, Segment-Based Steren
Matching, Comp. Graph. Ia. Proc. N.31, pp. 2-18

PERTL A., 1985, Digital Image Carrelation with an
Analytical Plotter, Photogrammetria N. 40, pp. 9=
12

ROSENHOLM D., 1987, Least Square Matching Method:
Some Experimental Results, Fhotagrammetric Record
N. 10, pp. 493-512

YAKIMOVSKY Y. CUNNINGHAM R., 1278, A System for
Extracting Three-Dimensional Measurements From a
Stereo Pair of TV Cameras, Camp. Graph. Im. Pr. N.
7y PP. 195-210

ROSENHOLM D., 1985, Digital Matching of Simulated

s5POT

images, Fotogrammetriska Meddelanden., 2:50,

Department of Photogrammetry Roy. Ins. Tec.
Stocholm

¥91

py W



