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A framework

for computer design

Instead of starting off with a microprocessor, equipment designers must now select
Jrom among the many available bus standards before choosing hardware and software

SYSTEMS

All too often, engineers end up addressing thewrong - ™ sysiems, They allow users to select among 2 large
issues when designing systems. In the selection of COMPUTERS number of bus suppliers and products, and they let
a bus, undue emphasis may be placed on largelyir- 5 BITBUS BITBUS | suppliers—especially small ones—concentrate on a

relevant factors.

Here are two statements describing the best bus,
Are they true or false? '

(1) The best bus for a computer system transfers data
at the highest possible rate and accommodates many
MiCroprocessors.

{2) The best bus for a microprocessor-based system NI
is always the one designed by the manufacturer of the processor.

If you answered “false” in both cases, you are right, There is
no single all-purpose bus that is “*best" for every application. For
a system implementor, the most important step in sefecting a bus
is to understand the needs to be met and the problems to be solved
by the new product.

Performance considerations in particular are a potential mine-
field for the unwary. Usually the temptation is to overspecify. A
modern high-speed bus with a 32-bit data path, designed to sup-
port multipie processors, is complete overkill for many applica-
tions. A cheaper, slower, 8-bit bus, optimized for a single proces-
sor, may be perfectly adequate,

The distance between the components that must be connected
by a bus aiso affects the choice of a bus. Some instrumentation
buses are designed to connect crates of test and measurement
equipment hundreds of feet apart; others function only within
a rack of equipment.

Computer systems consist of several distinct components: pro-
cessors, memories, and peripherals. These must share and ex-
change instructions and data, Doing this requires a means of
transferring the information, and a mutually accepted set of rules
for transfers. The physical medium for electric signals and the
protocols for transfer of information constitute a bus.

Buses are a crucial component of the technology used to inter-
connect computing equipment over a wide range of distances and
speeds. In real-time dats acquisition and control systems, for ex-
ample, they provide the interface between the computer and the in-
struments measuring physicai phenomena. They play a role com-
plementary 1o longer-distance networks.

Today there are many different bus standards {see table, p. 50].
This proliferation indicates that no one bus is suitabie for all appli-
cations. Not all of these standards, however, are motivated strictly
by technical considerations. The marketing goals of major manu-
facturers, and the technical needs of special-interest groups, can
lead to new bus designs that duplicate the functions of existing
standards. The majority of designers will be best served by select-
ing an open standard independent of any given manufacturer.

For both users and manufacturers, bus standards help solve
the problem of ever-increasing variety and complexity in electronic
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VEH few buses to serve a defined set of user needs,

Standards come about in three main ways. The
first occurs when a particular manufacturer’s bus
gains widespread acceptance among manufacturers
who build compatible equipment to attach to it.
EUl Digital Equipment Corp.’s Unibus and Qbus and
=, W1LEL the IBM Corp.'s PC bus fall into this category.

Second, the originators of proprietary buses sometimes pro-
pose that their buses be endorsed by national and international
standards groups. Bus experts then embark on a technical review
of the proposed bus, which often results in some technical
changes, as well as an improved description. The General Pur-
pose Instrumentation Bus (GPIB), the S-100 bus, and Intei’s Mul-
tibus have all gone through this procedure It guarantees the
stability of a specification against sudden design changes.

Finally, special-interest groups, independent of any manufac-
turer, work under the auspices of standards organizations to de-
velop and define bus standards to meet their needs. Manufacturers
are then encouraged by users to make free use of such standards.
Camac, Fastbus, and Futurebus all originated this way.

A crucial problem for each bus standard is assuring that com-
ponents connected to each other can interoperate. Not only must
each component conform to the protocol standard; it must also
do 50 in a way that ensures that all components work together.
Some early buses failed this test simply because their definition
was ambiguous or not sufficiently comprehensive

A good example is the 5-100 bus, first used in a variety of micro-
computer systems based on Intel’s 8080 microprocessor during

r—

Defining terms

Backplane: a printed-<clrcuit motherboard with connectors
placed at intervais to allow connection and communication
betwesen daughter boards.

Bus: the physical channel over which eiectric signais are
transfermed between the componants of a system, atong with
the protocol rutes governing the transter.

Component level bus: the set of Input and cutput pins, with
defined functions and timing, through which a microprocessor
sends and receives signais.

Instrumentation bus: a dedicated bus tailored for the connec-
tion of measursment and control devices.

Memory bus: a dedicated bus through which a central process-
Ing unit acceases the memory of a computer system.
Peripheral bus: a dedicated bus tailored for high-speed trans-.
ter of blocks of data between a system and its peripherals,
including tape and disk drives.

System bus: a general-purpose backbons used to connect pro-
Cess0rs, memory, and peripherals to form a computer system.

IEEE SPECTRUM OCTOBER 1986

0018-9235/86/1000-004951.0001986 [EEE 49



- e —

Present and proposed IEEE bus standards

{EEE
number*

Popular name
ol bus

-~ Beief description

Typical usei

| 488 Gensral Purposs Basic bus specification (siectrical, mechanical, | . Automation of general laboralory . Hewtetl-Packard
and Instrumentation Bus functional rules) for vary popuiar instrument instrumentation = . z - -
P488.1 (GPIB) bus N
P488.2 GPIB Limited sat of syntactic rules for structuring Defines bus protocots and commen: __IEEE -
messages exchanged among devices ’ commands - : T
583 Computer-Alced Slnqlé-master backplane instrumentation Real-time data acquisition and control Esone and Nim?
f Measuremant and bus housed In a standand nstrumant crata . :
Control {Camac) )
| 595 Camac Sarial connection scheme for up to 62 Dispersad largs systems for data NIM and Esane
Camac cratss acquisition and controd -
586 Camac Parallel connection schame for up to 7 Compact large systems for data Esone and NIM l
Camac crates acquisition and control !
673 Camac Addition to EEE 583 specification to Front-end intelligence in Camac data NIM and Esone |
L allow multipie masters in one crate acquisition systsms 1
683 Camac Algorithms for impiementing high-spead High-parformance Camac automated NiM ang Esone 1
: block transters within a Camac crate laboratory instrumentation systems !
, 696 $-100 bus Popuiar microprocessor systam bus, used Mid-range microprocessor sysiems MITS inc.
- with many different processors
r 726 Camac Extension to Basic fanguage that Intro- Intaractive Camac automated Esone and NIM g
d duces Camac as part of a real-tims system laboratory instrumentation sysiems :
L 728 GPIB Sat of syntactic rules for structuring messagas{ Compatibility between diffsrent {EEE
exchanged among devices manufacturers’ Instrumentation products
F 758 Camac Set of standard subroutines to provide Portability of applications among - NIM and Esone
access 10 Camac from high-level languages processors and operating systams
798 Multibus Widely used microprocessor system bus Mid-range microprocessor systems Imted
supporting intal and other processors
| PBO6 Futursbus Vary high-performance systemn bus independent Top-#nd muitipis microprocessor IEEE
of processors and manufacturers systems
Pa59 input/output Mounting specification for daughter boarts Customization of input/output for Inted
: axpansion bus on a single-board-computar mother board single-board computers
i 960 Fastbus Ultrahigh-pertormance instrumantation bus Large data acquisition and control NIM ana Esona
. systams requiring high speeds
: and multiprocessing
- P91 STD bus Low-and robust micreprocassor system bus Simple single-processor systems Pro-Log
L with very wide support
F P70 Versabus Parent to VME bus (IEEE P1014) that uses - High-and microprocassor systems Motorola
! simiiar protocols with larger cards
P81 GPIB Resource description for GPiB instruments; Transportabie high-level language pro- IEEE
b .- specities how an instrument functions and grams and intarchangeabis instruments
b - how it Is {o be programmed ™~ performing simitar tunctions
1000 STE bus. . Low-and system bus indapandent of Simpie stand-alons microprocessor |EEE
! : - procassors and manutacturars systams, and front-snd to high-
datm -t : performance Systems .
P01t Eurpcard Mechanical specifications for a range of All buses that use Eurocard IEEE (IEC?
3 : I e - - modular subracks and plug-in modules mechanics specifications)
- 1014 VME bus Popular system bus initially concsived to " High-and microprocassor systams Motoroia
) - - . support the Motoroia 68000 processor family ] ... .
f P1118 | Microcontroller Serial bys for coanecting up to 100 Low-end industrial control and data EEE
£ | seral bus Inteiiigent devices, spanning distancas up - acqulsmon systoms :
- fo 1 kilometer, at mocerate speed
E P1196 Nubus - High-psrformance microprocessar bus with . Lean multipie microprocassor systams MIT? and Texas
- simple protocols indapsndent of Processors T ~ instruments |
1 and manufacturers |
. P1296 Muttibus il High-performance microprocessor system bus High-snd muttiple processor systems Intel B

' Proposed standands are idantified by a “P" prefix to the IEEE number

1 Esane: European Standards on Nuclear Electrenics Commities MIT
IEC:  International Electrotechnical Commission NiM:
50 .

Massachusetts Institute of Technology
Natlonal instrumentation Methods committes of the U.S. Department of Ensetgy
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the mid-1970s. Prior to IEEE standardization, bus timing speci-
fications between components varied among manufacturers, caus-
ing incompatibilities for users,

The [EEE has championed the cause of standard bus specifica-
tions for many years, with some success, There are now 12 full
standards and approximately 14 proposed standards.

Catching the right bus -

Faced with a wide choice of off-the-shelf bus standards and
products, the design engineer must ask some basic questions to
attain the goals set for the product. Is the goal to make a better
mousetrap, or to acquire data on the movement of mice through
the kitchen? The criteria used by a large manufacturer of elec-
tronic products to select a bus differ from those of the small end-
user who simply wants to connect a selection of equipment. The
large manufacturer may select a bus that will enabie it to sell more
proprietary products, while the end-user will be more concerned
with selecting a bus specification that can easily be impiemented
in a particular application.

For connecting computing equipment of almost any kind, the
trend today is to use international standards-—those with full and
freely available specifications, preferably endorsed by an ap-

propriate standardization body—to avoid depending on any one
manufacturer. The ability to “mix and match” product offerings,
for example, has proved an overwhelming advantage in computer
networking. This is evident in the success of such standards as
X.25 and the Ethernet local-area network, which allow diverse
equipment to communicate over a single network.

The case is strong for adopting a simitar approach to synthesiz-
ing computing systems that use buses. But potential users of a bus
standard must consider its “legal” state. It may be an accepted
international standard like the S-100 bus (IEEE 696), a proposed
standard like Futurebus (IEEE P896), an open proprietary stan-
dard like Digital Equipment Corp.’s Unibus, or a closed proprie-
tary standard like DEC’s VAXBI bus. Some proprietary standards
may become international standards, as did Intel’s Muitibus.

Systems implementors will find the design process much easier
if a wide selection of compatible devices is available from many
manufacturers. But there is always a risk in mixing components
from severai sources. A classic example is the incompatibility of
operating procedures adopted for many GPIB (IEEE 488) instru-
ments. Work is now proceeding on further definitions to the stan-
dard to specify, for instance, formats to ask an instrument to
identify itself to the bus. These interoperability problems will con-

[1] A complete computer system often in- [
cludes a hierarchical bus structure: a back-

bone or system bus, and several subsystem
buses tailored for specific functions. In the
diagram, a high-performance central pro- |

s

cessor gccesses memory over a private ]
memory bus, and another processor is

used as a front end for input/output.
Adapters attached to the system bus allow

SCSt Ghe
wapter

access to a peripheral bus (SCSI) for disk
and tape interfaces, and an instrumenia-
tion bus (GPIB) for connection of meq-
surement and control equipment. The user
interface to the computer consists of video
display units arttached to their own adapter
over slow serial links.

i

Serial links

=t instrument

tnstrumentation bus

[2] Data flows over a shared path—a bus

—between devices according to the bus
protocol, a well-defined set of rules. Five

—
E]

classes of signals—address, data, control,
response, and timing—are used (o trans-
Jer data. Together they form a transaction
bus. Often address and data signals flow

sequentially over the same set of physical
lines. This multiplexing reduces the size of

Address
Information

the bus and can be extended to other signal
pairs, including command and response
signais. An arbitration bus assures order-

Data Tansaction
bus

Iy access 1o the bus among competing de-

Control information

_,M'\

vices. Requests for attention are made by

Response information

Timing information

and interrupts are sometimes carried out

devices over an interrupt bus. Arbitration \
over the transaction bus.
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tinue until independent conformance testing of components
becomes available, and all manufacturers follow unambiguous
and complete bus specifications to the letter.

Where in-house development is required, bus interface aids—
bus transceivers and protocol chips, for instance-~shorten the
design time considerably. The compact size of such components
increases the space availabie for application-specific circuitry.

Many designers are wary of identifying too closely with one
manufacturer’s product, A designer who is at the mercy of one
company because of using a proprietary bus may find that the
company is late in issuing specifications, or that the standard has
changed significantly. Changes in accepted international bus stan-
dards are publicly disclosed during the proposal stage; manufac-
turers may or may not inform users of likely changes to their buses.
Even when a bus is open in principle, in practice it may lack sup-
port—as well as announced products—from other manufacturers.
A bus specification is not a true standard if no one uses it.

The mechanics associated with each bus system have a very
reai effect on the selection of a bus standard. The designer must
evaluate the board size, the grouping and cooling of components,
power distribution, and connector arrangements. The Eurocard
system used by a number of bus systemns is a promising approach
that can allow several different buses to share the same mechani-
cal specifications. It specifies a range of standard-sized interface
cards and a particularly robust connector.

Designers must also bear in mind the reliability and environ-
mentai needs of the application. Products that implement a par-
ticular bus standard may vary in guaranteed reliability levels,
shock and vibration resistance, susceptibility to electric noise, and
operating temperature ranges.

The suitability of a bus should not be judged by data transfer
rate and multiprocessing ability alone, Other fundamental bus
attributes need to be considered. As noted, high performance
should be avoided if it is not required; it inevitably leads to high-
er costs and greater complexity.

The distance spanned by a bus is particularly important in real-
time data acquisition and control systems. Interconnections in
such systems may extend beyond a single chassis or rack of instru-
ments. Multiple, interconnected bus segments—as used in Fast-
bus, for example—offer one way of covering longer distances,
although few bus specifications now incorporate such a possi-
bility. Designers must consider the response characteristics of real-
time data acquisition and control systems as system complexity
and connection distances increase.

Many probiems can be solved by the use of hierarchical buses
[Fig. 1]. Such a hierarchical bus structure can be extended down
to a single-board computer. Here, the designer can tailor a basic
board with a processor and memory for specific /0 needs by
adding small subboards, attached through a standardized bus.

Several major manufacturers offer families of related buses,

The function of a bus is to transfer information in the form
of alectric signais between the ditferent parts of an electronic
systemn. These range from processors on a circuit card to in-
struments in the rack of a test and measurament system. The
generlc term for system components connected by abus Is
devices. A group of devices s connected to a bus segment.

Only one davice, the bus master or commander, is ailowed
to control the bus and Injtiate data tranafers at any ona fima.

tween them must be resoived using arbitration rules.

A commander sither oversees the transfer of data between
davices, or, more usually, exchanges information with one or
more s/aves. The commander seiecta siaves by placing ac-
dress information on the bus; each slave compares this infor-
mation with its own addrasa. |f they match, the master and
slave eatablish a connection and the siave becomss a re-

called broadcast addresses. A particular davice may act as
both master and stave, but not at the same time.

+data with them over the bus. The commuander breaks the con-
nection with [ta responders after atl the data has been trans-
ferred. This sequsnce of actions—making & connection,
transferming data, breaking the connaction—I|s catled a rrane-
action. A commander may either relimquish bus mastership
after a transaction or continue with othar transactions.
Bus transactions are synchronized by t/ming information
that Indicates when addresa Information and data are vaild.
. Most buses also aliow a commander to transmit controf In-

f or acted on by retuming s/ave status responses. -

common multiplexing schemss Involve sharing sither control
balance the risk of rlduc.d podormanc' mn murumcxlng

= -

- " . . Tl -

What a bus is and how it works: a primer -~ -

Saveral masters may be present on a bus, sa contention be-

The sat of ruiea governing the use of the bus by masters )
- and slaves s cailed the bus protocol. The volumae of informa-
} tion that flows back and forth between devices fotlowinga
|- bus protocot Is large. o reduce the number of separste bus *~
" lines requlred, various multiplexing techniques can be used.. """
- Often the samae lines are used for both address and data In- -~
| formation. Lines used to transfer data are usuaily bidirec- -
tional—usad for both read and write operstiona Other - -

against potential cost savings from using fewer bus iines.

Paraliel buses sither provide a dedicated line for sach bit
used in the protocot or use simple multiplexing schemes. Sar-
&/ buses multipiex all information over one or more physical
channesis.

Bus arbitration determines which master recelves parmis-
sion to transmit over the bus. Any schame for bus arbitration
invoives two considerations: Where does It occur—is the logic
centratized or distributed? How Is it done—what are the rulas
by which bus mastership is allocated?

Centralized arbitration schemes use a singie arbitration cir-

- cult to determine which master is granted uss of the bus. Each

4

- - master may have separate grant and request lines, or a com-

mon request line and a single daisy-chained grant line may

" be used to reduce the number of bus linea. An intermediate

sponder. Addressas that identiy more than one siave are -

Once the siaves are connectad, the commander exchanges

scheme with several pairs of request and grant linee Increases
the flaxibility of & bus (n aliocating priorities.
In one form of distributed arbitration, ssch competitor monk

- tors all request lines and transmits over ita own. Clrcuitry In

sach master ulm the one wih the highest priotity to take

Mmy different priority schemes can be used. Some allow

" a high-priority mastsr to deny bus access o lower-priority

- mastsrs indefinitely. Others Introduce faimess schemes,
- which do not aliow “bus hogging.” Dasigns with ssparats ar-
- - bitration and transaction buses aliow arbitration to occur in

" formation that specifies the type of transaction It is aboutto g
L inltlate. Reaponders can indicate whether data was raoolvcr.l .

paraliel with data transfer. This minimizss the delay batween

- the time when a master relaases the bus and the next master
" takes over, by sslecting the next commander i advance.

Having gained control of the bus, a commander carries out
& bus cycle—the axchange of information between com-
mander and responder. The information may be an addreas,

._~aword of data, or both, Timing signals, also transmitted over
" fhe bus 1o indicets when the information is valid, are generated

sither synchronously or asynchronousty. Smmlbuscyc!n

‘nay be nesded to make up & transaction.

in an ssynchronous bus the commander issuss a

.- strobe timing signal to indicats that subsequent information
. on the bus lines is vaild. The responder retume an acknowl-
.~ edgement timing signal. Receipt of this signal informs the

- commander that the responder received and acted on the in-

- and response lines or control and data lines. Designera must - formation. This strobe-acknowiedge mechanism (s calied a

hlndsnun. in mumplaud bul mtomt, apam. strobe-

I it
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including Intel’s Multibus I and Il and Motorola’s VME family.
Each member serves a different function in system design, and
all can be used together easily and flexibly. At first sight, this ap-
proach can appear attractive to systems integrators. But there are
potential pitfalls that the designer must consider before commit-
ting to one bus family or another, Some family members may
be highly proprietary; neither information nor protocol circuits
may be available to support interfaces to these standards.

Meet the families

There are three major bus families in the markctplace today'
a partly open, partly closed set from DEC, used in the company's
minicomputer products, and one family each from Intel and
Motorola, manufacturers of electronic components. Intei and
Motorola developed their buses to support board-level micropro-
cessor systems. However, members of each family were later ac-
cepted as international standards and are now published, open
specifications.

The DEC family includes the well-known and much-used Uni-
bus and Qbus, which have essentially open specifications. A wide
range of devices using these buses is available. Less useful tools
for the systems implementor are the Synchronous Backplane In-
terconnect (SBI) bus used on the VAX 11/780 minicomputer, and

the Massbus for peripherals. They were designed for much more -

specific purposes, and remain proprietary.

The recently introduced VAXBI bus will be used through the
1990s, according to DEC, but unlike its support of Unibus and
Qbus, the company has limited the availability of information
about the VAXBI bus, The protocol chips are currently provided
only to selected customers. Systems implementors may hesitate
to make use of such a closed system, even if interfaces to open
systems—in this case, Unibus and Qbus—are provided.,

Intel’s Multibus I (IEEE 796) was one of the early, widely used
system buses. A family of subsystem buses, including a memory
bus, high-performance peripheral bus, and an [/O expansion bus
(JEEE P959), has grown up around the original system bus.

To cope better with modern multiprocessor systems, Intel in-
troduced Multibus I, which has a number of innovative features
when compared with its predecessor. These include message pass-
ing—an operating mode that uses write-only block transfers,
which can be considered a form of local-area networking over
a backplane bus. The Muitibus [I family includes several mem-
bers of the original Multibus I family as well as a proposed serial
bus. Adapters 1o link the Multibus I and 11 systems are available.
Many devices are compatible with Multibus I, but as yet there
are far fewer for Multibus II.

The YME bus (IEEE P1014) was developed by Motorola, along
with its parent, Versabus (IEEE P970). The VME family was origi-
nally introduced to support the 68000 series of microprocessors,
although other processors have been packaged into this standard.

acknowledge signal palrs are used for address and data.
Henca the stroba itseif can identify the type of information
on the bus linas. Asynchronous systems can take full advan-
tage of the speed of ths fastest responding devices without
nesading to consider the slow ones.

In mast synchronous bus systams, acentral ciock generstes - - -

timing signals that ara distributed to all devices on the bua.
Changes in the state of bus lines occur at fixed Intervals. The

duration of a bus cycle is set by the clock speed, whichin . -
tully synchronous systems is consirained by the slowest .-

© - rupt mesasages to the required destination, There are ciear
o advantages to this approach. HBecause the procedure is fully

device connected to the bua. Moat synchronous buses use
a wajt protocol to avold this constralnt. For example, any re- -

sponder that cannot respond to a request at the basic system =
rate simply indicates that the system should pause. When the - >
e ty suitable for muitiprocessor

responder is ready, thopauulacmlodundttnbmm-
normal operation, -
Acommandss tnnamlta lddnu lnfofmatlon W [ buu tn *
estabtish a connecticn with one or more siavesa. Geographt
cal addressing seiects a slave &t a particular physicai posi- -
tion on a bus segmaent, Logica/ addressing specifies ons of .
a globai range of storage locations-~for example, & memory -
location—without explicit regard to Ite physical position with- ~
in the systam. A device that sees this type of addruss on tha
bus wlil compan the address with the set of logical sddreeses -
aflocated to it.  a match is obtained, it bacomes the respond- -
or. Srcadcast addressing 1s used to select muitipie respond- -
ers. Differant broadcast addresses are used to select sets of ..
slaves—for sample, all kile sizves might become m »
In general terms, controf Information is transmitted by a
mmmd«wwfywhnhmbnmwmﬂlmlngmm
specily when to do it. Many bus systems have additional con-_
trol lines that atfect ail devices unconditionally. Thees iines
allow unaddreased control f\mcllom Iiln lnhlﬁt.cmr, Initlal-
ize, and power-failure waming. - 0 e

spond, and an snd-of-biock-transfer indication. - .~

in many situations, devices attached to a bus require the
attention of other devices. They may have data to transfer o¢
they may have completed some action. Various achemes have -
been devised for passing & request for sttention, or intemupt

" acrossthebus. -

The simplest method uses & slngla servicerequest bus !Ina.
Devices requiring attention transmit an anonymous request
over this line, which is monitored by an interrupt-handler. When
a sefrvice request |s detected by a handieyr, it polls all slaves
" In tum to Identify which device requested attention, This pro-
cadure is speeded up if ldovico with an cutstanding request
Identifies itasit, -

Another interrupt-handling scheme allows davices that re-
quire attention to becoms bus commanders and transmit intes-

distributad, it ia lass susceptibie to total faliure. And request-

" ors are aliocatad to handiers dynamically, making It particuiar

systema.
Mfundamontufmmnﬂumcnmmmbmtyofbuam )
tcm:: cofruption of signals during tranamission over the bus,

_and faults in devices attached to the bus. Transmission erors
" may be Introducad by noiss and crossiaik while information
. iraveis over the bus. The probism bacomes more pronounced
- &t highar tranamission speeds. it can be reducad by attention
-~ ta the electrical desaign of the bus and the tranaceiver circuits

.. that transmit and recsive signais over it. Modem buses—those

: wlth cycie tirnes of less than 100 nancseconds—usually have

-@mof detection schemes to gomnto and check one or more

; pamy bits for sach bus cycie.

Faum,uoppoudmmamlulbnmwcurlndmces
lt!lchodh & bua A key consideration is how vuinerabie a

mum {s to a singis point of faliute and how sasily the sys-
“.tom may ba reconfigured. Systems with distributed arbitra-
~tion are less vuinerable to faults than those in which the
»- arbliration is centralized. Systemas that suppart software re-
- oonﬂqumbnelnbohh mﬂtydwiouormplncnhmwnh

‘standby onfte, - =i ak
nwwmmmmmmm .

. high-ievei computer lang
* have & Mierarchy of protocots, simitar to the layered architec.
~ ture of networking designe Many bus designers feel that the

solution to problemas of Intomponbmty between devices on
mmuummm ' -—WK.D. .lndR.WD.




The family contains buses for accessing private memory and
peripherals, as well as a serial bus. Electronic designers have widely
accepted the extensive range of VME-based products.

Two mature IEEE standards for connecting data acquisition
and control equipment to host processors also include families
of bus specifications, The GPIB (IEEE 488), originally developed
in the early 1970s by Hewlett-Packard, is particularly suited for
small systems that span modest distances. The Camac standards,
which are roughly contemporary with the GPIB, were developed
by special-interest nuclear science groups. Camac supports mul-
tiple-crate segments that can be linked by a parallel or serial “inter-
crate highway.”” A wide choice of third-party products of all kinds,
including numerous adapters to popular system buses, is available
for GPIB and Camac. Some software standards to support these
buses already exist; others are in preparation.

Bit-serial instrumentation buses often provide an effective way
to interconnect a highly dispersed set of devices. Serial Camac
provides a synchronous bit or byte serialloop atup to S megahertz,
which interconnects up to 62 crates of equipment. Bitbus is a serial
bus introduced by Intel in 1984 and now a candidate for standardi-
zation by the IEEE as P1118. It is aimed at low-end industrial
control applications, and offers a cheap way of interconnecting
intelligent devices over distances up to a few kilometers. Its data
transfer rates, however, dectease as the distance spanned increases.

The line berween a bit-serial bus and a local-area network
(LAN) may often seem blurred. [n general, serial buses of this
type are targeted at an immediate response to transmitted infor-
mation, while LANs usually are not.

IEEE 960 (Fastbus) is an advanced modular data-bus system
for data acquisition, data processing, and control. It is intended
to satisfy high-performance and large systems needs. A unique
feature is its fundamental multisegrnent nature. Segments oper-
ate independently, but can link together 1o support intersegment
transactions as needed. Fastbus is used primarily in nuclear and
particle physics laboratories and in medical imaging.

Buses for microprocessor systems

A systems implementor has several choices of bus for small
systems, all well supported by third-party products. The $-100
bus (IEEE 696) was one of the first micraprocessor buses. This

very popular standard is an evolution of the 1974 Altair 8800 8-bit

microcomputer bus, which served an Intel 8080 processor. A de
facto standard was quickly established as many manufacturers
offered boards for the bus, but product incompatibilities caused
difficulties for users. A standardization effort was
launched by S-100 designers through the IEEE. S-100 was cleaned
up, well specified, and expanded to 16 bits, with 24-bit address-
ing capability. Hundreds of products from many manufacturers,
including many processor boards, are now offered for this bus.

A second choice, the STD bus (IEEE P961), is roughly contem-
porary with the 5-100. It, too, commenced life as a manufacrurer’s
product; Pro-Log used it to package a variety of 8-bit micropro-
cessor systems. From these beginnings, STD has grown into a
widely available standard particularly suited to low-end systems.
Its capabilities were enhanced during the formal standardization
procedure 1o incorporats 16 bits of data and 24 bits of addressing.

In Europe, the G-64 bus is aimed at a similar market and has
become very popular. It uses Eurocard mechanics.

The introduction of the IBM Personal Computer (PC) has had
an impact on bus standards, The PC's system bus, closely relat-
ed to the Intel 8088 component level bus, has become a de facto
standard, although it is pot an [EEE standard. In addition to num-
erous plug-compatible memory and peripheral boards, manufac-
turers of fer adapter boards to connect the PC bus with many other
standard buses, including Camac, GPIB, and Multibus.

The PC bus has made serious inroads into many areas previous-
ly occupied by other buses, including data acquisition and con-
trol. The open system approach and widely available hardware
and software of the IBM PC provide an artractive building block
for third-party manufacturers and systems integrators.
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Futurebus (TEEE P896), a next-generation standard, was de-
signed by an IEEF committee as a state-of-the-art, high-perfor-
mance, multiprocessor system bus. it has several innovative
features, including built-in protocols for maintaining coherence
among multiple shared memories. The data transfer rate is reputed
1o exceed 100 megabytes per second, stemming from careful design
of its backplane and bus transceivers. The specification has not
yet been released for general use, so products are limited, but their
number is expected to grow rapidly.

Another next-generation bus, Nubus (TEEE 1096), was spon-
sored for standardization by Texas Instruments. It is another high-
performance bus designed to be processor-independent, based
in part on its simplicity. It has so many features in common with
Multibus II that a merger of the two standards was proposed at
one time. However, Nubus has a leaner protocol than Multibus
11. In contrast to the subsystem bus philosophy of both Intel and
Motorola, Nubus has no associated memory, 1/0, or serial buses.
It thus has a certain appeal to potential users who favor a stripped-
down approach 1o multiprocessing.

In 1982 the IEEE microprocessor standards committee recog-
nized a growing need for a single 8-bit data bus that would be
both processor- and manufacturer-independent. The STE bus
(IEEE PI1000), based on Eurocard mechanics, has been developed
to meet this need. Its protocol is easily implemented, and the bus
is suitable for low-end stand-alone systems and as a front-end
1/0 channel for higher-performance buses.

The Small Computer System Interface (SCSI) is an American
Natjonal Standards [astitute standard for the connection of com-
puter peripherals—disk and tape drives, for instance it is rapidly
achieving widespread acceptance in the industry, and it is used
in over 100 products from a variety of manufacturers.

Ot question that has not been fully addressed is the need for
bridges between different bus standards. Many designers in the
industry feef that some form of standardized serial bus wiil pro-
vide the solution to this problem.

7o probe further

IEEE Micro is a good source for news about bus standards.
The August 1984 issue contains several articles of interest, includ-
ing a bus tutorial, together with reviews of Futurebus (P896) and
the STE bus (P1000). It is available through the IEEE Computer
Society, 10662 Los Vaqueros Circle, Los Alamitos, Calif, 20720
{telephone 714-821-8380), or the [EEE Service Center, 443 Hoes
Lane, Piscataway, N.J. 08854 (telephone 201-981-1393).

For further information on IEEE standards activities, contact
the Secretary, IEEE Standards Board, 345 E. 47th St., New York,
NY. 10017,

The characteristics, mechanical specifications, and pinout
tables of several popular industry data bus standards are listed
in a free manual available from the Hybricon Corp., 410 Great
Rd., Littleton, Mass. 01460 (phone 617-486-0311).
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