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High-Speed 32-bit buses for

forward-looking computers

Allowing multiprocessing and scalability, these computer backbones

offer many choices. . .and some headaches

SYSTEM DESIGN

Buses perform arguably the most important tech-
nical function in a computer after the processing
unit. Originating simply as traces on a circuit board, |
they have by now become the stable platform on |
which to build two or more generations of com-
puters, thus preserving users’ investment in the many
circuit boards to be plugged into them. They are
therefore eminently desirable candidates for stan- j~
dardization.

Designers of computer systems of all sizes require :
them both to accommodate faster processors as semiconductor
technology improves and to employ a standard architecture so
that users may mix and match system components at their pleas-
ure. just to keep pace with current reduced-instruction-set corm-
puter {RISC) processors, i1 is necessary to choose among newer
32-bit buses that significantly outperform the old 16-bit buses.
But to anticipate expected next-generation RISC requirements,
an equally significant leap in bus performance must be made.

The newest wave of high-performance 32-bit system buses are
in fact immensely more capable, but also more difficult to de-
sign with. The choices crowd in upon one. Should a system design-
er go for the performance of Futurebus, or settle for the com-
patibility of VMEbus? If the designer envisions multiprocessing
systems down the road, what must the bus include to provide for
that? Furthermore, while older buses were little more than ex-
tensions of a given processor’s signal pins, their successors offer
a multitude of essential new features. Among them are block
transfers to RAM, cache coherence, and autoconfiguration: the
ability of a bus to poll boards connected to it, identify them, and
adjust the software interface accordingly.

Together, these features are capable of supporting the increased
performance of current and future RISC processors. They also
make the computer systems based on them scalable; in other
words, systems of widely varying price and performance can be
based on the same bus architecture because that architecture can
handle different bit widths—not only 16 and 32, but in some cases
{notably the Futurebus) 64, 128, and 256 bits of data.

Existing 32-bit buses include the VMEbus (IEEE P1014), Multi-
bus 11 (IEEE P1296), and the NuBus (IEEE P1196), which is used
in Apple Computer Inc.'s Macintosh 1. If those make a second
generation of buses, following a first generation of simpler 8-bit
and 16-bit system buses, then the third generation is just start-
ing to arrive—made up of far more capable and powerful 32-bit
buses. These include Futurebus {IEEE P896), the Sun Microsys-
tems Inc. S-bus, and the Scalable Coherent Interface, or SCI
(IEEE P1596). SCI is not actually a bus at all, but an interface
that is to allow complete interconnection among all system mod-
ules. SCI will define a connector interface that will plug a pro-
cessor into any interconnection network, be it a crossbar, a ring,
or a more exotic network.

Choosing the right bus has never been straightforward. Along
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with physical attributes such as board size and con-
nector type, desighers must evaluate arbitration
methods, synchronization protocols, transfer pro-
tocols, and the semiconductor technologies availa-
ble to drive the bus. All of these exert strong mutu-
al influences on one another, to either the detriment
or gain of a system's architecture, efficiency, and
cost.

Is bigger better?

Board size, for example, can have far-reaching implications for
the scalability of a bus. Only so much functionality wilt fit on
a small board before spilling over onto others, which must then
ali be designed to communicate over the bus, inevitably at lower
speeds than if the signals could remain on one board. Therefore,
although large boards are individually more expensive, they may
prove more economical in the context of the overall system de-
sign because the bus interface cost is amortized over the greater
complement of resources on each board. Smaller boards do tend
to be more modular, however, making it easier to mix and match
components toward a specific application. Larger boards, on the
other hand, may be more suited to higher-performance applica-
tions., Witness Sun Microsystems workstations, which contain
boards as large as 366.7 by 400 millimeters, whereas IBM PC
boards measure no more than 90 by 305 mm.

The applications 1o be served by the bus must also be consid-
ered. A memory bus, for example, must optimize communica-
tion between the processor and memory. It may allow interleav-
ing, in which successive read requests go to different banks of
memory so one bank wil! be recovering from a previous access
while another bank is accessed with the latest request for data.
1/Q buses, however, tend to be narrower—have lower bit-widths

Defining terms

Arbitration: a protocol for selecting a single master module
trom a number of equal, competing modules requesting
resources. : :
Autoconfiguration: a mechanism ang protocol to allow soft-
ware to configure system parameters automaticailly; a method
of uniquely identifying each circuit board on a bus, as by geo-
graphical addressing, must be in place to achieve this.
Cache: a small intelligent memory close to the processor,
which retains copies of racently referenced main memory lo-
cations in case they are needed by subsequent instructions.
Cache coherence: a software feature that keeps multiple co-
pies of main memory contents identical, so that any proces-
sor that requests data receives the latest version.
Geographical addressing: a method of allowing each mod-
ule in a computer system to uniguely identity itself by its po-
sition along the backplane.

Master: the module that currently controis the bes; in multipro-
cessor systems, modules take turng at being master.
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In a mulitiple-bus system, a subsystem bus
allows severai smaller modules to behave as
a single large virtuai module, while maintain-
ing the physical characteristics of more mod-

ular smaliler board sizes (diagram). It may
aisa, however, allow higher-density boards
to be created (photograph). This processor
board from one of the leading manufaciur-
ers—Tladpole Technology Inc., Waitham,
Mass.—contains a Motorola 88600 RISC

processor (center of board toward the front),
memory {behind the processor), an 1/0 sub-
system, and user-configurable circuitry—
essentially an entire system on a board, The
board shown uses both the VMEbus and the
VSB subsystem bus, bu! the same system
also comes with Mulribus II. Boards like this
are designed to be plugged into the appropri-
ate backpiane bus in concert with other pro-
cessor and special-funcrion boards, perhaps
as many as 20 forming a highly multipro-
cessing system.

—since most 1/0 requirements are charac-
1er oriented. Bui they must also adapt to the
peculiar timing requirements of peripheral
devices and manage the interrupts they
generate,

Almost all new 32-bit buses use boards
that conform to the expandable Eurocard
(IEEE 1011) standard. This gives mechani-
cal specifications for a range of standard
board sizes, starting at 100 mm in height
(growing in 133.35-mm increments) and 160
mm in width (broadening in 60-mm incre-
ments). Thus VMEbus cards, at 233.35 by
160 mm, are known as ‘‘doubie Eurocard”
height, while Sun's 366.7-by-400-mm boards
have a *“triple Eurocard™ height.

The first version of Futurebus used triple-Eurocard sizes, but
the latest revision of the standard also permits double-card sizes.
This option makes Futurebus + a likelier recruit for military use;
the triple size was thought to be too large to withstand flexing
from the shock and vibration of the battleground.

Tadpoke W hnokogy Inc

One is not enough

A single general-purpose bus that tries to meet all requirements
is often optima! for none. Typically designers resort 10 two or more
buses in order to interconnect system modules cost-effectively
fsee figure above]. Supercomputers, for instance, often use YME-
bus for 1/0 rather than their proprietary backplane bus.

Designers like to distinguish between physical and virtual mod-
ule size. The size of the physical module—usually that of the
board—is chosen to optimize the modulanty of the system. A
second bus, often called an extension bus, can then be used to
tie together two or more physical modules into a single virtual
module having a single interface to the system bus. The LBX I1
{Local Bus Extension) from Intel Corp. and the VSB (VME Sub-
system Bus) from Motorola Inc are examples.

Local extension buses have the logical characteristics of on-
board buses, but the physical characteristics (connector, board
size, terminators, and so on) of backplane buses. By requiring
an extension bus to carry the additional traffic, designers can add
bandwidth to their system without saturating the main system
bus. To illustrate, using a subsystem bus to connect a graphics
engine to its dedicated RAM rids the main system bus of repeti-
tive high-bandwidth memory transfers of graphic images, so that
the overall system performs at a much higher level.

When processor speeds rise 1o 25 megahertz or more, even short
interconnections of just a few centimeters exhibit transmission
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line behavior that must be dealt with if the system bus is to per-
form adequately and reliably. Thus the next choice a designer
must make is among CMOS, TTL, emitter-coupled logic (ECL),
and the newer backplane transceiver logic (BTL), aiso bipolar,
which is rapidly becoming a standard in newer bus designs {see
“The bus-driving problem,” p. 37].

Other parameters that characterize buses {and consequently
optimize them for certain application areas) are their data width,
address width, and multipiexing ability [see table]. Data width
often depends on the bit width of the processors supported.
Processors of 16 bits generally need 16-bit or wider buses; 32-bit
processars need 32 bits or more, and so forth.

Designers can avoid inefficient use of bus pins by selecting a
bus that multiplexes addresses and data. Nonmultiplexed buses
(for example, YMEbus) read data by using the same set of bus
lines alternately for addresses and data, thus circumventing ac-
cess delays in the memory system. Multiplexing utilizes those lines
more efficiently, at least for read operations; among others, Mul-
tibus 11 (IEEE P1296) and Futurebus (IEEE P89%6) multiplex ad-
dress and data lines.

Performance the great debate

Perhaps the most revered—and yet most widely misunder-
stood—parameter of a bus is its bandwidth rating. But propo-
nents of different buses continually compare apples to oranges
in touting the overall performance of their bus. Some manufactur-
ers quote the theoretical peak bandwidth of a bus operating under
unrealistic assumptions—assuming processors and memories far
faster than any built to date. Others quote bandwidth levels sus-
tainable only when the bus is part of a single-processor system
in which all functions are synchronized with the same ciock.
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Just as processor benchmarks are elusive metrics, SO is the
pandwidth of abus. A valid comparison requires measuring the
performance of the final system in a realistic application.

A more useful metric for modern computer buses is obtained
by dividing the sustainable bandwidth—measured in megabytes
per second—by the number of pins in the connector, giving the
transfer-per-second rate per pin. This indicatestoa designer the
tradeoff between cost and performance.

Numbers alone will not reveal how a bus will perform in a sys-
tern design. So far, thete is no adequate way 10 simulate in soft-
ware the performance of a proposed bus design and all compo-
nents that interact with it. Prototyping is still required.

But designers can look for features in a bus specification that
allow them 1o improve overall system throughput—not to the level
of unrealistic benchmarks, but certainly above that obtained by
designers who work solely by the book. They can, for instance,
create a multiprocessing system that exploits some buses’ block-
transfer modes, requesting data only in blocks so that transac-
tion overheads can be amortized across multiple bus transfers.
Message-passing architectures—including Multibus il and Future-
bus—encourage the use of sequential blocks, rather than random
single transfers over the bus. Programmers must then package
their data into blocks for transfer, but bus traffic is much reduced.

Newer bus designs also enable multiprocessing through the use
of cache memory. Whereas caches were traditionally seen just
as 2 way to improve the memory access time, for the new genera-
tion of buses they aiso filter out duplicate memory accesses 1o
reduce bus traffic and dramatically improve the efficiency of bus
transfers by utilizing the pus’s block transfer mechanism.

Controlling complexity

System designers need more than a heap of chips and 2 prod-
uct idea to build a successful system. In hardware as well as soft-
ware design, compiexity may increase exponentially with system
size if the system is not carefully structured.

This complexity is often best controlled by hierarchical organi-
zation. In hardware, modularity is represented by constructing
the systern as a set of modules, connected over a bus. Modules
connected by one level of bus can be treated as a single module
at the next, and the structure can be applied recursively.

As higher levels of integration arise, systems that formerly re-
quired multiple backplane buses, connected by bus repeaters, ¢an
now be implemented by a handful of processors on each board.
The boards themselves are then connected by a single backplane
bus, which supplants the older system’s inter-repeater bus.

Only the newest bus designs—Futurebus and SCI—are explicit-
ly designed to work with multiple buses connected by repeaters.

Current and future 32:bit system buses

The bus protocols can maintain cache coherence not only on a
single backplane bus, but among different racks of boards at-
tached to different backplanes, cabled together through repeat-
ers. While Futurebus is limited to tens of systems, SCI can scale
up to several thousand.

Failing safe

Systems that require very high availability rarely have compo-
nents that fail less often. Rather, they are designed to degrade
gracefully when failures do occur. For example, other processors
may assume the workload of a failed processor in muitiprocessor
systems. But the failed module remains in the system.

Consequently, live insertion and withdrawal of boards is 3
prerequisite t0 building fault-tolerant systems. Typical of such
facilities are a logical connect and disconnect protocol, to dis-
engage the module from the system, and methods to sequence
the power supplies as the boards are plugged in. The oniy IEEE
standard bus to support this facility is Futurebus.

Another perennial problem for systems based on board-level
products is the sumber of jumpers, bit switches, and other
paraphernalia that users must manually adjust to configure them.
Matching the boards to a system and an application is especial-
ly difficult in PCs installed and configured by nontechnical users.

Newer buses, however, lera board uniquely identify itself when
the system is powered up, s0 the system software can configure
each board without jumpers or bit switches. The system auto-
matically polis the bus to determine which slots are occupied,
then reads a ROM present on each board to learn what resources
it carries, its configuration, and even its serial number.

The hottest trend in the computer industry today is that for
open systems, reflecting the customers’ desires for many com-
peting product sources. The new backplane buses afford strong
anchorage for systems built from off-the-shelf boards with vary-
ing ratios of price to performance.

Standardization will undoubtedly occur, with or without the
influence of a standards organization, There are three principal
avenues toward it:
¢ A dominant manufacturerina particular market may impose
a de facto standard on users. One example is the IBM PC and
PC AT buses, although 1BM’s more recent effort—the Micro
Channel—has met some resistance, in the form of the rival Ex-
tended Industry Standard Architecture (EISA) bus proposed by
a consortium of competing PC manufacturers.

s A dominant purchaser may decide to base all its applications
on a single bus standard. The U.S. Navy, for exampie, recently
chose to base all future mission-critical computers on Futurebus.
o If competing manufacturers create incompatible standards, try-

l Maximum Maximum
IEEE ? Address quoted number of
standard width Multiplexed performance Driver connector
number L ts) protocol? {Mbytes/s) technology pins
Eadier 33-0 : ] ' . TN b e On s Y T BT
Fastbus - 960 kr R 14 Agynchronous Yo 1685 ECL
VMEDUS PO 18,32 18,32 ASynchronsul Mo 40 T oF or 123
NuBus P98 n 32 Synchronius Yo 75 M 96
Mutidus It P1298 - 32 18,32 Synchronsus Yas 40 : ™m 9%
IBM Micre Channel Nons 16,24,32 816,32 ASYNCHItMOUS No 7t L 498
Extended Ingustry Stan- Nona. | - 18,24 8,18,32 Synchronbus Na 13 T 198
dard Architecturs (EISA} ' o T -
Now Sl . o - e, < Pt
Sun Microsysteims S-bus None 32 18,32 Synchronous N 57 CMOS 9
| Futurstus+ PB96.1 32,64 32,64, . | Asynchronous Yos 400 (32 Dits)- BIL 132
128,258 (sourcs _3200 (256 bitsy (54 bits}
Scalable Goherent P1596 64 54 {logica), Not yt defined Yes 1000 per node ECL Notyet |
intertace (SC1) 16 {phywicaly |- defined -

Source: author
*an adgitional 195-pin auxiliary connector I$ also detinad in the Fastbus standard.
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The bus-driving problem -

Most computer buses must be treated as transmission lines
because bus-driver signals rise and fall faster than the round-
trig propagation deiay. The capacitive icads presented by
connectors, board traces, and particularly transcsivers at
each siot along the backplane reduce the characteristic im-
pedance of the signal lines, requiring more current to launch
the same voltage step down the line,

Unfortunately, tha typical capacitive loading presanted by
a module to each slot position on the backpiane can be as
high as 20 or 25 picofarads. The ilon’s share is contributed
by TTL bus drivers. Its large cutput capacitance presents TTL
with the impossible task of having to drive bus Impedances
down to approximately 10 ohms. For a signai to clear this
receiver threshold region without having to wait out retlec-
tions, the transceiver would have to switch a cumment caicu-
lated as the difference between the highest input and iowest
output voltages, divided by the loaded impedance.

The effects of high transceiver capacitance—which de-
presses the backpians impedance—and insufficient drive
currant to develop the required voltage step over this de-
pressed impeadance ara known as the bus-driving problem.

CMOS, with its reduced power dissipation, offers an al-
ternative but often results in iower eftective bandwidth. The
limited avaitability of drive current with CMOS prevents it
from adequately terminating the bus signal lines that make
up transmission lines in the system, and s0 decreases its
performancae in a system. Termination requires a dc compo-
nent with a high static current until the signal stops being
driven, in conflict with CMOS's low static-state power use.

This leaves either emitter-coupied logic (ECL) or a new
transceiver family, known as backplane transceiver logic
(BTL), which uses an innovative schemae to reduca the ca-
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pacitance of the transceivers. It isolates the large capaci-
tance of the open-collector transistor from the backplanse
with a lower-capacitance series Schottky dlode. A low-
capacitance receiver input clrcuil with a precision receiver
threshold completes the arrangement [below ieft].

BTL is rapidly becoming a de facto standard for higher-
performance systema. it nesds ¢nly a 5-voit supply, unilke
ECL, and dissipates iess power as well, BTL transceivers
present the signai lines with a much lower capacitancs, typ!-
cally less than 5 pF. If the signal voltage is also made to
swing between approximately 1 V and approximately 2V, the
resuiting configuration is far better suited to the physics of
modern computer backplanss.

In fully ioaded backplans signaiing viewed at the termi-
nator, the firat step on the rising edge of the TTL signal can-
not ciear the recaiver threshoid until reflections have been
received from the terminators [above, top]. Alsg, ringing on
the falling edge enters the threshoid region until refiections
abate.

A typical waveform for the initiat BTL driver signai step,
however, excesads the receiver threshold without having to
wait for reflections [above, bottom). This is a fundamental
requirement for achieving the kind of bandwidths required
by higher-performance buses fike Futurebus.

All the early 32-bit huses—including VMEbus, Multibus
Il, and NuBus—use TTL, but newer busas hava abandoned
it bacause it cannot drive the backpiana with sufficient cur-
rent. Roughly a third of the iatest busas usa ECL, and the
rest use BTL, which seems likely to dominate the field.

Sun's S-bus expansion bus is the exception: it uses CMOS
to reduce the power conaumption on the main board and its
connected expansion boards. However, the S-bus can do
without ECL or BTL only because it has no backpiane to drive
and is limited to at most three slots. —PL.B

ing to lock customers into using their products, they may come
to see the futility of such competition and ally to compose a com-
mon standard. EISA is an example here too.

The resulting standards in each case may be practical, but they
also may reflect self-interest. True standards, however, are not only
practical but objective and universal. Those developed as open
standards from the start—VMEbus, Futurebus, and SCI includ-
ed—more often approach the optimum solution.

But such success occurs only when the concerns, interests, and
experience of all those affected by the standard are taken into
account, and it requires all parties to discard the not-invented-
here attitude that may afflict engineers. Here, IEEE standards
committees have played a major and productive role.

To probe further

An overview of system buses is contained in “'A framework for
computer design,” by W. Kenneth Dawson and Robert W. Dobin-
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son, JEEE Spectrum, October 1986, pp. 49-54. IEEE Micro con-
tains news about new and revised bus standards; it is available
from the [EEE Computer Society, 10662 Los Vaqueros Circle,
Los Alamitos, Calif. 90720 (714-821-8380), or the IEEE Service
Center, Box 1331, Piscataway, N.J. 08855 (800-678-4333). For fur-
ther information on [EEE standards activities, contact the Secre-
tary, [EEE Standards Board, also in Piscataway.
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