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Abstract
This is a case study based on a small self-contained system for
the purpose of network traffic monitoring. The aim is to illustrate
the design and development of a mictoprocessor-based system suit-
able for one type of real-time application, viz. the monitoring of
data packets on a high speed local area network. Both the hard-
ware and software aspects of the system are discussed.

1 Introduction

This is a real-time application in which a front-end processor, consisting
of some dedicated electronics and a microprocessor system, is used in
conjunction with a general purpose computer. It is a typical example
where commercially available products are either inadequate in perfor-
mance or too expensive in cost for the required application and conse-
quently the front-end processor has to be designed and implemented.

The basic function of the system is to monitor the performance of
an asynchronous transfer mode {ATM) network operating at 75 ~ 100
Mbits/s for a multimedia environment including real-time video appli-
cations such as videophony, video conferencing and broadcast. Network
statistics are collected at three levels. The integrity of the network is
first checked by a packet or cell synchronization circuit. Basic network
data such as number of packets, cyclic redundancy check {CRC]) errors,
packet repetitions form the second group of network statistics. At a
third level, more specific information on the packets are collected. These
includes cell fullfempty condition, source and destination addresses, and
types of payload.



A packet interval timer, with one-microsecond resolution, records
the occurrence of a particular type of packets, e.g. packets in a video
stream from a particular station to another. This allows transmission
jitter, which is a critical parameter in the design of real-time application,
to be determined. A real-time calendar clock provides time and date
information for the various events.

The system consists of a Sync § Capture Module (SCM), a Micro-
processor Front-end Unit (MFU) and a microcomputer as shown in Fig.
1. One end of the sync & capture module is connected to a target net-
work, in this case a Cambridge Fast Ring {CFR) operating as an ATM
network, via a station repeater chip. The other end of the SCM consists
of input foutput (I/O) ports for function control and a group of output
signals corresponding to various events. The I/O ports allow internal
registers in the SCM to be accessed for functions such as the setting
of packet mask and template, and the control of a Content Addressable
Memory (CAM). The I/O ports and the events outputs are connected
to the microprocessor front-end unit.

The microprocessor front-end unit controls the operation of the sync
4 capture unit, records events, and passes partially processed data to the
microcomputer. It handles the tasks of continuously monitoring twelve
event channels each operating at a minimum time interval of 3 s, and
measuring packet inter-arrival periods at one microsecond resolution.
These are stringent real-time requirements that cannot be easily met
with on small standard microcomputers.

The microcomputer provides user interface, overall control of the
system function, data processing and storage. With the SCM and MFU
taking care of the real-time monitoring and control requirements, the
response time or the microcomputer can now be in the order of seconds
instead of microseconds. Thus although it is basically a real-time sys-
tem, the timing requirement is such that computers like the IBM PC or
ROSY Junior can be used.

In the following sections, a brief description of the functional require-
ments and hardware description of the traffic monitor is first given. This
is followed with a discussion on the design and development of the MFU
and the necessary software.

2 The Functional Requirements

In order to discuss the design and implementation of the hardware and
software of the system in the subsequent sections, a brief understanding
of the functional requirements is necessary. Basically a traffic monitor
in a computer network collects network traffic statistics for the purpose
of status reporting, performance analysis, network control, ete. The
amount of data captured obviously depends on a particular application.
In some cases, traffic information may be derived from the medium ac-
cess control (MAC) unit of a standard station in the network or from
a dedicated monitor station. Traffic meonitering in such cases merely
involves the programming of the MAC unit of the station chip and no
extra hardware is required.

In other cases, due to speed and other design constraints, existing
stations are incapable of providing the required network traffic infor
mation, and consequently a dedicated monitoring system consisting of
both hardware and software must be implemented. This is the case
under consideration here.

2.1 Cambridge Fast Ring (CFR)

This is a slotted ring local area network designed to operate at 75 -
100 Mbits/s with = slightly different packet format and transmission
protocol form the Cambridge Ring, its predecessor. The main features
of the ring are as follows:

* 10 - 100 Mbits/s

¢ Source-release pass-on-free slotted ring

Link: twisted pair or optical fibre

32-byte data field

1983 (design), 1984 (VLSI implementation), 1986 (operational)

This LAN lends itself well to operation in ATM mode. At 75 Mbits/s
and using a round-robin empty slot protocol, a system with 20 stations
has a best case point-to-point transmission speed of about 20 Mbits/s
and the worst case of 3 Mbits/s. The corresponding delays of the cells
through the ring are 20 us and 100 pus.



The cell or packet format of the CFR is shown in Fig. 2. It consists
of a 4-bit header, two 16-bit destination and source address fields, a 256-
bit data field 2nd a 12-bit CRC field which also acts as a response flag.
The flags in the header are start-of-slot, full /empty, monitor-passed and
spare.

A typical node structure is shown in Fig. 3. An ECL Repeater Chip
performs serial to 8-bit parallel conversion and the function of line driver
and repeater. Network control is performed in a CMOS Station Chip
which takes care of most of the data link functions. The functional
block diagram of the repeater and station chips are shown in Fig. 4 and
5 respectively.

There are many ways of configuring 2 CFR network. An distributed
system may consist of a number of interconnected CFRs and bridges to
Ethernets and ISDN etc. An example is the MediaNet (MNet) currently
being implemented at Cambridge for multimedia experiments with spe-
cial emphasis on real-time video services as shown in Fig. 6.

2.2 Network Parameters

In theory network performance and the corresponding control strategies
may be obtained by logging and analyzing all the traffic in a network.
In practice however 2 number of assumptions has to be made to reduce
the amount of data to be monitored or analyzed. Basically important
network parameters to be determined are as follows:

« Throughput or bandwidth, both point-to-point and network over-
all. Fairness in sharing the total bandwidth,

» Cell delays as a function of network loading. This is an important
parameter in real-time services.

+ Frror rates under various network conditions. These have different
implications on real-time traffic and computer data. For example,
a certain amount of errors may be tolerated in real-time video and
voice applications if suitable coding techniques are used. Errors
in computer data normally have to be corrected by higher layer
protacol either with forward error correction schemes or retrans-
missioft.

These parameters are strongly influenced by the type of network,
protocol, and application. In this case study we are interested in the
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performance of CFRs in a real-time environment. Some of the more
specific parameters to be monitored and analyzed are as follows:

1. Total cell rate or bit rate.
2. Number of full and empty cells.
3. Number of good CRC cells.
4.- Number of inverted CRC cells,
5. Number of bad CRC cells.
6. Total traffic from a particular source or group of sources.
7. Total traffic to a particular destination or group of destinations.
8. Traffic of a particular bit pattern.
9. Number of cell repetitions.
19. Inter-arrival time of a particular type of cells.
11. Error rates.

12. Receiver contention condition.

2.3 Design Considerations

Some of the parameters mentioned above are available in the network
controller chip and in fact some statistics are collected a a CFR monitor
station in all networks. Many parameters however are not accessible
normally and have to be monitored with a dedicated traffic monitor.

In principle the line bit rate of 75 - 100 Mbits/s is not particularly
high and standard logic timing analyzers are capable of monitoring the
data stream. However, they lack the flexibility in evaluating the host of
required network parameters and are generally considered too expensive
when several units have to be deployed in a network simultaneously. A
dedicated system was thus designed and implemented.

Essentially the entire task is split into three levels according to pro-
cessing speed: (1) a dedicated random logic module performs tasks in
the microsecond range, (2) a microprocessor takes care of real-time tasks
in the millisecond range, and (3) a microcomputer deals with tasks in
larger time frame. These are itemized as follows:
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* A high speed unit referred to as the SCM earlier performs the
following taska:

Serial-parallel conversion to reduce the speed to one eighth
the serial line rate.

— Cell and gap synchronization.
— CRC generation and comparison for each cell.
— Cell mask and template read/write and control.
— Cell repetition event detection.
— Matched events detection.
& A microprocessor-based system, the MFU, to relieve the last stage
microcomputer of some real-time tasks:
— Count 10 event channels, with 3 gs inter-event arrival time.
- Provide a channel for time measurement with 1 us resolution.

— Program a set of 128 templates and masks, each of which is
304 bits long.

— Program a content addressable memory for the purpose of
high speed cell repetition detection.

— Interface to a microcomputer for control, data presentation
and storage.

* A final stage consists of a microcomputer. As pointed out pre-
viously, the response time in this stage is from seconds onwards.
Connection to the MFU is through a standard serial link.

3 The Hardware

The hardware is conveniently divided into three distinct sections as
shown in Fig. 1. As the SCM is rather specific to this particular ap-
plication, only functional description instead of design details, of the
various subunits is given. However, to illusirate the general principles
of designing and implementing a small microprocessor system, sufficient
design, testing and debugging information for the MFU are described
in a subsequent section below. Following the SCM the micrecomputer
is also briefly mentioned. :

3.1 Sync & Capture Module

A block diagram of the SCM is shown in Fig. 7. A repeater chip oper-
ating in bypess mode provides a means of tapping into the network. Its
main output to the rest of the SCM are 8 data lines and a byte clock.

A synchronization unit extracts timing signals at cell or packet level
by means of a modulo-38 counter and some random logic. These timing
signals are used for timing CRC generator and checker, clocking com-
parator in pattern matching circuits, and providing start-of-cell and
start-of-gap indications.

The next functional block is a CRC generator and checker. It uses
a 4-bit wide generator to reconstruct the 12-bit CRC in every packet of
304 — 12 bits. This is then compared with the incoming CRC. There
are three possibilities. A match shows that the packet has been put
on the network by a transmitter but has not been received. A match
of the CRC with the last 4 bits Aipped indicates that the packet has
been received and is on its return path to the transmitter. A mismatch
indicates a corrupted packet or out-of-sync network.

A packet matching unit provides a set of 128 templates and masks
and the corresponding comparator circuitries. A template contains a bit
pattern to be matched whereas a mask provides the don’t eare condition
to be imposed on individual bits of the packet. It is possible to selectively
match a section or the entire packet. In this implementation the follow-
ing maiching are performed: header (4 bits), header & destination (4 +
16 bits), header, destination & source (4 + 32 bits), header, destination,
source & data (4 + 32 + 256 bits). The switching of template/mask
is done by the MFU. In a typical application, template/mask patterns
are down-loaded from the MFU and then switched in one at a time for
an appropriate period of time. This results in sampling the network for
a number of trafic patterns. A signal for measuring the inter- arrival
time of a particular packet also originates from this unit.

The final unit in the SCM is a repeats checker. Repetition in trans-
mission in data link layer is an important network parameter. In net-
work such as the CFR, automatic retransmission is done by hardware,
i.e. in the network controller chip, without the intervention of higher
layer protocol. This particular service is found to be undesirable in
real-time application where a retransmission usually has the some effect
as lost packet due to long delay. Moreover, retransmission generates
more traffic and may result in overall performance degradation.



The detection of packet retransmission is conceptually easy to do
but rather difficult to implement in practice due to the large amount of
data and the high speed of on-the-fly processing required. For exam-
ple if a packet is to be matched against the previous 100 packets, this
amounts to comparing 2 304-bit pattern with 1002304 bits in about 3
us, and loading the incoming packet into the existing bufler. A content
addressable memory which is designed specifically for such an applica-
tion is used. However, instead of comparing the entire packet, only the
CRC of each packet is used, The CAM is 256 words deep and therefore
a repeat of cell within the last 256 cells can be detected.

3.2 Microcomputer

A microcomputer serves as an user interface in two stages. First it acts
as a simple development tool by providing cross assembly facility and
acting as a host machine for testing and debugging the MFU and SCM.
When the entire system is in operation, it serves as a data storage as
well as an user interface. The connection to the MFU is a R§232C serial
link which is available as a standard feature in most microcomputers. In
this case study, it is an Olivetti M380/C; but most other microcomputer
including the ROSY Junior may be used.

4 The Design and Development of the MFU

The choice of the front-end processor depends essentially on the speed
and storage requirements of the tasks in hand. In this application an
8-bit microprocessor (MC6809) is used. It is a small sirgle board unit
consisting of 12 VLSI chips including microprocessor, memories, periph-
erals and a number of small supporting i.c.

The essential requirements are:

e 10 event counters. These counters must count at a speed up to
330 KHz and accumulate total counts for a relatively long pe-
riod of time. The maximum number of cumulative events over a
period of one year is about 3z10™. It is implemented with four
Programmable Timer Modules (MC6840 PTM)] each of which has
three separate counters of 16 bits each. FEach of these internal
counters is extended with a 48-bit external one using a non-volatile
battery backed-up CMOS RAM.

Since the microprocessor must service all the event counters sirnul-
taneously, one must ensure that there is enough time to update
them if they require attention at the same time. This is made
possible partly by the auto re-initialization feature of the PTM.

An interval timer to measure the inter-event arrival time and clas-
sify them by time. This is also achieved with a PTM channel
operating with an internal clock of 1 us. Thus packet arrival jitter
can be measured with 1 ps resolution, and a maximum period of
65 ms.

A parallel I/O port for controlling and monitoring various func-
tions in the SCM. This is done by a standard peripheral chip, the
Programmable fnterface Adapter (MCB821 PIA}.

A real-time clock serves the purpose of time stamping the various
events. Without it the microcomputer has to perform a large
amount of tight timing chores. A MC146818A Real-time Clock is
used with an external standby battery power supply. In the event
of mains fatjure, this clock will be kept running.

¢ A non-volatile RAM for critical data. This is implemented with a
MK48Z02 2K RAM which has a built-in battery.

e A ROM and RAM for system and user programs. These are pro-
vided by a 16K EPROM chip and a 32K RAM chip.

» A serial interface to the microcomputer. An Asynchronous Com-
munications Interface Adapter (MC8850 ACIA) and its associated
baud-rate generator and line drivers are used.

s A set of switches and indicator for the purpose of system debug-
ging, optional function and parameter selection, and status indi-
cation. This is done with a PIA.

A block diagram of the MFU is shown in Fig. 8.

4.1 MFU Configuration and Circuit Description

The next step in the design is the configuration of the MFU. A simple
procedure is to use a table as shown in Table 1 to determine the various
address line connections. The resulting memory map is as follows:



Device Address

Name Type | Range

RAMI1 62256 | 30000 -- $7FFF
RAM?2 48702 | $8000 ~-- $8TFF
PIA1l 6521 $9010 -- $9013
PlAZ 6821 $9020 -- $9023
PTM1 6840 $A010 -- $A0L7
PTM2 6840 $A020 -- $A027
PTM3 6840 $A040 -- $A047
PTM4 6840 $A080 -- $A087
RTC 146818 | $BOCO -- $BO4O
ACIA 6850 $B010 -~ $BO1L
EPROM | 27128 $C000 -- S$FFFF

Based on the configuration table, the actual address decoding is done
aa follows:

1. Address line A15 is connected directly to the chip select €5 of
RAM1 thereby defining an address space from $0000 to $7FFF.

2. A15 and Al4 are decoded into four 16-K blocks using a 2-to-4
decoder. The active low output of the highest block ($C000 --
$FFFF) is connected to the CE of the EPROM.

3. The block $8000 -- $BFFF is further decoded with A12 and A13
into four groups of 4 K each at $8XXX, $9XXX, $AXXX and $BXXX.
These four groups are assigned to RAM2, PIAs, PTMs, and ACIA
& RTC respectively.

Since it is a small system of 12 chips in total, bus lines are directly
connected from the MPU to memories and peripherals without using
external buffers or bus drivers. Thus data bus is straightforwardly con-
nected together while R/W from the MPU is connected to all other
chips except the EPROM.

The other control, status and timing lines from the MPU are con-
nected as follows:

e The E clock from the MPU is directly connected to the family
peripheral devices (ACIA, PIAs and PTMs). The RTC reﬂ.uires
special treatment, A small decoding circuit using E, A2, R/W and
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$BXXX aa inputs, produces the required address and data strobes
{AS and DS) for the RTC.

¢ BS5,BA and Q outputs are not used and thus lefs open.

¢ BREQ,MRDY and HALT features are also not used. They are
tied to 5V through resistors.

¢ Interrupt inputs NKMTI, TRG and FTRQ are pulled up to 5V and
selectively connected to the peripheral devices by jumpers.

s A 4-MHz crystal is connected to the oscillator inputs (XTAL and
EXTAL) to generate a 1-MHz system clock.

Circuit diagrams of the complete MFU ate shown in Fig. 9 - 14. A
small watch-dog circuit (Fig. 9) consisting of two retriggerable monos-
table multivibrators and a WD signal from CA2 of PIA2 is used to
revive the system if the MPU hangs for some reasons. It works by
attempting to reset the MPU if WD is not received within a certain
time interval, thereby providing a certain degree of protection against
program running wild or getting into erroneous tight loops.

In the ACIA circuit, a baud rate generator (4060) and a crystal
provide commonly used baud rates from 300 to 9600 while a single power
supply line-driver is used for some of the RS232C signals.

The PIA2 has an input port consisting of 8 on/off switches and a
output port of 8 LEDs for status reporting and function selection.

4.2 Testing and Debugging

Once the circuit design is completed, the next step is circuit board
layout and fabrication. Unfortunately the development process does
not end there. In most cases a certain degree of hardware testing and
debugging must be done. To carry out these jobs, it would be advantages
if sophisticated tools such as development system, in-circuit emulator,
and logic analyzer are available. However, it is possible to test and debug
with the basic electronics laboratory equipment such as multimeter,
oscilloscope and function generator alone, if a systematic approach is
adopted. An outline of the testing procedure is shown below.

1. Printed circuit board (PCB) inspection for track continuity, and
possible bridging. This is a step that is often overlocked. However,
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it is a vital step because easily locatable faults if left undetected,
usually cause much more debugging efforts at a later stage.

. Power up the bare PCB and check voltages.

. Force a NOP ($12) on the data bus by pulling up D1 and D4 to
5V via resistors and grounding all other data lines. It causes the
continuous execution of NOP for all memory locations. This in turn
results in AO toggling at half the clock rate, Al toggling at half the
rate of AG and so forth. The address bus can thus be checked
easily with an oscitloscope. In this test, data bus and control bus
are also partially verified.

. If a logic analyzer is not available, implement a tight loop program
in the EPROM such as a branch-to-itself loop (LOOP BRA LOOF).
This program consists of two bytes ($20 $FE} and takes three
MPU cycles to execute. A two-byte reset vector is also needed
in the EPROM. The execution of this very short program can be
followed cycle by cycle on an oscilloscope and thereby confirming
the proper operation, at least partially, of the data and control
bus.

. Test routines for a PIA with input switches and output indicators
can be written into the EPROM and executed. Commonly used
routines include incrementing the binary value of the output port
at a slow rate for visual inspection, reading status of switches and
output it to the output port. This stage of testing serves to verify
the operation of the PIA and to provide user functional selection.
Normally on power up the system is programmed to check the
status of the input switches and jump to appropriate test routines
or main program.

. Small test routines for other components in the system are then
implemented. This includes testing the ACIA, PTMs, RTC and
RAMs.

. A monitor program is then implemented. At this stage most of
the hardware testing are dene and the task usually moves on to
user or target software debugging. One type of hardware bug
which cannot be detected by standard testing are those caused
by intermittent faults, glitches or external interference. These are
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captured by means of logic analyzer or in-circuit emulator running
in some surveillance or baby-sitting modes.

5 The Software

The software of the system consists of programs in the MFU and micro-
compuier. The MFU program is written in assembly language while that
in the microcomputer is in high leve! languages {QuickC and QuickBA-
8IC). The following section describes the development of the program
in the MFU and gives an outline of the functions of the user program
in the microcomputer.

b.1 Assembly Language Program in the MFU

Except for very small tasks, the development of assembly language pro-
graras normally requires some form of specialized tools. As in the case
of hardware development, if sophisticated tools such as simulator and
development system are available, they are of great help in software de-
velopment. In situations where such tools are not available, software
development usually involves the use of a cross-assembler or compiler
on a computer, and down-loading and EPROM programming facility.

In this case study, an example of software development based on rel-
atively simple tools of a cross-assembler on an IBMPC or compatible, an
EPROM programmer and an MC6809 in-circuit emulator is described.

For most assembly language program development, a monitor pro-
gram in the target machine, at least in the developmnent stage, helps a
great deal in program modification, testing and debugging. This moni-
tor may be written specifically for the task. However since most of the
functions in this monitor are standard functions, one can implement an
existing and fully tested version. This is the case here. An M680S mon-
jtor program by Motorola, the ASSISTO9, is used. This menitor and
the application program are described below.

5.1.1 The ASSISTO09

This is a small M6809 monitor program that is usually ¢co-resident with
user program in an application. The entire 2K program normally resides
on the upper section of the memory space; but it can also be put at other
locations since it is position independent. A complete source listing
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together with documentation can be found in the Motorola MC6808 -~
MC6809E Microprocessor Programming Manual, Appendiz B.
The main features are:

+ Position independent codes.

e A set of 15 commands for program development including break-
point and trace.

¢ Sophisticated monitor calls for address independent user program
services,

e Multipie means of installing user modifications and extensions.

« Hooks for user command tables, I/O handlers, and defaults spec-
ifications.

e Easily adapted to run under control of a real-time operating sys-
tem.

A RAM work area is located relative to the start of ASSISTO9 by
an offset of -$1900. The default console I/O handlers access an ACIA
located at SEO08. For trace commands, a PTM with default address
$E000 is used to force an NAMT so that single instructions may be ex-
ecuted. These default addresses may be easily changed using one of
several methods.

A vector table is used to address certain service routines and defaults
values. This allows user to change the information and the operation of
the monitor by using a vectar swap service, User routine may also reside
at an extension ROM located 2K below the ASSIST09. The vector table
initialization subroutine looks for a flag at this address, and if found calls
the location following the flag as a subroutine. Any or all defaults may
be altered at this stage.

The default system interrupts are;

RESET Build vector table, setup monitor defaults and invoke monitor
startup routine,

SWI Request a ASSISTO9 service.
FIRQ RTL

SWI2 Reserved.
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SWI3 Reserved.
IRQ Reserved.
NMI Force a breakpoint.

A complete command list with brief descriptiona of each command
is given in Table 2. A number of services are also provided. These
are invoked by using the SWI instruction followed by one byte function
code. Table 3 lists all the services that may be used,

Another service provided by the ASSIST09 is the vector swap. The
service allows user modifications of the vector table to be easily installed.
A list of all the entries is shown in Table 3.

There is a provision for user to add or modify commands to the
existing set. The command handler scans two lists, a primary table
and a secondary table. The primary table defaults to the ASSIST09
commands and the secondary table to a null list. Each entry in the table
consists of a byte for the size of the entry, a command name string, and
an offset to the entry point of the cormmand.

5.1.2 The Traffic Monitor Program

The MFU assembly program runs under the control of ASSIST09. It
basically consists of a set of functions which can be invoked from the
microcomputer like other commands. In normal operation the NMI rou-
tine of the ASSISTO9 is modified for real-time tasks such as updating
internal ¢lock, event counters etc. The program thus begins by initial-
izing the secondary command table vectors and swap the NMI vector.

The NMI routine updates the PTM extended counters on each PTM
re-initialization which causes an interrupt. Depending on the function
selected, it also switches in the next template/mask in the multiple
template/mask mode. This routine basically takes care of the real-time
function of the system.

Some of the command functions implemented are:

e INITPIA — Initialize PIAs.

e PIAT1 — Test PIA.

¢ INITPTM — Initialize PTMs.
* RPTM — Reset PTMs.

15



» OFFPTM — Disable PTMs.

e PTMT1 — Test PTM by printing all counters.
e CFRTS — CFR traffic simulater mode.

¢ WT — Write Template.

o RT — Read Template.

*« WM -— Write Mask.

¢ RM - Read Mask.

¢ Q - Request for one PTM data block.

o INITCAM — Initialize CAM chip.

« PEEK — Write to MFU memory or 1/0.

¢+ POKE — Read from MFU memory or I/O.
+ MTM — Multiple Template/Mask mode.

e STM — Single Template/Mask mode.

5.2 The High Level Language Program

The program in the microcomputer {a} provides an user interface to the
system, (b) logs, analyzes, and stores collected data and (c) provides
data to other stations or users connected to the network. Two modes
of operations are availablie.

The first is an terminal emulator or program development mode.
In this mede an user interfaces directly with the ASSISTO09 monitor.
All the standard machine language debugging features are available.
These includes down-loading of object code, saving of target code in
disk, execution or tracing of codes etc. One can also shell into DOS for
other tasks that require other facility such as editing and assembling.
In a typical developing phase, an Editor is used for source creation or
modification. Then a cross-assembler is used to generate the object
code, which is loaded into the MFU memory. Debugging is then done
under the ASSISTO9 environment. The final program may be either in
RAM or in EPROM. Since there ample RAM space (32K) in the MFU,
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the RAM version is used. This saves the step of EPROM programming
but calls for down-loading of the code on each power-up.

The second mode provide window user interface to the traffic mon-
itor. It allows (a} various MFU parameters to be set and {b) traffic
information to be displayed in different formats: tables, graphs etc.,
and (¢) data logging and storage parameters to be set or modified.
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Device ADDRESS Adidress
Name Type 13 14 13 12 11 1w T oe L] 07 ng 05 T 04 03 ¥ 03 [} (Y] Nange
RAM1 622586 [] X X x X X X X X X X X X 4 X X Foou0 - $TFFF
nRAMa 48Z.032 1 [+] 0 o x x x X X x x x x X X $8000 — $BTFF
FiAL 682l i 1] a 1 1 x X $o010 - $0013
riA2 GB11 1 0 1] 1 1 X X $0020 - $0023
rTMI1 8840 1 0 1 0 1 X X X $ADID - SAMNYT
PTM2 6840 1 0 1 1] 1 X x X SAN20 - $ADLY
PTMS 8B4D 1 0 1 0 1 X x b1 SA040 - SA04T
PTM4 GR4D 1 [i] 1 [i] ) X b4 X SANED - SAN}T
nTe 140818 ] a 1 1 X S$D00D - S04
ACIA 6830 1 Q 1 1 1 X snoin - sitokt
EPROM 27128 1 L X X X X X X X X X X X X X X $coan - SFPFF

Table 1. MFU configuration table
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