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LF/M020
AN INTRODUCTION TQO THE PARAMETRIZATION OF
LAND-SURFACE PROCESSES

D. J. CARSON

Meteorological Office, Bracknell, UK

ABSTRACT

This paper introduces the sub grid-scale, land-surface processes
which, it is generally acknowledged, need to be included by parametrization
in three-dimensional, numerical models for studying climate and climate..
change and for numerical weather prediction.

The discussion is restricted, in the main, to the relatively simple
case of non-vegetated, land surfaces. The general boundary conditions for
momentum transfer and the balance equations for energy and mass {moisture)
transfer at a bare-soil surface are identified. The physical character and
the parametrization of the varied flux-terms at the surface are considered
systematically under the headings: Surface Radiative Properties and
Fluxes; Surface Turbulent Exchanges; Soil Heat Conduction and the
Land-surface Temperature; and Surface Hydrology and the Soil Water Budget.

Some of the particular problems associated with snow-covered,
non-vegetated, land surfaces are described very briefly.

1. Introduction

The atmospheric boundary layer is the lowest layer of the atmosphere
characterized by significant vertical flux divergences of momentum, heat
and moisture which result directly or indirectly from interactions between
the atmosphere and the underlying surface. The turbulent nature of
boundary-layer flows is a vital factor in”the efficient exchange of
momentum, heat and moisture between the Earth's surface below and the
'free' atmosphere above. In general, up until fairly recently, designers
and users of global atmospheric general circulation models {AGCMs) and
operational numerical weather .prediction models (NWPMs) have not been
concerned with the details of boundary-layer and surface properties and
processes in thelr own right but mainly for the influence they exert on
weather systems and clrculation characteristics on the much larger,
synoptic or even global scales. However, the recent upsurge in the
simultaneous developments of three-dimensional AGCMs for the study of
climate and climate change and of increasingly sophisticated and more
nighly resolved operational NWPMs has resulted in more effort now being
directed towards delineating details in boundary-layer structure and in the
characteristics of surface climatologies. Studies with AGCMs have
indicated considerable sensitivity of their simulations to changes in
surface properties such as albedo, soil moisture and surface roughness.
Also, some NWPMs now in operational service are expected to forecast the
near-surface meteorological variables, and even changes in surface

properties. The importance then of *land-surface processes' and the need



to understand and represent them better in AGCMs and NWPMs are now well
established. The respective réles of these processes [n the wider
climatological context have been discussed elsewhere, '

Following the Joint Scientific Committee Scientific Steering Group on
Land~-Surface Processes of the World Climate Research Programme (WCP, 1985),
I shall adopt the pragmatical definition of land-surface processés as those
phenomena which control the fluxes of heat, molsture and momentum between
the surface and the atmosphere over the continents. These processes
influence both the circulation of the atmosphere, often remotely, and the
climate of the surface.

Many important dynamical and physical processes are governed by
spatial (and temporal) scales very much smaller than the typical limits of
resolution of either a numerical model or an observing system. Such
sub grid-scale processes cannot be dealt with explicitly in the models;
however, their statistical effects at the resolved scales must be included
and are determined in terms of the explicitly resolved variables. This
technique is called parametrization and usually introduces empirical terms
(parameters) into a model's prescription of the processes. For a fuller
discussion of parametrization in numerical models see, for example,
Smagorinsky (1982}.

My aim here is to introduce the range of sub grid-scale land-surface
processes which it is generally recognised need to be represented by
parametrizations in climate and numerical weather prediction models.
Discussion is restricted in the main to non-vegetated land surfaces and
focusses in particular on the surface energy and mass (moisture) fluxes. A
more general and fairly comprehensive review of the then current practices
in AGCMs was provided by Carson (1982), with an update for Meteorological
Office models only in Carson (1986a). As implied above, the
parametrization of land-surface proceésses is a very active field of
research and model development and methods labelled ‘current' may quickly
become susperseded. New approaches ('schemes') are being developed and
tested continuously. A single paper cannot do justice to the range and
complexity of tried schemes and unresoslved problems even in the apparently
restricted topic of land-surface processes. The special characteristics
and problems of vegetated land surfaces, ice-covered surfaces and the ocean
surface are being dealt with by other lecturers here at the Summer School.
It should be assumed then throughout Sections 2-6 that discussions refer
only to non-vegetated, snow-free, land surfaces, unless explicitly stated
otherwise. Some of the particular problems assoclated with snow-covered,
non-vegetated, land surfaces will be described briefly in Section 7.

It should also be stressed that there are many factors in a typical
AGCM or NWPM which will have a direct or indirect bearing on the character
and performance of the land-surface processes but which are not themselves
governed directly by, nor specified explicitly in terms of, surface
properties. Obvious examples amongst the other physical parametrizations
include: components of the radiation scheme; the cloud scheme; the
representation of rainfall and snowfall; the delineation of the atmospheric
boundary layer and the parametrization of turbulent mixing within it away
from the surface; deep convection; etc. A numerical model's general
structure with respect to, for example: horizontal domain; spatial and
temporal resolutions; distribution and number of surface types;
specification of orography; etc will also determine to some extent the

quality of its simulations or predictions of the surface and near-surface



climatologies. Such considerations of the general problem of representing
the effects of land-surface processes in AGCMs and NWPMs are beyond the
scope of this introductory paper. T

2. The Boundary Conditions for Momentum, Energy and Mass Transfer at a
Bare-soil Surface

A natural and instructive way to delineate and introduce the various
land-surface processes of interest is through the boundary conditions for
momentum and the balance equations for the energy and mass (moisture) that
apply at the surface. Most of the current generation of AGCMs and NWPMs
involve such boundary conditions but with varying degrees of complexity and
sophistication in their use and in the parametrizations chosen to represent
individual components of the system. For the moment, let us consider in
turn, the boundary constraints and relations between the momentum, energy
and mass fluxes as depicted schematically in Figure 1 as a simplistic,
air-soil interfacial problem.

Notation: The subscript o i3 used to denote surface values of variables
and parameters, but only where necessary. In general, terms referred to
only at the surface will not be given a subscript; s0il fluxes and
prognostic surface variables will be subscripted.

MOMENTUM ENERGY MASS
T TT ™
AIR Ry H | Q=L.E E| P
| [
| [
SURFACE l l Y
1
= > L ! —_—y |
SOIL Gy Mg
G0 =Ry - H-Q My = Pn - E~- Y,

Figure 1. Schematic representation of the fluxes of momentum, energy and .
mass at a bare-soil surface.

2.1 Surface momentum flux (1)

In an aerodynamic sense the atmospheric boundary layer is simply
the lowest layer of the atmosphere under the direct influence of the
underlying surface from which momentum is extracted and transferred
downward to overcome surface friction. Thus the aerodynamically rough
land surface provides a sink for atmospheric momentum, the removal of
which at the surface is represented by the viscous drag, or horizontal
shearing stress, 1, which, by convention, is a vectorial measure of
the downward flux of horizontal momentum.



The surface boundary ccnditions for momentum transfer are:

a. NO-SLIP CONDITION: 1ie, the mean horizontal wind vector is
zero at the surface.

b. T (at the surface. i3 parallel to the limiting wind
direction as the surface is approached.

1, the horizontal shearing stress, has SI units of Nm~2.

2.2 Tne surface energy fluz talance

The energy flux balance at a bare-soil surface may be expressed
as

G0=RN"H‘Q (T)

where Ry is the net radiative flux at the surface (defined positive
towards the surfac2);

H is the turbulent sensible heat flux (defined positive when
directed upward from the surface into the atmosphere};

Q

L_E represents the latant heat flux due to surface evaporation
(defined positive #hen directed upward from the surface),
where E is the tursulent water vapour flux (see Eqn (2)} and
Lg is the latent hsat of evaporation; and

represents a flux of heat into the soil at the surface, and
which, conventionally, is defined to be positive when
directed into the soil.

The flux terms in Eqn (1) have SI units of Wm 2.

2.3 The mass flux balance at the surface

For our purposes the mass flux balance at a bare-soil surface
will be taken to be simply ths moisture flux balance expressed as

M, = P

1, -E- ¥, (2)

r

where P, is the intensity cf surface rainfall;

E 1is the surface evaporation rate (turbulent flux of water
vapour};

Y_ denotes intensity of surface runoff; and

M. represents the net mass flux of water into the soil
layer.

As defined, the flux terms in Eqn (2) strictly have SI units of
Kg m'2 5'1; however, it is fairly common practice to refer to the
rates involved in terms of a representative depth (of water)} per unit
time.



Note:

1. The evaporative flux, E, appears explicitly in both Eqns (1) and
(2) and thus provides a direct and important coupling between the
surface heat and moisture budgets.

2. A knowledge of heat conduction and water transport in the soil is
: needed to parametrize the terms Go and M,, respectively. In

AGCMs and NWPMs this leads usually to the reformulation-of Egn
(1) as a prognostic equation for the 'surface temperature', T,,
and of Eqn (2) as a prognostic equation for the mass of water
stored in a specified depth of surface soil layer, le the 'soil
moisture content'. Further details of these soil processes and
their representation in Eqns (1) and (2) are described more fully
in Sections 5 and 6.

The boundary conditions and surface balance equations of Sections
2.1-2.3 involve a wide range of sub grid-scale physical and dynamical
procesdses in both the atmosphere and the soil. It is convenient to
consider the nature and parametrization of the various Individual
components under the following Section headings:

Section 3 Surface Radiative Properties and Fluxes (vid. RN);
Section 4 Surface Turbulent Exchanges (vid. 1, H, Q and E);

Section 5 Soil Heat Conduction and the Land-Surface Temperature
(vid. G,); and

Section 6 Surface Hydrology and the Soil Water Budget (vid.
P., Y, and M,). :

3. Surface Radiative Properties and Fluxes

Since solar radiation provides most of the energy needed to maintain
the general circulation of the atmosphere and since the major input of this
energy to the Earth-atmosphere system occurs at the surface, it seems
natural to start a discussion of land-surface processes by considering the
surface radiative properties and fluxes. The term Ry in Eqn (1)
acknowledges the importance of, and the need to determine, the net
imbalance of radiative fluxes to and from the land surface expressed simply
here as the sum of the net short-wave radiative flux, Rgy, and the net
long-wave radiative flux, Rpy, ie

RN = RSN + RN (3)

The components of Rgy and Rpy are shown schematically in Figure 2. Note
the convention that the net radiative fluxes are positive when directed
towards the surface.
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Figure 2. Schematic representation of the short~ and long-wave radiative
* flux balances at a bare-soil surface.

3.1 Surface short-wave radiation balance

where Rs is the downward short-wave radiative flux, including both
V the direct solar flux and diffuse radiation from the sky,
and

= is the surface short-wave reflectivity or albedo.

3.2 Surface long-wave radiation balance

RiN = 2 RL; - eo'I'oLI (5)
where RL; is the downward long-wave radiative flux,
a is the surface absorptivity to long-wave radiation,

s:oTo‘4 is the long-wave radiative flux emitted at the

surface,
To is the surface temperature,
€ is the long-wave emissivity of the surface, and
o is the Stefan-Boltzmann constant.

It is common practice to simplify Eqn (5) further by combining
the definition of € with Kirchoff's law to give a=e. Eqn (5) then
reduces to '

RLN = E(RL‘ - UTOM) (6)
and Eqn (3) becomes
Ry = (1-<) Ry *+ € (R - 0T,") (7)

The parametrization of the radiative fluxes RS and R[, is
beyond the scope of this discussion. They are not normally classed as
land-surface processes and may be regarded here as externally given
forcing factors. It should be stressed -though that a correct

evaluation of Rgy and Ry isa erucial element in establishing



sensible energy and moisture balances at the surface. The prediction

of To is dealt with in Section 5. The remainder of this section
concentrates on the surface radiztive parameters, e and «,

3.3 Surface long-wave emissivity (e)

€ is known to have a wavelength dependence and to vary according
to the character of the surface as dliscusased for example by Buettner
and Kern (1965), Kondratyev (1972), Paltridge and Platt (1976) and
Kondratyev et al (1982). Values quoted for the vertical emissivity
range from 0.997 for wet snow to 0.71 for quartz. Kondratyev et al
{1982) comment that, on average, the relative emissivities of natural
underlying surfaces lie within the range 0.90-0.99 and they cite
several authors who have iInferred that 0.95 may be assumed as the mean
relative emissivity of the Earth's surfac¢e. They do caution however
that the problem of measuring the emissivity of natural surfaces is
far from solved and that existing techniques will need to be improved
to make such measurements on a large scale.

Although there are exceptions, the most common practice in AGCMs
and NWPMa is still to assume explicitly or implicitly that all
surfaces act like perfect black bodies for long-wave radiation with
g€=1. To a large extent this simply reflects the preocccupation of
numerical modellers with other apparently more important and immediate
problems with their physical parametrizations. I am sure that the
increasing complexity and sophistication of land-surface descriptions
in models will also generate more critical and discriminatory
approaches to the specification of e. This is most likely to be the
case, for example, with the further development of models which
attempt to include the explicit effects of vegetation in the climate
system (see, for example, the models of Deardorff (1978) and Sellers
et al (1986)).

3.4 Surface short-wave albedo (=)

« depends on the s3olar zenith angle, the spectral distribution of
the solar radiation incident on the surface and whether that radiation
is direet or diffuse, as well as on the character of the surface as
determined by the vegetation (its type, density and state), the soil
type, the soil moisture and whether the surface is snow- or
ice-covered. Although generally a long way removed from representing
the full complexity of its functional dependence on all such
quantities, nevertheless « in AGCMs and NWPMs is usually accorded some
variation with the broad character of the surface. In AGCMs it has a
specified geographical dependence (see, for example, Carson {1982))
and in many models it is still the only land-surface or soil parameter
which 1s given such a geographical variation (see, for example, Carson
(1986a)).

A good illustration of the current status of the global
specification of « suitable for use in large-scale atmospheric models
is the recent work of Wilson and Henderson-Sellers (1985) on which is
based the distribution of grid-box, snow-free, land-surface albedos
used in the Meteorological Office operational weather forecasting and
climate models (Carson, 1986a). Wilson and Henderson-Sellers (1985)
have compiled detailed, global, 1° x 1%, latitude-longitude data sels
of land cover and soils, respectively. -These data can be manipulated

to provide the corresponding characteristics for each model grid-box.



Table 1 gives their proposec albedo values, with a seasonal variation,
for each of 23 selected land types; Table 2 gives typical bare-soil
albedos as a simple functior of soil colour and state of surface
wetness. .

Land Type Component - _~ . | -Annual Summer Winter
1 Water . 0,07 .| 0.07 [~ 0:07 __
2 Ice .. +|. ®15 - o060 |-o8EC
3 1Inland lake. -~ 00 F 0006 o 0,06 0.06
4 Evergreen - o CT001d 0.4 0.15
needleleaf tree. . - = B :
5 Evergreen B 0.14 0.14 0.14
broadleaf tree : '
6 Declduous 0.13 0.14 0.12
needleleaf tree A= - '
7 Deciduous Fo00Y3 | C0.1H 0.12
broadleal tree | ’
8 Tropical 0.13 0.13 0.13
broadleaf tree ;
9 Drought 0.13 0.13 0.12
deciducus tree ’ '
10 Evergreen 0.17 0.17 .17
broadleaf shrub . : '
11 Decliduous shrub 0.16 0.17 0.15
12 Thorn shrub 0.16 0:16 0.16
13 Short grass and forbs 0:.19 0.20 0.18
14 Tall grass 0:20 0.17 0.22
15 Arable 0.20 0:25 0.16
16 Rice 0.12 0.12 0.12
17 Sugar 0.17 017 0.17
18 Maize 0.19 0.22 0.16
19 Cotton 0.19 0.22 0.17
20 Irrigated crop 0.25 0.25 0.25
21 Urban 0.18 0.18 0.18
22 Tundra 0.15 0.17 0.12
23 Swamp 0.12 0.12 0:12

Table 1. Short-wave albedos proposed by Wilson and Henderson-Sellers
(1985) for 23 different types of surface cover.

Colour class Light Medium Dark
: E
Moisture state wet dry wet dry wet dry
Albedos 0.18 0.35 010 0.20 0.07 0.15
Average (0.26) (0.15) (0.11)
1. .

Table 2. Short-wave albedos proposed for bare soils by Wilson and
Henderson-Sellers (1985).

Wilson and Henderson-Sellers propose that each grid-box effective
= can be calculated from the algorithm
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23
« = I {fy; *yi) *+ fg =g (8)

where _. are the albedos of the 23 different land-cover lypes In
Table ! and f,y are the corresponding fractions of grid-box covered;
=y i3 the albedo for the dominant soil type in the grid-box and fg4 is
the fraction of exposed bare soil. Figure 3 fllustrates a section of
the particular distribution of snow-free, land-surface albedos used
currently in the Meteorological Office's 15-level, global, operational
weather prediction model which has a regular, 1.5° x 1.875°,
latitude~-longitude horizontal grid, ie the typical mid+latitude
grid-length is about 150 km,

Surface Turbulent Exchanges

influence of the underlying surface.

4,1 Definition of the surface turbulent fluxes

The atmospheric boundary layer {planetary boundary layer; mixing
layer) is the lowest layer of the atmosphere under the direct
The flow in the atmospheric
boundary layer is turbulent except possibly in very stable conditions,
for example, such as those that prevail often at night in the presence
of strong surface-based temperature inversions. The velocity,
temperature, humidity and other properties in a turbulent flow can be
considered as random functioms in space and time and it is usually
necessary to resort to a stazistical approach to the calculation of
many boundary-layer properties. In particular this introducea the
concepts of mean values, fluctuations and varlances into the
description of the turbulent properties of the flow. For example, if
£ is some conservative quant.ty which fluctuates because of the
turbulent motion, then it is usually written as

E’E*‘E' (9)

where E is some suitably defined mean value of £ and £' is called the
turbulent or eddy fluctuation {see schematic fllustmtion in Figure 4).

A
3 i 1
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] l
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" 3 >
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Time
Figure 4. Schematic represeatation of the mean value, E, and the eddy

fluctuation, £', Jetermined for a particular sampling time
from a time-trace of the fluctuating quantity £.



In the notatlon of Eqn (9), the term W'E', represents the eddy
covariance of £ and the vertical velocity component of the flow, w,
and denotes the mean vertical turbulent flux of € at a given helight in
the atmospheric boundary layer. Let

Fg = (H'E')o (10)
denote the surface value of the mean vertical turbulent flux of £,

then, in the context of our discussion of land-surface processes, the
surface turbulent fluxes of particular interest are:

a. Momentum flux (1)
T = p(=(w'uT)g, - (W'vhe) (11)

where u, v are the components of the horizontal wind vector, Y,
and p 1s a representatlve mean air density near the surface (the
bar notation to denote a mean value will be dispensed with except
where essential to the interpretation of the terms involved).

The conventional interpretation and vectorial character of the
surface shearing stress, g, were discussed in Section 2.1. The
direction of 1 is dete~mined by the limiting wind direction as
the surface is approacned. An important parameter, the surface
friction velocity ug, is defined in terms of the magnitude of T
such that

Ill = p u% {12)

b. Sensible heat flux (H]

H =p2n (W8T )g = ~p Cp Uxdx (13)

where the potential temperature 6 13 used as the temperature
which is conserved in the large-scale mixing and ¢, is the
specific heat of air at constant pressure., 8j (11Ee us in Egn
(12)) is introduced as a scaling parameter defined in terms of H
and ug, and is negative for a positive H (ie upward from the
surface)., The role of H in the surface energy balance is seen in
Eqn (1).-

c. Water vapour flux (E)

E = p(w'qa'), = - pusqs (14)

where q i{s the specific humidity and qs is the corresponding
surface scaling parameter {defined negative for positive
evaporation from the surface). E, the surface evaporation rate,
is not only an importznt direct component of the moisture flux
balance at the aurface (vid. Eqn (2)) but also appears in the

latent heat flux term Q = L,E in the surface energy balance (vid.
Eqn (1)).

From Eqns (11)~(14) our general expression Eqn (10) for the
surface turbulent flux FE can bz extended to

Feg = (W'E%)g = -uxis ; (15)
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which defines the surface scaling value Ex (for example as for us, 6x
and qu) in terms of us and the mean vertical turbulent flux of £ at
the surface.

4.2 The surface-flux layer

Adjacent to the surface we can identify a shallow layer in which
the turning of the wind with height may be ignored and the vertical
fluxes of momentum, heat and water vapour may be approximated closely
by their surface values (ie for many practical purposes the turbulent
fluxes in this layer may be assumed to be virtually constant with
height). The layer sc-defined is often referred to as the
constant-flux layer. However, this terminology can mislead the unwary
{note, for example, that the turbulent fluxes generally have their
largest vertical gradients at the surface) and it is better to use the
more appropriate term of surface-flux layer.

4.3 Monin-Obukhov similarity theory

The Monin-Obukhov similarity hypothesis for the surface-flux
layer is the most widely accepted approach for describing the
properties of the surface layer. Brought down to the very simplest
terms, similarity methods depend on the possibility of being able to
express the unknown variables in non-dimensional form, there being
suitable argument for saying there exist a length-scale, a
velocity-scale (or time-scale) and a temperature- (and humidity-)
scale relevant in doing this. The non-dimensional forms are then
postulated to be universal in character and this will hold as long as
the scales remain the relevant ones.

The Monin-Obukhov similarity hypothesis for the fully turbulent
surface-flux layer (where the Coriolis force is neglected) states that
for any transferrable property, the distribution of which i3
homogeneous in space and stationary in time, the vertical flux-profile
relation is determined uniquely by the parameters

g 111 H_. E
T h pey (16)
where g/T is the Archimedean buoyancy parameter, g is the acceleration
due to gravity and T is a representative alir temperature in the
surface layer. From Eqns (1Z2)-(14) these are equivalent to the set

%: Ug, Bx, Qx (17)

where B8x and g« can be combined to give
Y = Bx + 0.61T gx» {18)

which is very akin to a virtual potential temperature scallng value.
Instead of using the bucyancy parameter g/T it is convenient to

use the length-scale, L, defined uniquely by g/T, ux and ¢x by the
relation.

L= Tug__ -egpl‘_gn_’_______ - (19)
kg ¥x kg (H+0.61cp TE)

11



and called the Monin-Obukhov length. k is the von Karmin constant
(=0.4) and is conventionally introduced solely as a matter of
convenience. L 1s effectively constant in the surface-flux layer.
The turbulent flow is classed as unstable when L < 0 (ie when the net
surface buoyancy flux is positive); stable when L > 0 (je when the
surface buoyaney flux is negative); and neutral when Ll + = {ie when
the surface buoyancy flux is zero).

Thus L, ux, 6%, gx may be taken as the set of basic parameters
which uniquely determine the relationships between the surface-layer
vertical gradients of wind, potential temperature and specific
humidity to the corresponding surface turbulent fluxes. Dimensional
analysis leads to the vertical flux-gradient relationship expressed in
the general form

gg = E; ¢g(2/L) (20)
where 2z is height above the surface. ¢.{z/L) is hypothesized to be a
universal function of z/L only which may be of different form for each
mean transferrable property, E, and which has to be established
empirically from analysis of surface-layer data. The overall
observational evidence is that the ¢, decrease with unstable
stratification {(ie when L. < 0) and increase with stable stratification
(L > 0). For specified functions for ¢, Eqn {20) can be integrated
to provide flux-profile relationships for the surface layer, viz:

T
k{g(z)-E(z,))] | $c(n)dy -
£ - §20280 = 0p@ .30
where 7 = z/L and 3, = zr/L. where z,. is some reference height at
which £ is known. In practice, Eqn (21) used in conjunction with Eqns
(12)-{14) allows us to estimate the surface turbulent fluxes of
momentum, heat and moisture from a knowledge of the corresponding
surface-layer profiles of wind, potential temperature and humidity.

(21)

4.4 The Monin-Obukhov similarity functions (¢.)

The general character of the similarity functions is fairly well
established over a limited range of stability conditions, centred on
neutral, but their specification for extreme stability conditions
{both stable and unstable) is much more debatable and uncertain. The
particular specifications of ¢ listed below are subjectively
selected, albeit typical, examples of the type of formulae commonly
adopted as the basis of parametrizations for the surface turbulent
fluxes in numerical models. For fuller discussions of the variety of

postulated, empirical forms of ¢£ aee, for example, Chap 6 of McBean
et al (1979).

The general behaviour is that ¢p increases with increasing
stability; le decreasing turbulence 5ecreases the mixing and hence
increases the normalised gradient of §. Figure 5 1llustrates
schematically the changing character of the surface-layer wind profile
throughout a clear day and a 2lear night. For details see, for
example, Chap 6 of Panofsky and Dutton (1984).

12
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Figure 5. Schematic representation of dliurnal varlation of
surface-layer wind profile.

4.4.1 Unstable and neutral conditions (z/L £ 0)

Dyer and Hicks (1970):

oy = g = 0F = (1-16 2/L)71/2 02z/L2-1 (22)

where ¢y , ¢y and ¢p are the respective ¢E for the turbulent
transfers of momentum, sensible heat and water vapour. Note

That strictly, the Dyer and Hicks {1970) formulae are limited to
z/L1S1 and so other empirical approaches may need to be invoked
for more unstable conditions. For a particular choice of

extrapolation beyond the Dyer and Hicks limit towards the
free-convection limit see Carson (1982, 1986a).

4.2 Stable conditions (z/L > 0)

Webb (1970):

oy =¢g =oy= (1 +52/L 0<z/LS1
(23)
6 1 <2/L <6

The problem of extending the functional form of ¢, to highly
stable conditions was discussed by Carson and RicBards (1978).

4.5 The bulk transfer coefficient, Cr, and the aerodynamic
résistance, rp !

It is standard practice, particularly in AGCMs and NWPMs, to
represent the mean vertical surface turbulent flux, FE’ by

FE = 'CQV(ZQ‘) AE(Z;) (24)
where
8E(zg) = E(2z9) - &, . (25)
Zg 1s some specified height above the surface and within the boundary

layer (and which may be regarded, without loss of generality, as the
notional height of a particular numerical model's first level above

the underlying surface); V(2g) is the mean horizontal wind speed (ie

13



|l(z)|) at zy; E(2g) is the value of the property £ at zg and g, is
its surface value. (Note again that the bar notation to denote mean
values (see Eqn (9)) has been omitted to simplify the symbolism). Cg
is the so-called bulk transfer coefficient, defined In a strictly
mathematical sense by Eqn (24), and which, in general, is a
complicated function of height, atmospheric¢ stablility, surface
roughness and, for a vegetated surface, of other physiecal and
physiological characteristics of the surface vegetation.

In bulk-aerodynamic form the surface turbulent fluxes of Eqns
(11), (13) and (14) are:

a. Momentum flux 1= pCpV(zy) !(zl) (26)

where Cp is the traditional 'drag coefficient'.

b.  Sensible heat flux H = -pe,CyuV(zg)(0(zg)-85) (27)

where CH is the bulk transfer coefficient for heat transfer.

c. Water vapour flux E = -pCgV(zg)(q(zp)~qp) (28}

where CE i3 the bulk transfer coefficient for water vapour
transfer.

To determine the fluxes from Eqns (26)-(28) the C, must be
prescribed or expressed In terms of modelled variables and parameters
and, in addition to the variables modelled explicitly at Zy, the
surface temperature and humidity need to be known. The prediction of
surface temperature, 'I'0 {simply related to eo), i5 discussed in
Section 5. The surface specific humidity, qy, 18 not so easy to
predict explicitly and its implied value is inextricably linked to the
parametrization of the surface hydrology, which is discussed in
Section 6. The Monin-Obukhov theory of Sections 4.3 and 4.4 provides
a basls for a falrly sophisticated specification of the Cg'which is
described in the next section.

A related approach to Eqn (24) for the representation of the
turbulent fluxes at natural surfaces iz the so-called resistance
approach. Turbulent transfer In the atmospheric boundary layer is
Seen as a process analogous to the flow of electric current and, in
the spirit of Ohm's Law, FE 1s written as

233
rg

where, in a similar manner to CE in Egqn (22), Eqn (29) can be regarded
as defining Pes the aerodynamic resistance to the 'flow' of Fg.

F

£ = (29)

The resistance approach has particular appeal when dealing with
the complicated and multiple routes for sensible heat transfer and
evaporation from vegetated surfaces (see, for example, Monteith
(1965), Perrier (1982) or Rosenberg et al (1983)). It was, however,
felt instructive to mention it here. Also, comparison of Eqns (24)
and (29) yields :

re = [Ce¥(zg)1™! - (30)
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4.6 C; from Monin-Obukhov similarity theory

For a discussion of the large variety of specifications of C&
then in current use in AGCMs see, for example, Carson (1982).
However, discussion here i3 limited to the approach most acceptable to
boundary-layer experts and increasingly more prevalent in the current
generation of AGCMs and NHPM&, viz, that based on the Monin-Obukhov
similarity theory.

From Eqns (24) and (15) it is seen that

Y R G2
(V(z ))(AE(ZE)) (31)
For Monin-QObukhov theory to be appropriate then Zg must be fully

within the surface layer so that Eqn (21) can be invoked in the
particular form

L BE(Z) | ICQ Q;in) dn = o
Ex Lg

where 7y = zg/L and Lg = zE/L is defined such that

gLy, ) (32)

The nature of the similarity formulation implies a logarithmic
singularity in ¢, as z+0. This is avoided by defining the level zp as
the virtual height at which the g-profile, defined by Egqn (21) and
extrapolated towards the surface, attains the actual surface value Eo-
For momentum transfer, this level, dencted z,, is defined as the
virtual height at which V=0 on the postulated wind profile. z, is
called the surface roughness length and over a bare soil surface is a
characteristic of the surface and is usually independent of the flow.
There are also corresponding characteristic 'surface roughness :
lengths' for heat and water vapour transfer. The problems of
evaluating effective areal roughness lengths and of discriminating
between them for the different properties are complex and it remains
common practice in large-scale numerical models to use the eatimate
for z, for all three profiles. This aspect of the overall problem is
discussed below in Section 4.7.

From Eqns (31) and (32}, C; can be specified In terms of finite
integrals of the Monin-Obukhov similarity functions, thus,

Cg = k2 o' (gg,20) 9 (2gut) (34)
© oy(n) KV(z)
where Oy(z,go) = J TMAS- dn = TSios- (35)
Q

and 7, = z5/L. In general, with ¢ specified as discussed, for
example, in Section 4, u then Eqn %34) gives C; as a function of g,

Ly and X

It is generally more convenient for modelling purposes to express
CE directly as a function of the explictly modelled variables V(zg)
and Ag(zg). This can be achieved by using a bulk Richardson number
for the surface layer, Rip, instead of ty as the stability indicator,
such that
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Tag(zg)]
" (36)

RIB = E"Egn (37)

For a full description of the method and the assumptions made, see,
for example, Carson and Richards (1978).

As an example, Figure 6 depicts the surface-layer bulk transfer
coefficlents used in the Meteorological Office 11-layer AGCM which are
based on Monin-Obukhov similarity theory and in particular for part of
the range of RiB (corresponding to a very small section of the
abscissa in the Figure), on the specifications of ¢E given in Egns
(22) and (23). In that particular model Zg = 100 m, z, over land is
0.T m and Z, Over sea is 10" 'm. The bulk transfer coefficients in
Figure 6 are used in Eqns (26)=(28) to provide estimates of the
surface turbulent fluxes s H and E, respectively,

4.7 Surface roughness length (z.)

25 like the surface albedo of Section 3, is a land-surface
characterlstic which has a marked geographical variation. In most of
the current generation of AGCMs and NWPFMs, z. has direct ‘and indirect
effects on the surface turbulent exchanges o? sensible heat and
molature as well as on the surface shearing stress (see comments above
in Section 4.6). However, the evaluation of an effective areal
surface roughneas length for heterogeneous terrain 1s an important
practical issue that poses a variety of as yet unsatisfactorily
resolved problems.

The effective areal z, for natural surfaces is rarely estimated
from the wind profile and/or surface shear streas measurements.
Instead, it is most likely to be determined indirectly from a
knowledge of, for example: terrain relief (elevation, slope, etc);
land use; type and distribution of the surface roughness elements.,
Algorithms, however qualitative, are needed to_perform this function
sensibly, at least in a fairly local (! x 1 km“) sense. The pros and
cons of alternative approaches to the question of how to average over
larger areas has been discussed by Carson (1986b).

Most standard boundary-layer text books provide a table of values
of z, as a function of terrain type described qualitatively in terms
of relief and vegetative characteristics (see, for example, Table 6.2
in Panofsky and Dutton (1984))., Such traditional relationships may-
well be adequate on the very local scale for the smoother,
quasi-homogeneous types of terrain but can be expected to be less well
founded for areal averages over rough, heterogeneous terrain, typical
say of a European semi-rural landscape with small hills, woods,
fields, crops, hedges, towns, lakes, etc. Wieringa (1986) has
addressed this problem and produced a table giving effective areal z
in terms of a terrain classification when there are no significant
orographic effects (see Table 3).
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For fuller discussions of issues concerning the evaluation of
effective 2, the reader is referred to the recent papers by Smith and
Carson (1977}, Mason (1985), Carson (1986b), Wieringa (1986) and
André and Blondin {1986).

Land use category 2y (m)
Sea (minimal fetch 5 km) 0.0002
Small lake, mud flats 0.006
Morass 0.03
Pasture 0.07
Dunes, heath 0.10
Agriculture ' 0.17
Road, canal (in Dutch landscape tree-lined) 0.24
Orchards, bushland .35
Forest 0.75
Residential built-up area (H 5 10 m) 1.12
City centre (high-rise building) 1.6

Table 3. Effective mesoscale surface roughness length, Zo (m),
expressed as a function of land use and proposed by Wierlinga
(1986). H is the helight of the major surface obstacles.

5. Soil Heat Conduction and the Land-surface Temperature

In our formulation of the energy flux balance at a bare-s3o0il surface,
Eqn (1}, G0 the sensible heat flux in the soil is equated to the net
imbalance in the energy fluxes between the surface and the atmosphere. If
the aim was solely to evaluate G,, then use of the surface energy baldnce,
as depicted in Eqn (1), would be a legitimate method for obtaining such an
estimate., Indeed, in principle, the energy balance method can be invoked
to estimate any one of the terms in Eqn (1) if all the others are known by
some other means. '

The more direct, microphysical approach to understanding the soil heat
flux term G, is through the study of heat transfer in the soil itself, a
process which is predominantly that of heat conduction. In general, Go
will depend in a complicated way on the soil's thermal properties which In
turn depend on, for example, the type of surface, the type of s0il and
whether it is wet, dry, frozen or snow-covered, and whether it is bare soil
or vegetation. 1In simple, general terms a thin surface layer of the soil
stores heat during the day (strictly, from Eqn (1), when Ry > H + Q ie G,
is positive) and acts as a source of heat energy to the surface at night
(strictly, when Ry ~H-Q<0 ie G, is negative). On longer, seasonal and
annual time scales deeper so0il layers act as a reservoir of heat which may

be replenished during warm seasons and depleted during the cold seasons.
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Good estimates of the detailed behaviour of G, throughout the day and
throughout the year are now recognised as important to include in NWPMs,
which attempt to forecast the characteristic diurnal cycle of land-surface
temperatures, and also in climate models which need to simulate
realistically and interactively the heat-storage properties of the soll
over periods ranging from less than a day to at least several years.

Implicit in a knowledge of heat transfer through the soil is a
knowledge of the soil temperature profile with depth. 1In particular, the
land-surface temperature, T,, features in each of thé& terms in Eqn {1) and
it is now the common practice in AGCMs and NWPMs to invoke the surface
energy balance as a diagnostic relation or prognostic equation for
evaluating To. The variety of techniques commonly used in such models for
representing Go in the surface energy balance has already been reviewed
fairly comprehensively by, for example, Bhumralkar (1975), Deardorff (1978)
and Carson (1982, 1986a). In order to illustrate the relationships between
soil heat flux, soll temperature profile and the thermal properties of the
soil, I shall restrict my discussion to those methods which rely on a
knowledge of heat conduction in the soil and invoke either simple,
one-dimensional, analytical models or attempt to model explicitly the soil
heat transfer in a multi-layer soil model.

5.1 Heat transfer in a semi-infinite homogeneous soil

Most parametrizations of G, are now based on considerations of
heat conduction and conservation in the scil. The problem is usually
simplified by assuming a semi-infinite, spattally homogeneous soil
layer with no horizontal heat transfer and no melting or freezing
within it. This restricted and idealised one-dimensional problem is
governed by:

a. the soil heat conservation equation

778z (38)

where T_ is the soil (ground) temperature, G is the soil heat
flux, C is the volumetric heat capacity of the soil (SI units: J
m K '), z_, = -z is the vertical co-ordinate in the soil layer
and t is t%me; and

b. the flux-gradient relation for heat conduction

BTg
G == 3= (39)
‘g
where ) is the thermal conductivity of the soil (SI units:

w1l k1),

Substitution of Egqn (39) into Egqn (38), with the assumption of
homogeneity, yields the one-dimensional equation for conduction of
heat in the soil, viz.

2
arg ] Tg
PR P (40)

where x is the thermal diffusivity of the soil (SI units: m2 87 1)
such that
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k = A/C = l/pgcg

(41)

where p, is the uniform soill density and Cg 1s the specific heat

capacity (SI units:

J kg~

properties C, A, x and ¢
Geiger (1965), Sellers (
The values in Table 4 are given in Oke (1978) and illustrate the
typlcal magnitudes of these terms for a few simple soil types (and for
snow) and also indicate their sensitivity to how wet or dry the soil

kY.

The definitions and characteristics of the soil thermal

can be found in standard text books such as
65), Oke (1978) and Rosenberg et al (1983),

is.
Material Remarks P e C A K 84 LN
Kg g" J kg' J o3| wn! mls”! m m
x 103 | k1 k7 |k [ x1076
' x 103 ] x 108

Sandy soil Dry 1.60 0.80 1.28 | 0.30| 0.24 0.08] 1.55

(40% pore ) ’ : ' ’ . :
space) Saturated| 2.00 1.48 2.96 | 2.20] 0.74 0.14] 2.73
Clay soil Dry 1.60 0.89 1.42 0.25 0.18 0.07{ 1.34

(40% pore o : ' ‘ ' ‘ "
space) Saturated] 2.00 1.55 3.10 | 1.58] 0.51 0.12] 2.26
Peat soll Dry 0.30 1.92 0.58 | 0.06| 0.10 0.05} 1.00

(804 pore : o ‘ ‘ ° ‘ :
space) Saturated| 1.10 3.65 4.02 | 0.50] 0.12 0.06f 1.10
Snow Fresh 0.10 2.09 0.21 0.08 0.10 0.054 1.00
01d 0.48 2.09 0.84 0.42 0.40 0.10] 2.00

Table 4. Thermal properties of natural materials (from Oke (1978)). »p

*
¢,, C, XA and x are defined in Section 5.1. Gd and 5a ar'e’theg
e<folding depths of the diurnal and annual scoil temperature waves

and are defined in Section 5.2.

A standard practice is to combine Eqns (38), (39) and the surface
energy balance, Eqn (1), to produce a prognostic equation for T,
(usually assumed equivalent to the soil surface temperature T O). The
simplest approaches of this kind Introduce the concept of an effective
depth of soil D and an effective surface thermal capacity

Ceff =D = nggD (I‘Z)
defined such that
BTgo ) aT,
Gq Cerr 3¢ ch 3t (43)

Many AGCMs and NWPMs contain rather arbitrary and empirical selections

of Cepp (see, for example, Carson (1982)) and with G, replaced by the
RHS of the surface energy balance, Egqn (43) can be solved for Ty
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Note however that Coep (and J) can be defined more formally from
consideration of the soil heat conservation equation (38). On the
assumption that G*0 as zg»= -hen Eqn (38) can be integratéd to give

T oar
oo wc , Fo o ()

which, when used to replace 3, in Eqn (43), allows D to be defined in
a strictly mathematical sens2 as

aT S aTg

0,-1

The following section descrioes a popular analytical approach in which
Eqn (45) may be invoked to gdyod advantage.

5.2 One-dimensional heat transfer in a semi-infinite, homogeneous
3611 whose surface is heated in a simple periodic manner

One simple, attractive and commonly adopted method of determing D
in Eqn (43) is by appealing to the theory of heat transfer in a
semi-infinite homogeneous meillum when the surface is heated in a
simple periodic manner (as discussed, for example, In Sellers (1965)).

If it is assumed that t1e surface temperature

F .
Ty = Tg(0, t) = Ty + a5 sin wt (46)
A
where w is the angular frequsncy of oscillation, T, is the mean soil
temperture (over the period P = 27/w), assumed to ge the same at all
depths, and a8, 1s the amplitide of the surface temperature wave, then

the solution of Eqn (40) is

Tg(zg,t) = 53 + a(zg) sin (mt-zglé)
A

- T8 + a, exp (-zgla) sin (mt-zgfé)t (u7)
KP 2

5= ()2 . (z)12 (48)
n Cw

is the e-folding depth of the temperature wave of peried P, je it 1is
the depth where the amplitud= of the oscillation is reduced to ?/e (ie
0.37) times its surface valus, Values of the e-folding depths
corresponding to the diurnal and annual periods, respectively, are
given for a range of sofl types in Table U4.

The effective depth D corresponding to the soil temperature
profile Eqn (47) is, from Eqn (45),

D = === em—- -
3, 005 wt ‘[0 a(zg) cos (wt zg/6) dzg

= ——mm—— .I exp (—zglé) cos (wt-zg/6) dzg
0

20



§_ __sin _(wt ¢ =/4) _
- % (49)

Therefore D as defined in Eqn (43) is not only a function of the
thermal diffusivity of the soil and the single frequency assumed for
the simple perilodic forecing at the surface but also varies with time
according to Eqn (49). Substituting for D from Eqn (U49) in Eqn (43)
gives a prognostic equation for Ty viz.

BTO v2 G, cos wt
R e Tt iy Tt (50)
ot~ C6 sin (wt + a/b)
which in turn can be expanded easily to give
0T,  2G, 2x a
3t =5 "5 (To - Tg) (51)

This, I believe, 13 a relatively neat way of deriving Eqn (51) which
was proposed by Bhumralkar (1975) and has come to be referred to as
the 'force-restore method', a term introduced by Deardorff (1978).

The pericd of the diurnal temperature oscillation is normally
used in Eqn (51) as that appropriate for determining the thermal
capacity of the effective surface layer. Additional information about

is required to solve Eqn (51). mdy be fixed or diagnosed over
sﬁort periods of a few days but woulﬁ need to be determined
prognostically over the much longer perlods of integration involved,
for example, in climate modelling. Deardorff (1978) has suggested a
second prognostic equation for T_'analogous to Eqn (51) but with the
appropriate effective depth determined by the e-folding depth of the
annual temperature wave., Although there is some useful mileage in
extending this simple, analytieally-based method further (see, for
example, Deardorff (1978) and Carson (1982}), such parametrizations
soon become analogous to the more elaborate schemes which explicitly
model the temperature profile through several soll layers,

5.3 Multi-layer soll models

The somewhat ldealised analytical assumptions underlying the
force-restore method and other simpler parametrizations can be avoided
in prineciple by explicit modelling of the soil temperature profile and
s0il heat conduction with a multi-layer soil model of specified depth
and with appropriate vertical resolution and boundary conditions. One
approach, for example, would be to invoke Eqn {39) to evaluate Gg
" explicitly from the modelled soil temperature profile such that

BTg
Go = [-2 32g 2470 52)
With this representation of G,, Egn (1) could then be solved

diagnostically for T
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Figure 7. Schematic representation of a 3 layer, solil-temperature,
© finite-difference model. T, 1 and T o are the

representative temperatures in %he soil layers of depth §,,
§, and 65, respectively. G,, Gy, Gp and G3 are the
correSponding s0il! heat Fluxes at the respective layer
boundaries.

An alternative approach is represented achematically for a
3-layer soil-temperature mod2l in Figure 7. Here the surface
temperature T, is represented by the mean temperature of a very thin
surface soil layer of depth 6 The rate of change of T with time is
given by the s0il heat flux dlvergence in the surface layer according
to a simple finite difference form of Eqn (38), i.e.

-—— o e ———— . (53)

G, is as usual the net imbalance of the terms on the RHS of Eqn (1)
and Gy, the soil heat flux into the next layer down, i3 determined
from the explicitly modellecd scoil temperature profile from the heat
conduction Egn (39} written simply as

2M(To-Tg1)
Gy = ==g-=z=—-- : (54)

Therefore, from Eqns (53) and (54),

T, Gp 2 x (Tg1~Tp) (55)

—— = -—— + ————————————

at C60 60(60+61) ’
and the same general technique is used to provide the corresponding
predictive equations for the temperatures of the other soil layers.
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In the 3-layer so0il model of Figure 7, all three soll
temperatures are treated as prognostic variables during Integration of
the model, with the boundary condition that the soil heat flux is zero
at the lower soil boundary (le G4 = 0 in Figure 7}. An alternative,
popular lower boundary condition is to hold the bottom-layer soil
temperature constant at its initialised value. This latter boundary
condition is used, for example, Iin the 4-layer scil model In the
current Meteorological Office fine-mesh operational forecasting model
(Carson, 1986a) and also In the 3-layer soil model used at ECMW
(Blondin, 1986). :

The selection of 'representative' soil thermal characteristics C
and A (and hence «) and suitable soil-layer depths, &;....8....8p-1
where n is the number of explicitly resolved layers in the soil,
remalns a difficult, empirical and highly subjective business. On the
basis of a comprehensive study of the amplitude and phase responses of
multi-layer soil achemes to periodic¢ surface temperature forecing,
Warrilow et al (1986) have recommended a Y4-layer soil-temperature
Scheme of the type depicted in Figure 7 for use in the Meteorological
Office AGCM. Thelr paper gives full description of how the
appropriate "soll-model parameters were selected. For further
discussion of values used in specific models see, for example, Blondin
(1986) and Carson (1982, 1986a). Table 5 gives values of the main
parameters likely to be incorporated into the most recent control
version, the so-called 'Fourth Annual-Cycle Version', of the
Meteorological Office 11-layer AGCM used for climate modelling
research (Warrilow, private communication).
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SOIL Value
THERMAL PROPERTIES
Volumetric heat
capacity, C 2.34 x ]06
(J w3 K1) : '
Thermal conductivity,
R ) 0.56
Thermal diffusivity
k = A/C (ms~1) 2.39 x 1077
Thermal inertia
Y = (ac)?/2 1145
(J m2k"1s71/2) _
Spil-layer depths:
8y {(m) 0.037

§1 [ry=81/8,]
85 [r2=52/60]
83 [r3=583/6,]

0:143 [3.9%1]
0.516 [14:05]
1:639 [44.65]

3

B 8y 2.335

Depth of the surface layer of soil
determined by

2
S = (ga7)!?
o where y
3.5509 x 107

0.2048 (ie 4.8 hr)

wy (s71)

P, = 2n/w_, {(day)

Thermal capacity of
surface laver of soil:

8.59 x 10"
C8p (J m~2K71) ' '

Table 5. Physical properties selected by Warrilow (private
- communication) for use in the 4-layer soil-temperature model
to be used in the Fourth Annual-Cycle version of the
Meteorological Office 11-layer AGCM. The general approach
is described fully in Warrilow et al (1986).

5.4 The land-surface temperature, T,

Throughout this paper, following the general practice in AGCMs
and NWPMa, it has been assumed that the land-surface temperature is a
well-defined and unique property of any natural land surface and that
the same ‘To' is appropriate as: the radiative surface temperature
of Eqn (7)}; the surface temperature as used in the extrapolated
atmospheric boundary layer profiles and surface-flux formulae of

Section 4; and the surface soil temperature related to the soil heat
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flux as introduced above {n Section 5. The ‘'surface temperatures'
implied by these different physical processes at the surface must be
closely related but they are not necessarily all the same. The
ambiguity and difficulty in defiring surface temperature become even
greater when the surface has a vegetative canopy. Suffice it to state
here that at present the problem is very poorly understood and that
more observational and theorestical studies are needed before any
significant differences betwzen the 'T,' can be clearly delineated and
incorporated sensibly in AGCMs and NWPMs.

6. Surface Hydrology and the Soil Water Budget

Most of the current generation of AGCMs and NWPMs now include some
form of 'interactive' surface hydrology, usually of a very rudimentary
nature. Such parametrizations arz termed 'interactive' in the sense that
the soll has some recognised hydrological property that is allowed to vary
in response to the model's continuocusly evolving atmospheric state and
surface boundary conditions and which in turn exerts both direct and
indirect influences on the surfac=2 fluxes themselves. The most common
practice is to define a variable 'soil molsture content' for some notional
depth of surface s0il layer which is constrained at all times to satlisfy
the surface molsture flux balance as expressed in Eqn (2).

In direct analogy to the need to study heat conduction in the soil to
provide a sound physical basis for evaluating the 'surface temperature', so
also is there a corresponding need to understand more about the dynamics
.wWhich govern the movement of wate~ in the scil in order to model changes in
the profile of 'soil moisture content'. Since the concepts of ‘surface
temperature' and 'soll moisture content'! have been introduced here
independently and in different secxtions, it is perhaps worth emphasizing
again the strong, interactive counling between the thermal and hydrological
properties and processes in the s2il. Not only does E {or Q) appear
explicitly in both Egns (1) and (2) but most of the other surface fluxes
(including the momentum flux 1)} de=pend to varying degrees on both the
'surface temperature' and the 'soll moisture content'. Indeed, in a model
with both interactive surface hydrology and interactive land-surface
temperature, the value of the 'soll moisture content' has an important
bearing on the evaluation of T,, and vice-versa.

As iIn the case of the surfacs radiative fluxes R and R in the
context of the surface energy balance (discussed in Section 3), the surface
rainfall rate P. is regarded here as an externally determined component of
the surface moisture balance, Eqn (2). Accurate evaluation of Pr is of
course of crucial importance In establishing a realistic surface moisture
balance and also, through the coupling discussed above, a realistic surface
energy balance., The other processes involved in the hydrology of a bare
soll, including evaporation, surface runoff, and transport and storage of
water in the soil are generally very complex and not so well understood nor
as simple to parametrize sensibly as the individual terms in the surface
energy balance. The very small-scale spatial Inhomogeneities within a
typical soil layer appear to be more important in the determination of soil
molisture movement than for the heat flow and this presents formidable
difficulties when trying to formulate a parametrization based soundly on
underlying physical and dynamical hydrological principles. This is
particularly so when one-dimensional hydrological models are applied to
catchment-sized or typical AGCM/NWPM grid-box areas. Hence the importance
of the HAPEX-MOBILHY project (Andre et al, 1986) aimed at studying the

hydrological budget ‘and evaporation flux at the scale of an AGCM grid
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square, ie 10” km®. A two-and-a-half-month apeclal observing period should
provide detailed méasurements of the relevant atmospheric fluxes and
intensive remote sensing of surface properties. The main objective of the
programme i3 to provide a data base against which parametrizations of the
land-surface water budget can be developed and tested.

A proper discussion of the surface and sub-surface hydrology of
natural soils is beyond the scope of this paper. For this the reader is
referred to the recent fuller expositions by, for example, Brutsaert
(1982a, b), Dooge (1982), Eagleson (1982) and Dickinson (1984) in which the
problems of areal representation of hydrologlical processes are specifically
discussed. The remainder of this section is restricted to an introduction
to the most simple form of the basic equations which govern the movement of
water in the soil and brief descriptions of some specific formulations for
soill-water transport, evaporation and surface runoff. These examples
although chosen quite subjectively should nevertheless give an indication
of the general tenor and level of many of the current attempts to
parametrize grid-scale hydrological processes.

6.1 Water transport in a homogenecus 3o0il

There are varlious inter-related measures of so0il moisture
content, two of which are:

a. X, the soil molsture concentration, defined as the mass of
water per unit volume of soil. (SI units: kg m‘3), and

b. Xy, the volumetric soil moisture concentration, defined as
the volume of water per unit volume of soll and therefore
dimensionless.

Therefore
X = Py Xy (56)

where p , is the density of water. These are very appropriate measures
in parametrizations based on simulating changes in the water mass of a
specified layer of soil.

In general, several different forces are acting tc bind the water
to the soil and a less direct but nevertheless very useful measure of
soll moisture content in the context of water movement is the soil
moisture potential ¥ (also termed soil moisture tension, s0il moisture
suction, ete) which may be thought of as the energy needed to extract
water from the soil matrix. It is c¢common practice to express ¥ as a
length, in a fashion analogous to the concept of a pressure head in
hydraulics, such that at a level zg in the soll

Y=y -z (57)
where z_, represents the gravitational component of the moisture

potential and y, the so-called matric potential, is the contribution
to ¥ due mainly to caplillarity and adsorption.

26



In an analogous fashion to the treatment of socil heat conduction
In Section 5.1, consider the grossly simplified hydrology of a
spatially homogeneous 30il layer with no horizontal water movement and
no melting or freezing within it. This restricted and idealised
one-dimensional problem is governed by:

a. the equation of continuity

3x Xy _ _ M

ot~ Pw 3t "7 Bz (58)
where M iz the vertical mass flux of water and ¥, Xy and M are
functions of zg and t; and

b. the flux-gradient relation (Darcy's Law)

M= -p, x(¢>§§; (59)

- -0, k() (3¥- - 1)
2!

where K, the hydraulic conductivity of the soil (SI units: ms™!),
is a function of ¢, which in turn is a function of z_, and t.
Combining Eqns (58) and (59} yields the Richards' equation for
the vertical movement of water in an unsaturated soil, viz.

3xy 9 ay

Fral 55; [K() (55; - ?)] (60)

Solving even the idealised Eqn {60) for reasonable boundary
conditions is by no means a trivial matter. Proposals do exist
which express ¢ and K(¢y) as functions of x,, although it should
be stressed that these are highly empirical and difficult to
Justify in all but the most idealised circumstances. In such
cases Eqn (60) takes the form of a diffusion equation for soil

water

Xy 3 Xy 9K

37 * a3 (kg (xy)az=) - 53-(xy) {61)

at azg w azg azg .
where «  is a moisture diffusivity of the soil (SI units: m23'1)
defined by

9
<, = Klxy)o¥- (62)

va

Prognostic equations for soil moisture content based on the
idealised hydrology of this section are beginning to appear in
AGCMs and NWPMs; see, for example, the particular examples
discussed in Dickinson (1984) and Warrilow et al {1986). One
particular multi-layer soil hydrology scheme which has attracted
considerable support from numerical modellers is the
force-restore treatment of Deardorff (1978) in which he
postulates equations for soll moisture transport of a form
directly analogous to the corresponding force-restore equatlions
for soil temperatures (vid. Eqn (51)}. An effective 3-layer
verslon of Deardorff's approach is used, for example, in ECMWF
models (Blondin, 1986)., However, the most common current
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approach to modelling soil moisture content 1s probably still
that based on a single surface soil layer and a more detailed
discussion of only that example will suffice here.

6.2 Single-layer soil hydrology models

A common, rudimentary approach to the parametrization of the
hydrological processes at a bare-soil surface is to monitor the
change of soil moisture content in a single, shallow surface

layer of soil of notional depth § , as depicted schematically in
Figure 8.

My = Pr'E"Y_o

Mo
w

8, SURFACE SOIL LAYER m
by

1

Figure 8. Schematic representation of the moisture balance of a
surface layer of soil.

Let m, denote the mass of liquid water per unit lateral area in
the soil layer of depth §,, le

6&.1 A ~
By = | X dzg = X 8§, = PuXySy = Pudy (63)

where Eqn (63) also defines a layer-mean soil moisture concentration,
i, a corresponding layer-mean volumetric soil moisture concentration,
iv' and d , a representative depth of water in the layer. Integration
of Eqn (58) over the layer depth gives, from Eqn (63), the surface
layer water mass balance equation in the form

Bmw

5t " Mo - My

=P - E- Yo - My (64)
when M, is substituted from Egn (2).

M; is the vertical mass flux of water at the base of the surface
layer.. Apart from the surface runoff term Y,, all other horizontal
fluxes of soil water have been neglected. With P, regarded in the
present context as determined externally, then it remains here to
fllustrate with the aid of specific examples some of the problems of
formulati{ng parametrizations for E, Y, and M.
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6.3 Evaporation at a bare-soil surface (E)

In principle, the surface evaporation rate E can be obtained as
the residual flux from either the surface energy balance, Eqn (1), or
the surface moisture balance, Eqn (2), and there are many empirical
formulae for estimating E based on such approaches. A very useful
introduction to the large variety of methods available can be found,
for example, in Rosenberg et al (1983) and for more detailed
discussions see, for example, Eagleson (1982) and Brutsaert (1982a,
b}. However, in this introduction to interactive soil temperature and
soll moisture content parametrizations in AGCMs and NWPMs, I have
selected the soil-flux terms G, and M, as the residual components in
the surface balance equations ?1) and (2), (see, for example, Eqns
(51), (55) and (64)) and assumed implicitly that E can be evaluated in
some independent manner.

Indeed, the method of estimating E has already been implied in
principle in Section 4 where E as one of the main surface turbulent
fluxes was ultimately parametrized in the bulk aerodynamic form of
Egqn (28) as

E = -pCgV(zg)(qlzg)-q,) (6_5)

with the recommendation that the bulk transfer coefficient CE be
evaluated from Monin-Obukhov similarity theory. It was however also
noted that the surface value of the specific humidity 9y, required
explicitly in Egqn (65) (and also, for example, in determining the bulk
Richardson number defined by Eqn (36), and hence Cg) 1is not easy to
determine. To overcome this problem it is standard practice to imply
a value of q, through relations with qg,¢ (T,), the saturation
specific humidity at the surface which is readily determined as a
function of surface temperature (and pressure) via the
Clausius-Clapeyron relationship

————— = 0.622 -3-- (66)
where T is temperature, R is the specific gas constant for dry air and
L; is the appropriate latent heat (ie Lg when the surface is not
frozen).
Two common methods are:
a, to specify a surface relative humidity, ry» such that
9 = g QSat(To); (67)
b. to evaluate a potential evaporation rate
Ep = -pCg V(zg)(a(zg)-qgat (To)) (68)
and to specify an emplirical 'moisture availability function', B8,
(usually ranging from 0 for an arid surface to 1 for a saturated

surface) such that the actual evaporation rate is given by

E =28 Ep - {69)
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The second method is by far the more commonly adopted. For a
discussion and comparison of the two approaches see, for example,
Nappo (1975) and for examples of thelr use in specific AGCMs see
Carson {1982). It is worth noting in passing that an alternative
relation in the spirit of Egqn (69) is used for computational
convenience in some models and that is

Aq(z%) = Q(Zg) - QO = B(q(ZE)_ant(To)) (70)
which implies that
Q, = B Qgat(To) + (1-Blqlzy) (71)

The reasons for preferring Eqn (70) to Eqn (69) are discussed in
Carson (1982) (and more fully in Carson and Roberts (1977)).

The most common method now employed is to express B as a simple
linear function of the variable =soil moisture content in the surface
s0il layer such that

A Fos

Xy/ %y, e 05 % < Xv,e (72)
g = R A

L Xy 2 Xv,e

where Xv is a critical value of the mean volumetric soll moisture
concentration below which 8 < 1, and is usually expressed as some
fraction of a maximum allowable value of Xv ie some nominal 'field
capaclity! Xv r- Eqn (72) for B can of course be simply reformulated
in terms of any of the other standard measures of soil molsture
content (see Eqn (63)) the most coammon of which is probably d .

A slight modification of Eqn (72), due to Warrilow et al (1986),
is currently used in the Meteorological Office 11-layer AGCM, viz,

8 = {0 0 S Xy < Xv,u

~ A A
XV - XV’m XV,N s Xy < xvlc (73)

Lol

~
1 Xy & Xy,e
where ;V o 18 called the 'wilting point’'.

The critical value xv ¢ usec in Eqn {(73) is not well defined but
for simplicity, and in 1iné with previous practice (see, for example,
Carson (1982)) it is given by

A A

1
Xv,e = Xv,0 * 3 (v,r = Xv,a) (T4)

where xv r i3 a nominal 'field capacity used only to define Xv ce
The partlcular values of ¥, ,w anc Xv ¢ being used globally in the -
Meteorclogical Office AGCM "which assumes for hydrological purposes
only a single surface layer of soil of nominal depth §, =1m, are
listed in Table 6, With these values Eqn (73) reads :
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8 = 0 05 %, <0.08
A A —
20 Xy-1.6 0.08 § Xy < 0.13 (75)

1 %y 2 0.13.

For a surface soil layer 1 m deep Manabe (1969}, who first introduced
interactive surface hydrology with Eqns (69) and (72) into an AGCM,
originally selected 15 cm as his field capacity (le for dm,f in terms
of d, used in Eqn (63)) and took d, o/d, ¢ (= Xy o/%y.¢) = 3/4.
Carson's (1982) review of AGCMs indlcated field capaclties, d 4, in
the range 10-30 cm and ?/3 - 3/u for the ratio d, o/d, ¢- '

It should be borne in mind that the more complex and real
practical 1issue to be addressed is that of determining the actual
evapotranspiration from partially vegetated surfaces and not simply
the evaporation from a bare-soil surface.

Depth of the surface layer
of soil: §,(m) 1
Characteristics of the mean vglumetric
soil moisture concentration: ¥,

. A
Wilting polint: Xy, w 0t080
'Critical’ point: iv'c 0.130
Nominal field capacity: iv,f 0.230
Saturation value: gv,s 0.445
Saturated hydraulic conductivity:
Kq (mmn™) 13.0
Surface infiltration rate: 13.0 mmh™! equivalent
F (51 units: kg m~2s7") (= "F/p,)
Exponent in Eqn (82): ¢ 6.6

Table 6. Soil hydrological characteristics used in the Warrilow et al
(1986) hydrological scheme in the Meteorological Office
11-layer AGCM.

6.4 Surface runoff (Y.)

Surface runoff is yet another of the complex surface hydrological
processes which is treated very simplistically in current AGCMs and
NWPMs. 1In models employing the single-layer water mass balance Egn

(64) the simplest approach is the so-called 'bucket model' for runoff
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(usually implicitly combining both Y, and M; in Egn (64) into a single
‘total runoff' term). In this case, rainfall (modified by the
evaporation loss) is allowed to 1ncrease the soil molsture content
until the field capacity dw f (or Xv ¢) 1s reached. Any further
attempt to increase d, (or fv) beyond the field capacity is implicitly
assumed to be runoff water (including percolation to deeper layers)
which plays no further part in the model's hydrological cycle. This
identifies the original rble played in these simple hydrologiecal
parametrizatlons by the fleld-capacity term, in addition to its use to
define d, . {or x e)» as in Eqns (72)-(74). For a selection of the
crude and highly empirical formulations used in specific AGCHs see,
for example, Carson (1982)

A novel, but still relatively simple, parametrization has been
developed by Warrilow et al (1986) for use in the Meteorological
Office AGCM. "It is based, with considerable simplification, on a
scheme proposed by Milly and Eagleson (1982). An attempt has been
made to allow for the spatial variability of rainfall since use of
grid-box averages would give marked underestimation of the surface
runcff. The rain 1s assumed to fall over a proportion n of the
grid-box where at present p is chosen arbitrarily as 1 for the model's
so-called 'large-scale dynamic rain' and as 0.3 for its 'convective
rain'. These are thought to be conservatively high values. Eagleson
and Qinliang (1985) have explored the likely coverage of a rainfall
area for different catchment sizes and suggest that for an AGCM

grid-square more appropriate values for u are 0.6 and 0.05,
respectively. The local rainfall rate, P.y, throughout a grid-area is
treated statistically as represented by the probability density
function

- exp (=-z=--- ) (76)

where P. is the model's grid-point rainfall rate which is taken to
represent the average grid-box rainfall.

The local surface runoff, Yoe» 18 defined by
Tog = Ppg = F Pag > F (77)
0 Png S F

where F 1s a surface infiltration rate, deemed constant for a given
soil, and at present given a fixed global value (equivalent to 13 mm
h‘1). Integration of Y,p over all values of Png yields an expression
for the total surface runoff rate for a grid-area, viz,

Y, = Pp exp (~uF/Pp) (78)

6.5 The vertical mass flux of water at the base of the surface layer

(M)

As indicated in the previcus section, the simplest single-layer
approaches typically assume explicitly that My in Eqn (64) is
negligible or implicitly that it combines with Yo to give a 'total
runoff'. In the scheme of Warrilow et al (1986), adapted from Milly
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and Eagleson (1982), M,, referred to as the gravitational drainage
from the base o6f the surface layer, is acknowledged as a separate
hydrological component of Eqn (64) that has to be parametrized.

Reference to Egn (59) shows that

My = -0y [nggé -1, (79)

=4

2g=0y

Warrilow et al (1986) have argued, somewhat speculatively, that for
horizontal averaging over a typical AGCM grid-area, the term

(K(9)ay/32.],4.45, 13 small and that My in Eqn (79) can be represented
simply by

My = pw[K(xv)]zg-Gw (80)

with the further assumption that x, is effectively spatially
homogeneous in the surface soil layer so that

My = pK(ky) (81)

Their particular prescription of the hydraulic conductivity as a
function of iv- attributed to Eagleson (1978), is

A A
Xy = X
K(ky) = Kg(g--zz=2°) (82)
\i

where xv g 18 termed the saturation value of Xv- Ky the saturation
conductivity (ie K(x s)) and ¢ is an empirically derived constant.
For particular values of these quantities adopted globally by Warrilow
et al (1986) see Table 6.

With the terms E, Y, and M; evaluated according to a particular
model's approach selectéd from the wide range of methods implied and
discussed in Sections 6.3-6.5, and with P, determined by some other
parametrization in the model, then Egn (Gﬁ) can be solved either in
simple explicit fashion or by more subtle implicit methods to
determine the change in m, {and hence in iv, '8 d,. ete). This
concludes the introduction to parametrization of land-surface
hydrological processes in AGCMs and NWPMs.

7. Snow-covered Surfaces

A particular class of non-vegetated land surfaces which have their own
very speclal characteristics and exercise significant influence on the
climate system over a wide range of time-scales is that comprised of snow-
{(and lce-) covered surfaces. As in the case of land-surface hydrology, it
is generally true that little attention has yet been given to the
representation in AGCMs and NWPMs of the special physical processes
associated with such surfaces. However, I am confident that this
particular area of the wider problem will receive increasing attention in
the near future,

According to Kuhn (1982), in the course of the year about 50% of the
Earth's land surface is covered by snow or ice. He alsoc comments that,
although the polar ice sheets contain about 99% of the Earth's fresh-water
ice by mass, nevertheless the seasonal snow cover with its large areal

extent and its high spatial and temporal variability may have an equal or
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even greater impact on the atmospheric circulation. Undoubtedly then, a
key issue will be how to deal sensibly with partial and rapidly changing
snow cover, particularly in complex terrain, over the area of a typical
grid-box in a large-scale numerical model. The proper treatment of the
processes associated with snow-gcovered surfaces is a major topic in its own
right., The brief comments here are no more than a postscript to the main
discussion of bare-soil surfaces in Sections 2.6, For fuller expositions
of the varied and complex characteristics and the effects of snow and its
associated physical processes see, for example, Martinelll (1979), Male
(1980), Gray and Male (1981) and IGS (1985). For discussions of snow
covered surfaces aimed specifically at the AGCM parametrization problem
see, in particular, XKuhn (1982) and Ko:liakov and Krenke (1982).

7.1 Special conditions at snow- and ice-covered surfaces

Kuhn (1982) has 1listed the special conditions for snow and Ice
layers as:

a,. the surface temperature cannot exceed the melting
temperature of ice;

b. evaporation and sublimation take place at the potential
rate;

C. the short-wave albedo is generally high;

d. the medium is permzable to air and water and transparent to
visible radiation;

e. the snow pack is a good thermal insulator;
f. the layer has a high storage capacity for heat and water;

£. the roughness of the surface is extremely low (but see
comments below at Section 7.2¢); and

h. generally, the atmospheric surface layer over snow or ice is
stably stratified.

Note that conditions a-h lampinge on every aspect of the
parametrization problem already discussed in Sections 2-6. The
remainder of this section retraces our previous route and indicates
briefly where modificatfons to the parametrizations are typically
introduced into AGCMs and NWPMs in recognition of snow (or ice)
covering the surface. In general the thermal and hydrological
properties of the snow pack are represented very simply and crudely in
such models,

7.2 The physical properties of snow- and ice-covered surfaces

a. Short-wave albedo («). It i3 firmly established that the
physical coupling between snow and ice cover, albedo and the
surface temperature is ocne of the most important feedback
mechanisms to include in an AGCM. As indicated on the list above
(7.1¢), an important characteristic of snow- and ice-covered
surfaces is their high reflectivity compared with other natural
surfaces such that even a thin covering of fresh snow can alter

significantly the albedo of a landscape. The local albedo of a
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snow-covered surface {3 very varlable and a complicated function
of many factors including the age of the snow pack (= decrease
markedly as the snow becomes compacted and soiled}, the
wavelength and angle of the incident radiation and even diurnal
¢ycles In the state of the snow surface, particularly when
conditions are right for surface melting. The albedo may lie
anywhere in the range from 0.95 for freshly fallen snow to about
0.35 for old, slushy snow (see, for example, Kondratyev et al
(1982)).

At present the coupling between snow and ice and the surface
albedo 1s generally prescribed very simply. Three types of snow-
or ice-covered surfaces are generally acknowledged, viz:

(1) surfaces with instantaneously variable depth of snow
either predicted or implied;

(2} permanent or seasonally prescribed snow- and
ice-covered land surfaces; and

{3) permanent or seasonally prescribed areas of sea-ice.

The third category is not the concern of this paper. For models
that 'carry' a snow depth a common approach still used is that of
Holloway and Manabe (1971) who, following Kung et al (1964),
introduced the following simple dependence of albedo on snow
depth into an AGCM:

1/2

s 3w <1 cm

(83)
g dsm 21 cm

where ay is the snow-free land surface albedo (see Section 3.4);
«a 1s the albedo of a deep-snow surface (assumed in this case to
be 0.60); and d w 18 the water equivalent depth of snow (here
expressed in cm?. No allowance is usually made for the varying
density of a snow pack and dg, 1s assumed typically to be about
1/ of the actual snow depth (see further comments in Section
7.%9. Therefore the assumption 1Is that when the grid-point snow
depth is greater than about 10 cm, then « i{s independent of snow
depth and equal to 0.60. Egqn (83) is designed supposedly to
take account of the fact that as the mean snow depth increases,
not only does the snow cover surface irregularities more
completely but also the area of the grid-box which i3 snow-free
is likely to decrease.

In some models which predict and monitor snowfall, a single
albedo value 1s used for any non-zero depth of snow (see Carson
(1982, 1986a)). The first snowfall on a previously snow-free
surface resulis in an immediate increase in surface albedo which
will tend, at least initially, to accelerate the positive
feedback of a further lowering of the surface temperature with an
enhanced probability of further snow accumulation.

Typical model values for land- and sea-ice are in the range
0.5-0.8 (see Carson (1982, 1986a))..
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b. Long-wave emissivity (e}. Kuhn (1982) states that this can
bé assumed to be unity for all practical purposes.

c. Surface roughness 1ength_£50). The effective z, for
extensive, uniformly covered snow and ice fields and the 'local'
value of z, for snow-covered, simple heterogeneous terrain may
indeed be very small (0(1073m) or less). However, in general,
the effective areal z, of natural, heterogeneous and complex
terrain with varied relief and vegetation is very difficult to
determine (see Section 4.7) and may be affected greatly or
insignificantly by different degrees of snow cover. There is
little scope for useful discussion of this problem in a global,
large-scale modelling context except to note that, in principle,
snow and ice cover can alter Z5e

d. Thermal properties of snow. As noted above, a snow pack is
generally a good thermal insulator for the soil below but to
capture this effect in a climate model implies a delineation and
explicit modelling of the heat conduction (and the hydrology) in
and between the two media. In general the thermal and
hydrological properties of snow and lce layers are treated very
simply, if at all, in AGCMs and NWPMs (see below)}. The thermal
properties of a snow pack will, like its density and albedo,
depend in a complicated fashion on many factors. Values thought
to be appropriate for snow are given in Table 4 for comparison
with the range of soil values also included there.

Surface energy and mass flux balances at a snow-covered surface

The surface energy flux balance (Eqn (1)) is modified for

complete snow cover such that

G, =Ry - H-Q - Qr (84)

where Qe = LgS represents the latent heat flux required to affect

phase changes assoclated with melting or freezing at
the surface, where S {s the rate of snowmelt {or ice
melt) and Ly is the latent heat of fusion;

represents the latent heat flux due to surface
sublimation by turbulent transfer, where Eg is the
rate of sublimation and Ly is the latent heat of
sublimation (Lg = Lg + Lg);

and G, is now strictly the flux of heat into the snow layer at its
upper surface.

A simple budget equation, corresponding to that used for soil

molsture content Iin a single soil layer (Eqn (64)), is alsoc used for
snow on the 'surface', viz.

Bms

3% Pg - Eg - 8 (8%)

where Pg, the only undefined term on the RHS, is the intensity of
snowfall at the surface and mg is the mass of snow lying per unit area

of the surface. mg is therefore treated like m, as a surface
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prognostic varlable and is often represented as a snow depth, dg, or
more commonly as an equivalent depth of water, dg,, (cf Eqn (63)) such
that

Mg = Pgdg = y dgy (86)

where Py is the density of snow. Although it is recognised that the
density of a snow pack varies, this again is a complicated issue in
its own right and it is quite common practice in large-scale numerical
models to assume simply that pg e 0.1 p,.

Eqn (85) is usually complemented by the surface-layer balance
equation for the soil moisture content (Eqn (64)) modified to include
the snowmelt term, ie

am,
Frl Pp - E+ S - ?0 - M (87)

Each model has 1ts own system of checks and algorithms for
deciding which of the terms in Eqns (85) and (87) are in force
simultaneously. One popular approach is as follows. When snow is
lying T, is nof allowed to rise above 273 K and the snow depth
accumilates without limit or decreases according to the net value of
(PS - ES). If, however, snow is lying and the solution of the heat
balance Eqn (84), excluding the terms Qg, produces an interim surface
temperature value To' > 273 K then sufficient snow (if available) is
allowed to melt to maintain To = 273 K. The heat required to melt the
snow and reduce To to 273 K can be evaluated by specifying an
effective surface thermal capacity of the snow pack (ef Eqn (43)) such
that

Qp = LgS = Ceff,s (-—77--- } (88)

where At is the appropriate model time step. The change in the water
equivalent snow depth, Adg,, resulting from'the melting is determined
from Eqn {85) and (88) such that

dmg = pAdg = -5 At

Ceff.s .
S CSIE (89)

It is usually assumed that the snow pack has no moisture holding
capacity; all melted snow is added directly to the soil moisture
content (through Eqn (87)}) following the corresponding reduction
(Adsm) in the snow depth. In all cases it Is only when the snow
disappears through melting or sublimation that evaporation of moisture
is allowed to resume at the surface.

Concluding Remarks

It should be evident from Sections 2-7 that, In many respects, the

representations of land-surface processes in AGCMs and NWPMs are still
rather crude and simple. The demands for improvements will come from both
climate modelling studies and numerical weather forecasting. Indeed, the
steadily increasing number of studles with AGCM's has already amply

demonstrated the sensitivity of such models to surface properties and
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processes (see, for example, recent reviews by Mintz {1984), Rowntree
(1983, 1984) and Rowntree et al (1985)). Parametrizations thought adequate
at present will undoubtedly be seen tc be deficient in models which couple
interactively further components of the climate system. This is already
apparent with respect to air-sea interactions in coupled ocean-atmosphere
models. Although the major developmerts in the longer term are more likely
to come from climate modelling studies, nevertheleas valuable feedback is
being obtained from the continuous close scrutiny of the various models'
performances in the acutely critical arena of operational weather
forecasting - especially of local, near-surface variables such as wind and
temperatures.

A schematic resumé of the processes, variables and parameters
introduced in this discussion of the specification of parametrizations for
simple, non-vegetated land surfaces is given in Figure 9.

Radiative Thermal Hydrological | Dynamical
'Extennal forcing' Rsl' BLl Pn, Pg
Atmospheric variables e— 6(T), Qs vV ——
Surface variables < To > Q9ds
Surface parameters @, € < Zy ———
4
Surface fluxes Ry H T
Q = L,E E, Eg
Qe = LeS  |S
Qs = LgEsg Ho'¥o
Go
Sub-surface fluxes G M
Sub-gurface parameters i, C 6
K
Significant
values of
Xy
Sub-surface variables Tg Xv

Figure 9. Schematic resumé of the processes, variables and parameters
involved in the specification of parametrizations at simple,
non-vegetated land surfaces,
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