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DIGITAL SYSTEM PERFORMANCE SOFTWARE UTILIZING NOISE MEASUREMEHT DATA
A. D. Spaulding*

This report summarizes techniques that use the measured
instantaneous envelope statistics of arbitrary noise or inter-
ference processes to calculate the degradation these processes
cause to digizal communication systems. Computer implementation of
the techniques are also given. The computer algorithms are designed
for the data obtained from a general purpose noise measurement
device, termed the DM-4 {for "distribution meter-model number 4")
recently developed by NTIA/ITS. For illustration and for com-
parison with :heoretical results, two noise examples are employed,
one for "narrowband" interference, and one for "broadband" inter-
ference. These examples are taken from the noise models recently
developed by Middleteon.

Key Words: computer algorithms; digital system performance; non-
Gaussian noise; system performance software.

1. INTRODUCTION

Most currently used receiving systems are those which are optimum in
Gaussian noise. Uifortunately, the actual interference environment is almost
never Gaussian in zharacter, but usually quite different, being impulsive in
nature. By "impulsive" we mean only that there are significant probabilities
of quite large instantaneous values of noise, which is a more general defini-
tion in that we ca1, and do, have both broadband (the usual definition, e.g.,
automotive ignitio1 noise) and nmarrowband (e.g., various combinations of
interfering signals) "impulsive" processes. Recently there have been receiving
systems designed to match this actual interference (e.g., Spaulding and
Middleton, 1977; Middleton, 1979). However, it is the purpose of this short
report to provide computer programs that will use noise measurements to cal-
culate the performance of "normal" digital systems in arbitrary noise or inter-
ference (including, of course, Gaussian noise}. By "normal” systems we mean
those that are optimum in Gaussian noise, and, therefore, suboptimum in any
other kind of noise or interference. The "normal" digital systems are "matched
filter” or “correlation" systems. The common digital systems covered here are:

*The author is with the Institute for Telecommunication Sciences, National
Telecommunicatiomns and Information Administration, U.S. Department of
Commerce, Boulder, Colorado 80303,



Binary non-coherent frequency shift keying (NCFSK):

Binary differentially coherent phase shift keying (DCPSK) s
Binary coherent phase shift keying (antipodal or CPSK};

Binary coherent frequency shift keying {othogonal or CFSK}; and
Binary coherent ON-OFF keying.

[Sa B R T R A

In addition, the coherent signal detection system {Neyman-Person detection) -s
included. The performance of other systems, such as M level systems and mini-
mal shift keying systems, can usually be obtained by appropriate extensions of
the techniques summarized here. However, these extensions are not always
straightforward.

Recently, a general purpose noise measurement device, termed the DM-4
(for "distribution meter-model number 4"} was developed by NTIA/ITS (Matfeson,
1980, DM-4 operation and maintenance manual, NTIA-TM BO-50), and the software
presented here is designed to work specifically with the DM-4 measurements
although no actual DM-4 measurements are used. For any received noise process,
I(t), we denote the probability density function (pdf) of the instantanecus
amplitude by pz(z). Denote the envelope of this received noise process by
R(t} and pdf of the envelope by pR(r). The DM-4 measures the amplitude frob-
ability distribution {APD) of the envelope or Prob[R > RO], which we will
denote by PR(r). Note that

pair) = = G Bglr). (

The DM-4 can also measure the average crossing rate characteristic of the
received noise envelope, but these measurements are not considered here. While
the DM-4 measures the APD in terms of the actual levels exceeded, referred t3
the input of the receiving system via calibration {(e.g., dBm}, we normaly
require the PR(r) or pz(z) in normalized form so that the mean noise power is
equal to 1. When we consider our desired signals, then the mean signal power
is also the signal-to-noise ratio. For example, for the signal /ZS Cos '“’ot)’
S {s the signal power and also the signal-to-noise ratio. The DM-4 measures
the APD at 31 calibrated levels, i.e., measures Prob[R > RO] for 31 values of
Ro. It yses a maximum sampling rate of 20 MHz, which means it can measure tne
output waveforms from systems of about 10 MHz bandwidth {IF) or less. The DM-4
is designed to work with the detected logarithmic output of modern spectrum

analyzers and EMI meters, so that the 31 DM-4 levels are equally spaced in
voltage, corresponding to 31 levels equally spaced in dB when referred to the
receiving system input. For our purposes here we only need the calibrated 31
levels {not necessarily equally spaced) and the Prob{R » Ro] for each of these
Tevels as the input data to the system performance algorithms.

For illustration and for comparison with theoretical results we make use
of recently developed noise models. The models were developed for ITS by
Middleton {1977, 1980) and Spaulding (1977). Two examples are selected, one for
"narrowband" interference, termed Class A, and one for "broadband" interference,
termed Class B. These examples of noise, from actual measurements {not DM-4
however), are presented in the next section (Section 2} and are used then to
simulate DM-4 "measurements."

Section 3 presents the system performance algorithms, sample performance
calculations, comparison with thegretical results when possible, and discussion
of the algorithms. An Appendix then contains the actual computer software
listings in FORTRAN.

2. THE IMPULSIVE NOISE MODEL, TEST EXAMPLES

Recent work by Middleton has led to the development of a physical-statis-
tical model for radio noise and interference. This model has been used to
develop optimum detection algorithms for a wide range of communications pro-
blems (Spaulding and Middleton, 1977}). It is this model which we will use here
to simuiate DM-4 "measurements." The Middleton model is the only one proposed
to date in which the parameters of the model are determined explicitly by the
underlying physical mechanisms {e.q., source density, beam-patterns, propaga-
tion conditions, and emission waveforms). It is also the first model which
treats narrowband interference processes (termed Class A), as well as the
traditional broadband processes (Class B). The model is also canonical in
nature in that the mathematical forms do not change with changing physical
conditions. For a large number of comparisons of the model with measurements
and for the details of the derivation of the model, see Middleton (1974, 1976,
1977, 1978a, 1978b}) and Spaulding (1977). We only summarize the results of the
model which we need here.

for the class A model, the expression for the pdf of the received noise
signal, 2(t), is
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and for the envelope, R(t},

AZ A
P[R > Ro] e T
m=0

2,2
¢ Ro/n (4)

The Class A model has two parameters, A and T-. A is termed the impulsive
index, and as A becomes larger (~ 10), the noise approaches Gaussian {still
narrowband) and r- is the ratio of the energy in the Gaussian portion of the
noise to the energy in the non-Gaussian component.
of 7 is equal to 1, i.e., the process is already normalized.

For our sample DM-4 “measurement” of Class A noise, Figure 1 gives a
measured Class A distribution and the appropriate model parameters are A=0.35
and r-=0.5 X 10'3. The first program, APDA, given in the Appendix, simply
generates our "measurement” data. We compute PR(r) at 31 levels, starting
with -59 dB {see Table 1) with the levels 3 dB apart. We further assume that
the measurements after PR(r) = 10'6 are zero. This gives us some zero 'mea-
surements” that are 1ikely from actual DM-4 measuyrements. The dynamic -ange
covered, therefore, is 90 dB, from -59 to 31 dB. If we were actually measuriig
the APD of Figure 1, we would probably adjust the levels, so that the signifi-
cant portion of the distribution {-50 to 20 dB, say) was more accurately
covered. The above procedure (3 dB spacing), however, will be a better test of

In the above, the rms value

the system performance algorithms, but we want to keep in mind that accurracy
can be improved by proper adjustment of the measurement levels. Once we have
determined our 31 values of PR(r), we then assign these values to arbitrary
(unnarmalized) levels (3 dB apart) to check the normalization portion of the

algorithms.

40 T 1T rTr 1 rr 11 1T 7 | |

, Denver
- July 1972 ]
520-1600 MDT
X 200 kHz
XN 6 kHz BW —
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B Points -
0 — _
0
20 - —
A =035
I - -3
l / [ =0.5x10
) O | |
02 1 1020 4 60 B0 90 95 98
Percent of Time Ordinate is Exceeded
Figure 1. Example of {lass A noise.
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For the Class B model the pdf of the received instantaneous amplitude is:

—2-) . (5)

m=0 o < 7 < ®

o

2
-/Q m
_e (-1 m ma + 1 -mo. . 1,
py(2) = = E : o AT ( Z ) 11 ( 7
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where, 1F] is a confluent hypergeometric function (Abramowitz and Stequn, 1964) .
The model has three parameters, a, Au. and . [A more detailed and complete
model involving additional parameters has been developed, but (5) above is
quite sufficient for our purposes.} The parameters a« and Au are intimately
involved in the physical processes causing the interference. Again, defini-
tions and details are contained in the references. The parameter 2 is a
normalizing parameter. In the references, the normalization is ¢=1, which
normalizes the process to the energy contained in the Gaussian positon of the
noise. Here, we use a value of 0 which normalizes the process (z values) to
the measured energy in the process. We cannot normalize to the energy computed
from the model, since for (5}, the second moment (or any moment) does not exist
{i.e., s infinite}. This is a typical probiem with most such models for
broadband impulsive noise. While the more compiete model removes this problen,
use of (5) will not limit us here. The result corresponding to (5) for the

APD is:

2 P 2
R m R
PR > Ry) = €00 |1 ] Z:L&]!LAEF(]*?) IFI(I""%Q-Z;:TO') (6)
m=1

On Figure 2, the parameter § was calculated with the assumption that PR(r) is
zerg for values of Ro > 40 dB. The program APDB, listed in the Appendix, is
used to generate "measurement” from the APD of Figure 2. As before, a 90 dB
dynamic range (here, -40 d8 to 50 dB) is covered in 3-dB steps. Also, once the
31 values of PR(r) are obtained, we assign arbitrary 3-dB step values for the
corresponding R0 values to simulate actual measurements. The Class A example
of Figure 1 is from Spaulding and Middleton {1977) and the Class B example of
Figure 2 is from Evans and Griffiths (1974). Table 1 shows the outputs of AFDA
and APDE, and these then become our example “measurements.”

I I
|
' Saipan
-1 5-320 Hz
4 O Denotes Measured N

Datg from Evans
and Griffiths (1974)
AQ = L0

a=1.2
2000079433

Q

] O Y Y I 1 |

G0 T 0 40 60 80 %0 95 98
Percent of Time Ordinate Is Exceeded

Figure 2. Example of Class B ngise.
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Table 1. Class A and (lass B Noise Data from Figures 1 and 2
Class A Class B
R,{d8) Prob [R > Ro] Ry(dB) Prab [R > Ry)
=-5.90000E+01 3.98227E-01 =k.00000E+0Y 9, u352BE~01
-s.eonung’ux 9.96467E=01 =3.70000€401 | 8.91427E-01
-5,.30000E+0t 9,92968E=01 -3.40000E+01 TeIBLIGLE=-O1L
~5,.00000F+01 9.8603%~01 -3.10000E+01 6. 908 4E=-D1L
=4, TOOODE+0L 9.72618E=01 ~2,80000E+01 | te516&4E-01
- 4(HODE+OL I LE03IBE-0. =2.50000E+04 2.6307)E-01
=4,10000E+01 B.96434E-01 =2.20000E+D] 1.44504E-01
«3.80000E+01 8, 08473E~-01 -1.90000E+0}Y B.57505€E~-02
-3.50000F +01 B.69554E=01 ~1.6000DE+01 | S.33743E-02
-3,20000E+01 4eOGEIZE~CGL ~1.,300GC0E+01 J.Ub6832E-02
-2.90000E+01 | 3.519426-01 ~1.00000€+01 | 2.25913E-02
~2.60000£401 | 2.99700£-01 ~7.00000E«00 | 1.48055E-02
-2.3onuos’ul ] q“u-,uE_ul -4, 00000E+00 9-?355°.E‘0]
-2. 00800 +01 3.943686-01 ~1.00000E+00 | 6.41403E-03
-1.70000E401 | 2.93432E-01 2.00000E+00 | 4. 23040E-03
~1.40000E¢01 2. 9157 36-01 5,00000E+00 | 2.79201E-03
-1.10000F+01 2.87901E-01 8,00000E400 | 1.B84343E-33
-B-UBMIBEOM Z.BIITXCE-Dl 1010000E*°l 1.21?“3E'U3
~5.00000E+00 | 2.66942E-01 1 el | O e e
-2,00000E+00 2.41529E=01 1.70000E+01 . =04
1. CODDOE+ QD 1.98120E~01 2.000C00E+01 3.50915E-04
4, 00000E+0Y 1.34301E-01 2.30000E+01 2.310830E-04
7.00000E+00 6.371926-02 2.60000E+01 | 1.53161E~04
1.00000E+0% 1.67017E-02 2,30000E+ 01 1.01190E- 04
1.30000E+01 2.11605E~03 3.20000E+01 6.568539E~-05
1.60000E+01 1.04690E~04 3.50000E+01 | 4.4169LE-05
1.90000E+01 1.07474E-06 3.80000E401 | 2.91821E-05
2.20000E+01 0. 4.10000E+0t | 1.92803E-05
2.50000F+01 0. 4,40000E40L | 1.273IB3E-05
2.80000E+01 Oe 4. 70000E+CL 0.
3.10000€+01 Oe 5.00000E401 | O«

Finally, white Gaussian noise is a special case, and the performance of
digital systems in white Gaussian noise has been treated in great detail.
Here, we will occasionally refer to the well-known results of system perfor-
mance in white Gaussian noise for comparison. The pdf for the instantaneous
amplitude for Gaussian noise {mean noise power = 1) is:

2
-25/2
pyiz) = e )
ven
and for the corresponding envelope
2
PR(r) =re " /%, and {3)
2
Pelr) = e /2 (9)

3. SYSTEM PERFORMANCE CALCULATIONS

In this Section we want to present the results which are most advantageous
for our usa. We want to develop system performance algorithms which do not
require particuiarly sophisticated numerical analysis techniques and which can
be used on small scaie computers.

We start with the simplest. For arbitrary additive interference which is
independent from an integration period (bit length) to the next and which has
uniformly distributed phase, Montgomery (1954) has shown that the probability
of binary bit error, Pe' for NCFSK (non-coherent frequency shift keying} is
given by:

Py = % Prob [noise envelope > rms signal levell. {10}

White Montgomery's result for NCFSK is in terms of the noise and signal envelopes
at the input to an ideal discriminator, it has been shown (White, 1966) that the
result is also applicable to most common FS3K receivers (bandpass-filter discri-
minator receivers and matched-filter envelope detection receivers). Using (10),
then, the performance for NCFSK can be obtained instantly from the APD measure-
ments, once the APD has been normalized to its rms level. For example, if the two
NCFSX waveforms are given by



u

Sl(t) /25 cos (ut + ¢), and

()

$,(t) = /Z5 cos (wpt + ¢l

where ¢ is the unknown {uniformly distributed) phase (i.e., incoherent signaling!,
wy and wy are the two frequencies, and S is the signal power, using (9) and (10},
performance in Gaussian noise is, therefore,

(12)

_ 1 -5/2
Pe=7 ¢ .

For Class A noise, using (4) and (10},

Pg = %—e'A E %T S0y {13)

m=_

The above, of course, is for the binary symmetric channel. That is, S:(t) and
Sz(t) are equally probable. In short, the performance can be obtained by inspec-
tion from the normalized APD. If, for example, the probability that R0=l (0 d8)
is exceeded is Py, then, for the signaling set given by (11}, pe for a SNR o~
2(3 db) is PO/Z. and so on, for any SHR, Hote the 3 dB "shift" for NCFSK. Mo
algortthm is given in the Appendix for NCFSK, since all that is required is a
normalized APD, and the normalization procedure is included in other system
performance algorithms. Also, in any case, the APD measurement device, DM-4,
would normally present the measurements in normalized form, although we do not
make that assumption in this report in order to maintain as much generality is
possible.

In the bi-phase, DCPSK (differentially coherent phase shift keying) system,
the receiver compares the phase ¢ of a noisy signal with a reference phase v, to
decide whether the corresponding pure signal relative phase ¢ was 0 or = (v =0,
corresponding to the signal v25 cos wgts is selected if [¢-¢|<n/2, and y=r,
corresponding to -¥2S cos (wot). otherwise.} The reference phase is obtainel from
the previously received signals; usually it is just the phase of the previous
signal. Thus the analysis of this system is complicated by the fact tnat both

10

¢ and § are affected by noise. This system also has adjacent symbol dependency,
end, therefore; the occurrence of paired errors and other error groupings cannot
be obtained easily, even with independent noise. Halton and Spaulding {1966) have
civen results for this system, including the occurrence of various error groupings.
Sowever, it can be shown that for binary OCPSK, the elemental probability of
error, Pe. is the same as for NCFSK, with 3 dB less signal energy required. That
s, for a given Pe, DCPSK requires 3 dB less SNR than does NCFSK for arbitrary
additive interference that is independent from one bit time to the next. [For a
jeometrical derivation of this result see Arthurs and Dym (1962).] For example,
-herefore, for Gaussian noise for binary DCPSK;

P =%e'5. (14)

The performance of DCPSK can be obtained directly from the APD of the additive
interference. If, for example, the probability that Ry = 1 {0 dB) is exceeded i3
?g» then for the above signaling set, P, for a SNR of 1 (0 dB), is PO/E, and so on
For any SNR. Figure 3 shows Pe versus SNR for the noise of figure 1 for both
“CFSK and DCPSX, while Figure 4 shows Pe versus SHR for the Class B noise of
“igure 2 for these two systems. Performance for Gaussian noise is also shown for
reference.

We next consider coherent binary systems. The performance of these systems
can be obtained from the pdf of the additive interference envelope by means of the

Pe = .;IT fPR(V') Cl:l‘a'-'I (?) dr . (15)

K

result:

For the derivation of this result see Spaulding {1964), and for various other ap-
proaches which led to {15), see Arthurs and Dym (1962). for antipotal signaling
{CPSK, coherent phase shift keying), the binary signal set is,

S](_tl = /35 ¢os (suotl, and (16)

Sz(t} = -/25 cos (uot),

11
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and in (15), K = /5.
For coherent, orthogonal signaling, the signal set is,

S1(t} = V25 cos {ugt), and
(17}
Sz(t) = /25 sin (mot) ,
and in (15), K =/572.
For ON-OFF coherent signaling,
5;(t) = Y25 cos (ugt), and
(18)

Sztt) =0 ,

and in (15}, K = /574, where we use the convention that the SNR is based on the
average signal power of the two signals, S1(t) and Sz(t). This average -s, of
course, 5/2, for a symmetric channel.

The performance of a coherent Neyman-Pearson signal detection system can
also be obtained via the integral in (15). We have two hypotheses:

HO: X(t)

Z{t) + s5{t), and
19)

[}

H]: x(t) = Z(t).

The received waveform, X(t), is composed of noise plus the completely known
signal to be detected (HB), or it is composed of noise alone (H]). The Neynan-
Pearson detector, which is optimum if Z(t} is Gaussian, decides between HG and
H1 by presetting a probability of false alarm (deciding HO’ when H] is triel a,
Performance is then given by the probability of detection (deciding H0 when Hy
is true), PD, and the probability of a miss (deciding H1 when H0 is true), PM’
and PD=1-PM. Performance for additive interference is given by (15), where

K= /5 - /Z erfc (%), (20)

for a desired signal of power S, The complimentary error function is given by

14

2 [.-t°
erfc(x} = —/*%fe dt. (21)
X

Use of the K given in (20) in (15} gives the probability of a miss, PM. This
is

and Py = 1-Py, K given by (20}).
Table 2 below gives erfc'](Zu) for various probabilities of false alarm,

Table 2. Erfc'1(2u) for Various o

o Erfe™) (2)
1072 1.645
1073 2.185
1074 2.630
1073 3.015

or the above coherent Systems in Gaussian noise,
P = ] Y 23
? e C(K}, ( )

where K = /S for antipodal signaling, K = v/§/2 orthogonal signating, and
K = vS/74 for ON-OFF signaling. For the signal detection system in Gaussian

noise,
Py ~ %—erfc(K), (24)

where K = /§ - /2 erfc'](Za) .



Likewise, for Class A noise, we can pbtafn,

x

eh A"
P, = _2_2 AT erfe(k/o ) (25)

m=0

Equation (25) gives the P, when the K given by {20} is used.

[t now remains to develop efficient computer algorithms based on [I§).
The result (15) usas the pdf of the interference envelope, and the measurements
are of the APD. Actually, the measurements at 31 levels of the APD also give
an equally valid estimate of the pdf as well. Also {f we attempt to modify
{15) to a form that uses the APD directly, i.e., uses PR(r) rather than pR[r),
we obtain computational complexities. For example, (15} can be transformed to:

1 K r2
p =~ P (r}) —— dr, 126}
e ﬂ[R P /TR
or K

! K 1

_ 1
Pe F[PR(F) — dr. (e7)
0

Both (26} and (27} are improper integrals, and while this creates no problem
analyticaily, very sophisticated numerical integration routines are required in
order to obtain any accuracy for Pe' especially when PR(r) is given only in
sampled data form. It turns out that it is much better to use (15) "directly"
along with pp(r} estimated from the measured PR(r).

The main algorithm presented in the Appendix is called SYSAPD. This
program takes the 31 measured APD data points, normalizes the APD to its rms
level, obtains the pdf, and then evaluates the integral (15) for the aporopriate
K. The program SYSAPD uses Gauss-Laguerre quadratures to evaluate {15) (Kopal,
1961). The Gauss-Laguerre gquadrature formula is

) n
fe"‘f(x)dx 2 ij(zj) , {28)
0 J=1

16

the points at which the integrand must be evaluated, i and the corresponding
weight, Hj, are obtained via the Laguerre polynominals, The program SYSAPD used
a fifteenth order guadrature [(n=15 in (28)]. The above means that the integral
(15) is put in the form

P = ;IT [ pply+K) & Cos™! (;&)] e Yay (29)

e

=] \-_\8

for evaluation.

Consider first the Class A "measurement" data of Table 1. Table 3 gives
Pe versus SNR for CPSK obtained from the program SYSAPD which uses (29}. Note
that in using the data (see program listing in the Appendix) arbitrary 3 dB
levels are used. For Class A noise, (25) gives the “correct" theoretical
performance. The program SYSCOR computes (25) and Table 3 also gives these
results so that the approximation from the "measurements” can be compared with
the "true" answer. Anather program that is given in the Appendix is SYSGL.
This program uses (29), but pR(r) is obtained from the Class A model mathe-
matical expression {4) rather than from the corresponding "measurement” data.
The Pe versus SNR for CPSK from this program is aiso given on Table 3. This
shows the accuracy of the integration routine when these results are compared
with the "true" results. It also indicates the accuracy of the normalization,
pdf determination, and interpolation technigues used in SYSAPD. Finally,
Figure 5 shows the results of Table 3 along with the standard performance in
Gaussian nofse (23) for further comparison.

The above results are for the Class A example. For the Class B case, the
simple Gauss-Laguerre guadrature used above does not give sufficient accuracy
when the Class B "measurements" are used in the program SYSAPD or when the
corresponding mathematical model for Class B noise is used with program SYSGL.
[The result of using the Class B example in SYSAPD {or in SYSGL} is shown
by the dashed curve on Figure 6.] Because of this, a different integration
routine must be used. This is given by program SYSWR, which used Weddle's
Rule {Kopal, 1961) to perform the integrations. This integration routine uses
{15) directly and, of course, is somewhat more sophisticated than the Gauss-
Laguerre quadrature used previously, but it is stil] appropriate for small
scale computers. For the Class B case, we have no "theoretical” results to
use to check the accuracy of the integrations performed by SYSWP.
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Table 3. CPSK System Performance for Class A Noise
SNR (dB) Par SYSCOR Pas SYSGL Pas SYSAPD
=3.0000CE Ly 1.60710E-01 1.~u?1L§°aL 1.%9511E~-014
-Z.?;CCLE+:1 LebBUO2E~-DL 1. L372€Z-"1 1.3RAFGC-]1
=2,50[0022+051 1.25286-01 le42%1E2-C1 1.37355¢E-01
“2.2500054%1 | 1.4054LE-01 1.0REYT-GL 1.76052E-01

“2.L0L0Ee L
«1.7500CE+{L
-1.5000CE+CY
-1,250G0E+1
=1.90000E+61
=7,50000E+CC
-=5,0L000E+GY
-2.5C00QE+CE

S

1.38309€E-01
1.35202E-01
1.31073E~01
1.250026-01
1.1833€E-01
1.08950E-91
T, 7ILE-Q2
A.15€82€-02
be S3E2TE-D2

1, I8342E-C2
1.352402=01
1.31028E-00
1.256€E4E=-21
1.19+C82-71
1,637 342-171
9.643262-72
8,16487E=02
64 365480=-72

1.3425AE-01
t.30984c-01
1.2h556E£-01
1.207PuE-01
1+13717E-01
1.147LAE=-QL
9.24013E~02
TehILRTE-F2
S5.%92915c=-02

2.,5900C<+03 be 334 BYE-02 4y JuhlE=2 4.15365E-02
S.G003GE+QD 2.42702E-02 2 434CuUE=Q2 2.21765E-C2
T«500JCE+GL 9.+ 99477E-03 14003€7E=-72 | M,42887C-0%
1.06C0CE+CL 2.h9063E-03 2.702732-23 2.58102€-03
1.25300E+%L 4o BATOE=DY hoeR8THE 0% 4703526104
1.,5300C0E+CL Lo 05121E =05 4y QTLC2E-15 4.hIAT2E(05
1,740090E+6L 1.39231E-06 1,39909E-56 2.N79TLE-06
2200000E+01 1.32516€-08 1.33143E=-03 5.27832E-09
2,250102+4l 2.597132-11 0.

Table 4. CSPK System Performance for Class B Noise

“ SNR {dB) Pes SYSWR Model Pos SYSWR Data

-37,0 1.,69494E=01 1.73082€6-01

=23.0 T.04404E-02 7.50442E-02

=-27.9 2.90375E-02 1.07851FE-02

-1%5.9 1.36975E~02 1,43575€-02

=13.1 5,T72071E=01 7.02565F-03

-3, 1.,34C09E=-01 3.49468E-012

7.0 1.5630%£-03 1.731837€=-013

5.0 9.34475E-04 9,57205E=06

1.0 4,19022E=04 44,33207E-06

1%.9 2.09434E=04 2.15443F=0¢

29,9 1.06949E-94 1+060176-04

25,90 5425944E=05 5.072075-05

1,9 2.635B86E-0% 2, 44030E=05

13,2 1.32103E=-05 1.0%2075=15

1.9 A 620THE~D8 3,52328E-04
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The accuracy was checked by using another integration routine, appropriate only
for large compiters, in which the desired accuracy can be specified in conjunc-
tion with the Class B mathematical model. Program SYSWP was found tp give very
goecd accuracy for all signal-to-noise ratios. Table 4 and Figure 6 show the
results of the use of SYSWR with the "measurements” of Table 1. Two subroutines,
both termed FUM, are given. One for the "measurement” data and program SYSWR
and one for the mathematical Class B model for use with SYSWR. '

In order to evaluate the integral (15) the pdf of the noise envelope is
very easily obtained from the APD for Class A noise given in (4). However, ob-
taining the pdf for the envelope of Class B noise corresponding to the APD
given by (6) ic somewhat more involved. By differentiating (6} we eventually
obtain the following, which has been put in a form suitable for numerical

computation:

2r _-rif - ('])nA: no Mg el
PR(I") = —ﬁ‘ e ' —'_n!‘— r (] + ‘2_ ]F] 1"2‘" ¥ 2; —Q_

n=0 (30)

2
)

The Appencix lists the appropriate programs and all the required sub-
routines used ‘n the above example calculations.

4. CONCLUSIONS

This report has developed simple computer algorithms which use measure-
ments of the APD of an interfering waveform (or a corresponding mathematical
model) to determine performance of various "normal” digital data systems. As
can be seen from the examples above, we obtain very good estimates of system
performance us-ng SYSAPD and OM-4 Class A simulated noise measurements and by
using SYSWR and DM-4 Class B simulated noise measurements. Of course, the
Class A measurements cam also be used with SYSWR. The algorithms developed are
for binary dig-tal systems [and the coherent Neyman-Person signal detection
system), however, the performance of other systems {e.g., M level systems, and
minimal shift keying systems) can usually be obtained by appropriate extensiaons

of the techniques developed here.
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APPENDIX PROGRAM APDA(INPUT,QUTRYTI
PRMGTAM UYSED TD OBTAIN APD VALMES FROM TLASS & MONEL.
o EQUATION & OF TEXT,
Pragram Listings DIMENSICON IRAY(S)
DATA TRAY/=1,=1s=140s=1,-1/
Call SYSTEMC{115»1RAY)

[aNe)

In this Appendix we simply list the computer programs (in Fortran 4} used PR INT &
for the sample calculations given in the report and required for similar calcu- b iE§H;;( 14D
lations. The programs are essentially self-explanatory via the comment state- GAMED,5E=13
00 40 I=1,31
ments, but.some further explanation may be helpful. RDBe80.s3, (I=10)
The first two programs, APDA and APDB, compute the APD "measurement data Pal0.*«{RDB/20.)
from the Middleton Class A and Class B models. The output is given in Table 1. 33'35 :J‘{';;
=l
The program APDB requires Subroutine CONHYP and FUNCTION GAMMA which are also Jedl=1
given. IF(JLNELD) FiIaFJ*)
SIGSAm{J/A+GAMY /(1. 4GAM)
The next set of programs are for the Class A example. The program SYSCOR Te((aedJ)FJINEXP{-R*R/SIGSQ)
computes the theoretical performance and requires FUNCTION CERF. The program 26 é;;§¥;36
SYSGL computes performance via Gauss-laguerre integration but obtains the PeSMEEXP(—A)
requived pdf of the envelope values directly from the Class A model and requires é;':ALI;’--OE‘bl 60 TO 10
SUBROUTINE FUN. Finally, one of the main results is program SYSAPD which 10 P=0.
computes performance from measured APD values. Sections of this program norma” ize iz EEL:IN5E°°3’P
the APD and estimate the pdf from the measured APD. These routines are useful 7 FORMAT{10%X,2(1PEl2.5,3X))

in their own right for various purposes. The outputs of these programs are END

contained in Table 3.

The final set of programs are for the Class B example, but can also be used
for any noise example. The program SYSWR computes performance via Weddle's
Rule integration. Two FUN1 subroutines are given for use with SYSWR. One cal-
culates the envelope pdf from the mathematical model given by (30) and the
other one calculates the envelope pdf from the measured APD. The outputs of
SYSWR are given in Table 4.

In some of the programs IRAY and SYSTEMC are used. This is to suppress an
exponent underflow error message for the particular computer used (CYBER 170/750)
and is not, in general, required.
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1k
29

10
15
[}

AM APDB(INPUT,OUTPUT)
::gg:A: USED TC OSTAIN APD VALUES FROM CLASS B MODEL.
EQUATION 6 J0F TEXT.
NIMENSION IRAY ()

DATA IRlY/‘l;'lv'lvU"li‘lf
CALL SYSTEMCtL115,IRAY}
PRINT &

FORMAT (1H1)

AAwl,

ALOHA=1.2

OMEGA= 0. 00079433

DO &0 Ix1,31
RYB==40.¢+3e*(1=1.)
IF(ROB.GT.45.0 GO TO 10
Rz10,.**{R02/20.}
IN=R*R/0OMEGA

SMz0. $ FNst. § SM1=0.

DO 20 N=1,25

FN=FMN*N

CALL CUNHVPll.-N'ALPHIIZ.QZ-oIN'S.IOVFLHl
T=¢(l-l!)“NlIFN)‘GlHHlIi-tN'lLPHlIZ.)'S
IF{IOVFLW.NE. 1) GO TO 1k
SMEzSMLeT

60 70 20

SM=SM+T

CONTINLE

FP=D.

IFU{INLT67S. ¢ FPzEXP(=ZN)
PaFP=ZN*{FP*3M+SH1)

GO T0 15

p=0.

PRINT 7, RDB.P

CONTINLE
FORMAT{10%X4 20 1PE12.5,3X))
END

26

SUSROUTINE CONHYP(A,ByK9SyIOVFLNI
Ceenes COMPUTES LFL{A,3,X) FOR REAL A48,

Covooe IF X GREATER THAN 741,
Cennes COMMENTS JELOW.
S=z1. S ¥=1.
IOVFLMW=D
KUNDEF =0
IF(A.GT.04253 TO 101
K==4
ENAT=K={
VA= A=-ENA
IFIVALEQs14eIRaVALEQLD,
101 IF(B.GT+0.)G) TO 130
Jz=8
ENGx=-J~1
v3=B-ENA
IF(VBaEQelesIRaVB.EQ.0O,
110 KUNDEF=1
GO TO 101
120 IF{KUNDEF.EQ.1)PRINT10D
IF{KUNDEF JNELLIPRINT 100
RETUPN
130 IF(KUNDEF.EQ.1)GC TO 10
5 IF{x.GE.100.) GO TO &N
& IFI{X.GE.10.) GO TO 10
NN=100
GO TO 15
10 MNN=1G0
15 IF{KUNOEF.EQs 1} NN==As+]
00 20 N=1,NN
N=N®* ({B¢N=- 1. 01 %% 2,1}
YziAsN=L, 0)*(Y/D)
¥z Y* (Be¢N=1 .00
YaY®Xx
IF{S.EQ., (S+Y)IGO TO 518
SaS+y
20 CONTINUE
50 RETURN
Ceswss APPROXIMATES 1FL(A,B,X)

AN QVERFLOW WILL OCCUR. SEE

160 70 110

¥120+130

LY Y
1.8

FOR REAL A.B4X BY USING THE

Covens ASYMPTOTIC EXPANSION. SEE PAGE 1073, INTRODUCTION
CeesseTO STATISTICAL COMMUNICATIONS THEORY, MIDOLETON.
CoanealF XoGE675. AN OVERFLOW WILL OCCUR FROM EXP,
CeensaTO AVOID THIS, THE VARIABLE IOVFLW IS SET TO 1 AND

Ceeone THE FUNCTION VALUE IS CALCULATEC WITHMOUT THE EXP(X) FACTOR,

CeassaS0 THAY THE YALUE RETURNED IS S/EXP(X)

80 NN=20
DO 100 N=1i 4NN
YzY¥® (B=A+N-1.) *{N-A)
Yz¥/ (N¥X)
IF(S.EQ.(S+Y))GO TO 150
SzS+y

100 CONTINUE

150 S=S* (G MMALB) /GAMMAIA) Y *(X**(2-8))

IFIX.LYT,675.)60 TO 190
IOVFLN=}
GO TO 200

190 S=S*EXP(X}
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[aRsEaEaNaRal

PRASRAM SYSCOR(INPUT,OUTBUT)

200 RETURN c THIS PROGRAM COMPUTES THE PROBASILITY OF ERROR FAR BINARY
1000 FOIMAT(/741X,* CANNOT EVALUATE EXPRESSION SINCE BOTH®, c CPSK, CFSK, AND COHERENT ON-NFF IN CLASS A NOISE, THAT IS,
1% A ANO 8 ARE NEGATIVE INTEGERS OR 2ERQOy Az%,F10.2,% , Be*, ¢ HINOLETON=S CLASS 4 MODEL.
2F 1020271 c MEE, THE ERFC FUNCTION IS TER4ED CERF, TO 9YPASS THME
1001 FORMAT(//,1X,* BAD YALUE FOR € GIVES INFINITE RESULT FCR S*, < SYSTERS INTERNAL EIFC ROUTIME,
1 %, B2%,F10.2./7) < FN7 CPSK, AKaSQORT(S)
Nt s FOR CFSK, AKuSQRT{5/2.)
¢ FOR JN=0FF, AK=SART(S/é&.)
429,135
GAMed,5E=3
PRINT &
& FOYMAT(LIHL)
NN 40 Jsl,29
SOR®=10.+2,5%(J-1)
S=10.€¥(5DB/10.)
AK=SRRT(S)
SUH'O. $ FK= .
FUNCTION GAMMAL X} Do 20 KK-l.Zé
QETURNS TiIE GAMMA FUNCTION FOR 2FEAL ARGUMENT, ca- Kok K=
NOTE. THE GAMMA FUNCTION TS NOT DEFINED FOR A NEGATIVE INTEGER (R 2ER’ IF{K,NEL0) EXaFK*K
INPUT SIGSOe(K/ASGAMY /(] ,+CAM)
Ou;oarrHE REAL ARGUMENT, SIGeSORT(SIGSO)
2 L
GAMMA (X} = THF GAMMA FUNCTIOIN IF ARGUMENT X, ;u;:;;;t;IFKI‘CEPF‘AK’SIG’
7% FORMAT(446H GAMMA FUNCTION OF & NEGATIVE INTEGER, OR NOF ZERQO, 13 N2 29 CONTINUE
1T DEFINED,) PESEXP(—A)®SUM/2,
5 1F(X) 10580,15 TFEPELT,1.E=9) CALL EXIT
10 N==X PRINT 8, SNB,PE
SN;-:;I \ 47 CONTINUE
w) - a F ™ ?
1€ (VeEQa14180,20 Fup 10X 2HIPELZ. 3, 300
15 HN=X
EN Y

VeX=EN

20 GAMMA®Y 4V (, 4227043174V (,4]118402510¢Ve(, 0815708218784y
1007623790781 +Ve(=,00021090746734VE(,0100735695084+V8(=,0026667479R1
24Ve(.001539T768105-Ve([.0003442362046=V*,0000677105711710)))1)3 1)

TF(EN=2.) 37+2%,30 FUNCTION CERF(X)

2% QETURN C SEE APPROXTIMATIONS FQOR DIGITAL COMPUTERS
30 NaN~1 C BY C. HASTINGS, PRINCETON U. PRESS, 195%,
DN 3% I=2,N ¢ PAGE 169, ALSO IN ABRAMIWITZ AND STEGUN.
Flel E=1.0/¢1.040.3275911#%X)
3% GAMMASGAMMA®{FI+V) 5-((ll(0.940666070'5)-1.287822453I*E+1.Z5°695130)lF-O.2521286b8)'E
RETURN 140,225836846)+F
37 Na2?2,=-EN XSaxhe
DO 40 I=1sN EXPFY=0,0
Fls2=1 IF(XSD.LT.?OQ-O)E!FF!-E!P(-!SQ)
40 GAMMASGAMMAZ(FI+\) CERFeS*EXPEX%],128379167
RETURN RETURN
B0 PRINT 75 END
caLL tSxIT
END
. 29
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2an

30

20

perrlaY SYSGLETNENT,M TPUT)

THTS ORPGPAY PSES GALSS—[ A7IFRDF ONANRATIIOES ALNNG WITH

FI 4SS & NNTSE MOREE TC FAMO|TE SYRTEM PECFNRMANCE,

CFF DONGRAM SYSAPP FND FHOTHHP PETATLS,

NINENSTNN TRPEYIA),7EL1S)sHILSY

NEYE TRAY/=1)~1s=1500=10e=1/

NATE TP, 00 10TBLe0, 46769 1T74,1,2195095641»2.76654952,3,66T7462272,
15.46257346 36 7.56591A423,10.1202245T» 13, 1020240, 146, L544L0771,
220  TTEGTRGO, 2%, 6219420, 31 40751917+ AP, 5066331, 48,02808%57"

RATA F/,21023400,,34221010, 26302708, .124642%5R2,.4C206885E=1
1 BSEARTTIE=23 1217636 1E~23 .1 11AT439E=3) ,£459G2068E+5p 22263 109E=¢,
2.42274304E=0y 3921897 2E=11"p . 145A5153E=12+.14020271E~1%,

3, 1400C%949E~19/

FALL SYSTEMC(115.1I%4Y)

PPINT &

ECBMAT{IHTY
AP OS0 NE1,29
CTRe=ll, +2,5¢{N=-11)

Sxlf 46 {SPR/IN,Y
AraSeen 5§

StiM=,
nr 20 ¥el,1%

CALL EUNCTIN) pAK,FY
SU'maCiMeERH (K )

CRNTTRF
PEaSUN/T,1415926%54
POINYR, SQHA,PF
IF{PELLT,1.E=9) CaLL EXIT
CrNTTIFIE
EROMATL 10X, 201PF12.5,2Y))

Ewr

SUBRQUTINE FUNIX,P,Y)
THIS FUNCTION ROUTINE IS FOR CLASS A NOISE FOR USE
WITH PROGRAM SYSGL.

As(,35%
GAM=0,.5E-3
VeXep

SMal, $ FJjel,
00 20 Jd=l,26
Judj-1

IF{J.NELO) FlsFjs¢y
STIGSQe(J/A¢GAMI/ (), +GANM)
Ta(2.,¢V/SIGSQIv (A} /FJ)CeEXC (VoY /SIGST)
SHMaSH+T

CONTINUE

YoSMeEXP(XYSACOS{P/VISEXP(=A)

RETURN

END

30

AOOMNOO OO OO0

fa kg

20

30

PRAGRAM SYSAPD(INPUT,QUTPUTY

THIS PROGRAM MAKES DIRECT USE 0OF THE MEASURED a°D DATA,31 LEVELS,

AND ESTIMATES THE PDF OF THE ENVELQOPE FOR USE IN THF GENERAL

COMERENT SYSTEM PERFORMANCE ALGORITHM, THE PRDB OF [T EQROR

FNR BIMARY CPSKsCFSK,AND CNHERENT ON=OFF IS5 ESTIMATED., THE

SIGNAL POWER IS5 GIVEN BY S» AND THE NOISE IS

NORMALIZED SO THAT THE MEAN NOISE PIWER IS UNITY, THEN

THE SIGNAL-TN=NOLSE RATIO IS 4LSO GUIVEN BY S, SIGNAL=-TM=-NOISE

RATINS FRNAM 4008 TO -30DA ARE COVERED IN 2,508 STEPS, THE

PROGRAM USES GAUSS=LAQUERRE QUADRATURES TO EVALATE THWF INTEGRALS,

FOR CPSKs AK=SORTILS)

FOR CFSKs AK=SORT(S/2.)

FOR NFF=AN, AKuSQRT(S/4,)

NOTEs BEFORE THIS PROGRAM IS EFFECTIVE, THE ENTIRE APD MUST

BE COVERED BY THE 31 (NR LESS) LEVELS. THAT IS, ° SHOULD

RANGE FROM ABOUT 0.95 OR HIGHER DOWN TO &R0UT 1.0E-5 OR SMALLER.

DIMENSION CLOI1)»SLUILIeP (3L CN{31)4SX{3T)»SP(31}

DIMENSION Z(15)sH{L15)

DATA CL/lar®esTarlOusl3enltarl@er22.92541280031ar3besd7.,
14000630 bbor®9c352035%0953 5610084007700 730sTHr7%4
202.98%.:9884291./

DATA P/ .9982,.996%9 49930, 49860, a 9724 ,54600.8%649.8039,,5656,
L1o4948) 035195429975 0296499 4294419429349 429169.23T79942307+425669,
2.2#15-.19813-13§33-06372..01670..002116:.0001047..000001072.
3-0!.0--0'00’

CL IS THE APD LEVELS IN D8 AND P IS THE PROIBABILITIES AT

THESE LEVELS.

OATA 1/0.09330781,0.4926917451.21559561,92.2699495293.5645762272
15.42%5336467,7,%6591623,10,12022857,13.13026248,16.63440771,
ZZO.?T&#TCQO325062389§Z3n31-#0751917p33-53068311'ﬁ8.02608557l

DATA H/.21823489,,34221019,.26302758+,12642532,,40206R065E=1,
1.85&337755-2-.121253615'Z|-11167&395—3-.655992685-5|.??26315QF-ﬁ|
2.42274304E=8,,39218973F=10,».14565153E~125414830271€=-15,
1,16005049€=19/

S AND ? ARE A5 GIVEN IN E7. 28 OF TEXT,

CX{1)wl 5¢CLIL)~-0.5%CLI2)

SXL1Yw10,04{CXC1Y720,)

D0 20 I=2,31

Cx{I)s{CLUT=1)+CLE4T) )2,

SYX{IVnlO. e (CX{T}/20.)

CONTINUE

COMPUTE RMS

SUMaSX{L1i*SX(LIn()l,.=-P(1))}

00 30 J=2,31

TaSX{JISX{JIe(P{J=1)=P(})}

SUMSSUMT

CONTINUE

RMSo{SUMFLO **{CLI3L) /720, )%P131))%%x0,.%

NORMALTIZE TO RMS LEVEL AND COMPUTE POF

CLIISCLIL)I=20,*ALDGLORNS)

SL{Y)=10.%*(CL{Y} /20410

SX{L1YeSXLL) /RMS

CYX{1)Y=20.,*AL0GLO0SX{1)}

SPILIe L =P {LYY/SLIY)
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&0

16

17
18

15
19

10

D0 40 K=2,131
CL(K"CL(K)'ZO-‘!LUGIO(RHS|
SLIKI=1O.v#(CLIK)/204)
SY{K)eSX(K) /RMS
C'(K,'ZO-‘ALQGIO(SX(K|!
SP(K"{P(K'}"P(!‘)I(SLlK]-SLl*‘l',
CONTINUE

PRINT &

FORMAT{1HL)

00 80 Nel,29

SDRu=30,42,.57(N-1)

8-100.“508.’101)

AK®SORT(S)

SUM=0, $ MHe2

DO 70 L=1,15%

Val(L)*AK ,
IF‘V-LT-S“I,-DRoVoGT-31l31,, 19,186
00 17 MsMM,3]

TF{V.LE.SX(M} ANDL YV GCTSXIM=11) G0 TN 18

CONTINUE

IFlSPtH-l).EQ.O-.OR.SP(Hl-EO-O.i G0 10 1%

YDB-IQO.'ALOGIO(V!-C!(H-l1!/ICK(N)-CKIH-I!‘

YDB-YDB‘(ZO.*ALOGIO(SP(H!l—ZO.*!LGGlOlSPI

YDBe YOR+20,9ALOGLOLSP(M=1})
Yul0.®%(YDB/20.)

MMa M

60 TO 19

¥=0,

TavspAP {Z(L))I*ACOSUAK/V)
SUMsSUM+TSHIL)

CONYINUE
PEsSUM/3,.141592634

PRINT 8, SDB,PE
IFIPELLT.1.E=9) CALL EXIT
CONTINUE
EORMAT(10%,2(1PELZ43,3X))
END

2%

H=131)

Iz ks EaksXal

«0

5¢
55

DRIGRANM SYSWR{INOUT,CUTPUT)

THIS PROCRAY USES WEDDLES RULE FOR THE
INTEGRATIONS REQUIRED IN THE DETERMINATINN OF
SYSTEM PFRFOIMANCE,

JIEFEYENT FUNL SUSROUTINES ARE USED FIJR
NTEEERINT NIISE MICELS AND/QR NOISE MEASUREMENTS,
DFIMENSION I(T)
COMMIN/QAO/AA) ALPHA, DMEGA, 8K

PRINT &

FORMAT(IML)

La=l,0

ALPHARL,.?

OMEGA=),00779433

AK=].

CALL FIUNL(Las22)

N0 69 Je;»1l5

SR =~33,¢5,+(J=-1)

Seln,ex (3037134

YeaSRk), 3

SUMan,

775 T=l.15

AXD282%, 2AL TGO [ 4K)

ATDS A< Ar G, 4 (I-1}

(DEEFLSE LTS H

Ax10.¥#%{333720,)

Am]n, ¢+ (30R/20.)

DX=({3=A}/6,

N0 &0 =17

A=A+({=1)%0X

CALL FUNZ2IX,Z(K]})

CONTINUE

SSa0 IENAR(T (1145, 62(2)+213) 4622040 +7(5)+5,%2{6)+2{T)}

[F{S5.EQ.24) GO T 55
SUM=SUM+SS

CONTINUE

PE=SUM/3.141592654

#RINT 8, SOB, PE
IF(PE.LT.1.E=7) CaALL EXIT
CONTINYJE
FORMAT{12XsF5.1»2%,1PEL12.5)
END
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SUBPIUTINE FUNLIX,Y)

THIS SUBRAUTINE IS FOR USE WITH PRIGRAM SYSWR,

1T “AKES USE OF MEASURED APD DATA, SEE PROGRAM

SYSAPD FHR FURTHUR DETAILS.

ODIMENSION CL(31]lSLf3l)|p(3l11C1(31)15X(3l!lSP(31|
CO“MINFALAY

JATA CLfl.;ﬁ.oT-plO-ul3oolb-v19.l22-!25.123-l31-v34.n37.-

SUBRAUTINE FUNT{X,»Y}

THIS FONSTION ROUTINE IS FI? CLASS 8 NOISE FOP USE
A1TH PINGRAM SYSAR.

COMMIN/NAD/ AR 8L PHA P SMEGAp 4K

140.;#3..&6.;43..52-u55.-55.,61.-66.pb?..?O..T!.,Tﬁ..TQ.. Efiaf FuNZ

292,085, 08R0 0310/ . IN=yRYFIMESA

DaTA PI.Q&!S..EQI#;.TQB&..kaly.ASLhn-2631..1Gk5..08375-.05387; SHun "#;: 5y
1.03658-.92250..01481..000730-.00b41k..004230..002792..001343, 30 2n e §° t §41=0.
2.001217..3303041-.0005312..0003509..0002313..0001532,.0031012- NeNNol lo28
3.oooahsas..ooooa«17..oooozola..ooooxqza..0000127a.o..o.f Tr .

CL IS THE 487 LEVELS IN DB AND P 1S THE PRIBABILITIES AT (NJNELD) ENaFNeN

THESE LEVELS. CALL CONHYP{Ll.=N#ALPHA/2, 42, IN»S»IOVFLW!
CX(11ela5%CLILI=0.5%CLI2} CALL CONHYP{l,~N*ALPHA/2,33.5INs585,1NVFLY)
SX(1)e10.¢¥(CXL1)/20,) ;ff::zjif;:"1-*N*ﬂLPHAIZ-I*SS

00 23 I=24131 = NI/FN)®GAMMAL{] ,#NRALPHA/2 ) (5555}

2C

32

&0

1%

17
18

15
19

CX(TrmiCLUT=1)¢CLITNYN/2,
SX({I)=1d.#*(Cx{1)7204)

TFETAVFL4LNELLY G TO 14
SML=SHLl+T

CONTINUE 1e G0 1TQ *2
£NY3UTE 24S SM=SeT

y 29  CONTINUE
SUMsSX(11#SX(1)*{1.=P(1}) PR

20 310 J=2,31
TeSY{JIeSALJI*(P(I=1)=P(I))

IF{INLLT67%.) FPaEXP(~IN)
POF#(2,%V/IMEGAY®(FP#SM4 ML)

SUMaSyUMeT
CG“TISUE YuPOFSACOS{AKIV)
QMS e (SUMSLN . 6% (CLIILI/20.10P(31))0%0.5 :SEURQ

NORMALTIZE TO ?4§ LEVEL &ND CNMPUTE POF
CLE1)aCLi1)=20.*ALOGLOIRMS)
SL(L}=1d,.*%iCL(L)/204)

SX({1)eSX (1] /R4S

CX(1)m20.%4L0GIOCSXNLLY)
SP{l)a(l,-Pt1))/SL{1}

0N &0 Ks=2?,131

CLIK)aCL(K}=20,%ALOGI0I(RMS)

SL{K) =10, #+{CLI{X)/20.)

SX(M)=SALL)/RNS

CX(K)=n20,#ALOGLOISX(K})
SP(KIHIP((-I)-PlK))I(SL(KI-SL(K-lII
CONTINUE

LE L

ENTRY FUNZ

Ve

IF(VLT 5X{1}.0R.V4GT.SN{3L}) 15,15%

DO 17 4s2,131

TEEV.LELSXIM) AND V. GTSX(4=1)) G0 TO 18
CANTINUE

TF(SP(M=1),EQ.0eaDRSP(MILEQ.O.) G0 TO 15
VD%-l23.¢0LJGLO(Vl-Cx(H-1!)IlCX(H!-CltH-l)l
Vnasvoaﬁt20.-AL0610(SPtM))-ZO.'ALDGlO(SPIH—IIl)
YDRx YIB420,%4LTGLOISP{M=-11]}
PNF=x10,%%(YDB/204)

0 T2 13

PDF=d,

YePDF®ACIS(AK/V)

RETURN

FND

34

35



