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STUDENT GUIDE

DIGITAL KRETWCRK ARCHITECTURF

PREFACE

DIGITAL Network Architecture is a self-paced course for
Software GSpecijalists and Customers who need to use DECnet for
technical support of Distributed Data Processing Netwsrks or in
applications environments. It is also for Manaaers who need a
basic operational understanding of the DIGITAL Network
Architecture in order to make netwark-related business decisions.
This basic understanding will also allow Managers to obtain the
most effective performance from their Distributed Data Processing
Network.

This course provides a basic understanding of DECnet layers,
protoccls, messaje exchanges, and protocol operations. This
course alone will not enable you to write system and network
applications or troubleshoot npetwork problemns. For these more
complex tasks, you must read the DECnet Functional Specifications.



STUDENT GUIDE

INTRODUCTION

This course is a Self-Paced Instructien ({SPI), designed for
independent study. To complete the course you need the materials
in the STUDENT STUDY PACKAGE. If additional ijinformation beyond
the scope of this course }s desired, order the reference manuals
listed in the Course Resources section of this module. Copies of
the reference manuals can be ordered from the nearest Digital
Equipment Corporation Sales Office.

COURSE PREREQUISITE

Before taking this course, you must successfully complete the
Network Concepts {(SPIl} course, EY-Pl49E-PS-000].

COURSE GOALS

1. Discuss the functions and layers of the DIGITAL Network
Architecture (DNA) on a technical level.

2. Attend any of the DECnet product-related courses. Note

that this course is a prereguisite to all other DECnet
product-relatéd courses.

3. Relate the need for a network architecture that provides
standard protocols.
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STUDENT GUIDE

MAJOR TOPICS

This course covers the following major topics:

1. Introduction to DNA

~ DNA Philosophy

- DNA Architectural Layers

- DNA Layers, Modules, and Interfaces
- DNA User Services

- DNA Protocols

- DNA Message Data Flow

~ Physical Link Layer Functions

2, Functicnal Descriptions and Messaje Formatting performed
by the CNA Layers for:

- Data Link Control Laver
- Routing Layer
End Communication Layer
Session Control Layer
- ©Network Application Lavyer
- Network Management Layer

3. Message Exchanges between the DNA layers and corresponding
protocols for:

- Data Link Layer Protocols

- fouting Layer Protocel

- End Communication Layer Protocol

- Session Control Layer Protocol

- Network Application Layer Protocols
- Network Mapagement Layer Protocols

STUDENT GUIDE

COURSE MODULES

The course is made up of eight modules, each requiring
approximately three hours of study time. It is primarily designed
for students with no previous knowledge of DIGITAL Network

Arch%tecture (DNA) . This material covers DIGITAL Network
Architecture, Phase 1V,

Listed below are the eight modules with their subsections:
SG  STUDENT GUIDE

Introduction
Course Prerequisite
Course Goals
Major Topics
Course Mopdules
Course Map
Module Contents
Module Tests
Study Hints

Course Resources

1 DNA OVERVIEW
1.1 DNA Architectural Layers
1.2 DNA User Services
1.3 DNA Protocols
1.4 DNA Message Data Flow

1.5 Notes on the Physical Link Layer



STUDENT GUIDE

2 DATA LINK CONTROL
2,1 Layer Purpose
2,2 Layer Functions
2.3 Layer Interfaces
2. 4 DDCMP Module
2.5 X. 25 Module

2.6 Ethernet Module

3 ROUTING
3.1 Functional Description
3.2 Message Formatting

3.3 Routing Operation

4 END COMMUNICATICN
4.1 Functional Description
4.2 Message Formatting

4,3 NSP Operation

5 SESS5ION CONTROL
5.1 Functional Description
5.2 Message Formatting

5.3 Session Control Operation

6 NETWORK APPLICATION
6.1 DAP Functional Description
6.2 Network Virtual Terminal Functional Description
6.1 X. 25 Gateway Access Functional Description

6.4 SNA Gateway Access Functional Description

STUDENT GUIDE

7 KRETWORK MANAGEMENT
7.1 Functional Pescription
7.2 Message Formatting
7.3 Network Management Operation

7.4 Maintenance Operation Functional Description

8 MESSAGE EXCHANGE
8,1 Basic Message Exchange

8.2 Detailed Message Exchange

COURSE MAP DESCRIPTION

The course map shows each module and how it 1is related to  the
other modules of the course,

Before beginning to study a particular module, complete all
pPrerequisites for that module by simply follewing the arrows on
the course map. The location of & module on the map suggests the
point in the course where it will be most meaningful.
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COURSE MAP

NETWORK
MANAGEMENT

NETWORK
APPLICATION

SESSION
COtTROL

END
COMMURICATION

DATA
LINK
CONTAOL

STUDENT GUIDE

MODULE CONTENTS

Each module consists of the following:
- An introductlioen
- A list of objectives

= A list of learning activities explaining how to study the
module

- A list of resources showing the required reading for the
module

- The module text

A module test

MODULE TESTS

The test at the end of each module has been designed to evaluate
your knowledge of the module material, When you feel you have
achieved the module objectives, you may take the test. The
answers to each test are found in the accompanying Tests and
Answers booklet. There are no grades, and you will not be
compared to others taking the course. In each module test, you
are merely asked to demonstrate an adeguate understanding of the
material hefore proceeding.

Your work need not be checked by someone else. However,
discussing your answers with someone who has completed the module
test may be mutually beneficial.

SETUDY HINTS

You should first carefully study the objectives of a module.
Next, tead the 1list of assignments so that you fully understand
how you are going to achieve the goals stated in the objectives,
In particular, consider the wording of the assignments; words
such as "study,”™ "read,” "look over,” and "glance over™ indicate
the depth of study recommended in each particular assignment,

If after reading the objectives you feel that you already
understand the materjal, take the module test first. If you have
trouble answering the module test questions, return to the
learning activities and perform all of the tasks indicated,
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COURSE RESOURCES

For additional information on writing applications and system
troubleshooting, refer to the fcllowing manuals. They may be
ordered through your nearest Digital Equipment Corporation Sales
Qffice.

1. DECnet DIGITAL Network Architecture (Phase 1V) General
Description (Order No. AA-N143A-TC)

2. DNA Data Access Protoccl (DAP) Functional Specification,
Version 7.0 {Order No. AA-K177B-TK)

3. DNA Digital Data Communications Message Protocol {DDCMP)
Functional Specification, Version 4.1 (Order No.
AA-K175A-TK)

4. DNA Session Contrvoel Functional Specification, Phase TV,
Version 1.8 {(Order No. AA-KLBZ2A-TK)

5. DNA Routing Layer Functional Specification, Phase 1V,
Version 2.Q (Order No. AA-X433A-TK)

6. DNA Low-Level Maintenance Operations Architectural
Functional Specification, Version 3.@ (Order No.
AA-X436-TK)

7. DNA Network Management Functional Specificaticn, Version
4.9 (Order No. AA-X437A-TK}

8. DNA End Communications {NSP} Functional Specificatign,
Phase IV, Wersion 4.8 (Order No. AA-X43I%A-TK)

9. DNA NI Data Link Architectural Functicnal Specification,
Version 1.8, (Order No. AA-Y29BA-TK)

19. DNA NI Node Product Architectural Functional
Specification, Version 1.8 (Order No. AA=-X440A-TK) *

1l. DNA X.25 Frame Level Functional Specification

By

1z,
13.
14,

15,

DK&

STUDEKRT GUIDE

X.25 Packet Level Functional Specification

DKA

X.25 Gateway Access Functional Specification

DKA

SNA Gateway Access Functional Specification

DRA

Network Virtual Terminal Functional Specification

11
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DNA OVERVIEW

INTRODUCTION

This module introduces the basic concepts, characteristics, and
goals of DIGITAL Network Architecture (DNA}. The other modules in
the course expand upon what is introduced in this module.

It is assumed, as stated by the course prerequisites, that vyou
successfully completed Network Concepts, the self-paced course.
The Network Concepts course covers basic network terms. It also

illustrates and defines the various types of petwork topologies
possible using the DIGITAL Network Architecture as a foundation.

OBJECTIVES

To use DECnet in technical support of applications environments,
Software Specialists and Customer Personnel must understand the
basic concepts of the DIGITAL Network Architecture (DNA} fncluding
its:

- Layering system

- Modules and interfaces

- Protocols

- Message data flow

- Available user services
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RESOQOURCE

DECnet DIGITAL Network Architecture (Phase IV) General

Description

LEARNING ACTIVITIES

1.
2.

Study the information in this module,

Read Chapter 1, Introduction to DECnet (Phase IV), in the
DECnet DIGITAL Network Architecture (Phase IV) (Ceneral

Description.

Take the module test at the end of this module.

Correct the test using the answer sheet provided in the
Tests and Answers booklet, Review the material on any
gquestions you may have missed before moving on to the next
module,

DNA OVERVIEW

1.1 DNA ARCHITECTURAL LAYERS

DECnet DIGITAL Network Architecture (Phase IV) is made up of eight
different software layers. Seven of these layers use predefined
modules and protocols to perform specific functions. The eighth
layer, the User layer, does not define any specific protocol
(refer to Table l~1). It is the responsibility of the user to
define a protocol that will best serve his needs of intertask
and/or program communications.

l.1.1 DNA Layers And Modules
Table 1-1 briefly describes each DNA Layer. Figure 1-1 shows the
relative placement of the different Jlayers within the DIGITAL

Network Architecture (DNA). Figure l-1 shows the various modules
and protocols within the different layers of the DNA.

Table 1-1 DNA Layers

DNA
Laver Description

User Layer Contains most user-supplied functions and
the Network Control Program (NCP). NCP
Provides system managers and users with
interactive terminal access to lower
layers of the DNA. NCP is the only pre-

defined DECnet module in the User layer.

Network ° Controls the lower layers of the DNA using
Management the Network Information and Control Exchange
Layer Protocel (NICE). This is the only layer

with direct access to all other lower
layers, It allows the system manager and
privileged users to control the network
from any terminal in the network.

Network Performs generic services to the User layer
Application using specific protocol modules. Contains
Layer both user-defined and DIGITAL-supplied soft-

ware modules that can execute simultaneously
or independently. It allows remote network
functions to be performed. Tasks at this
level perform specific functions (e.q., a
file transfer from one node to another).
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Table 1-1 DNA Layers (Cont)
DNA
Layer Description : THE METWORS CONTROL
PROGHAN Wil ALLOWS A USER PROGR AW
. MANAGER OPERAT CAT A USER PAOGA
Session Defines system-dependent aspects of the MomiTOR ConTROL O e T A ACCESSING MEMOTE FILES
Control logical link communication. Provides: - NETWORK ACTIVITY
Layer S - . o- F
- Access control protection . 4 . - g
- Logical Link management e ner usEn I vsEm
~ Guaranteed message delivery ‘ TROGR AN PROGR AN
- Segmentation of message into packets N 7
NETWORY NETWORR
End Controls the system—independent aspects aof WANALEMERT WAREGEMENT
Communication creating and managing logical links., Pre- LavER RO. TINES
Layer viously called the Network Services layer.
i . NETWORK - £
Routing Routes the user datagrams in packets to APE_ICATION S
: . - - ViR
Layer their destination (also called a "packet LAst ROUTIRES
delivery service"”). This layer was v
previously called the Transport layer. SESHION
CONTRD, SESSION
LAavER CONT R
Data Creates a communication path between ad- WODULE
Link jacent ncdes. Ensures data integrity and Ai
Layer delivery of packets to the adjacent nade. E;L»»-n -
This layer consists of several different Couy et UL
software modules. Supports X.25, Ethernet, T
and DDCMP links for both asynchronous and 1
synchronous communications. Modules in ROLITING P
i LAYER UTING
the layer may execute simul taneously of MODULE
independently. L~ %
. : e _ pat
Physical Manages the physical transmission §nd re o +{ Docwe x ETHERNET
Link ception of user data over the physical LAYFR #ODuLE wMapuLE MODULE
Control network lines. This layer consists of AN T ~
Layer parts of the Device Driver for each com- 4 Sy 4 P ~u
munications device and the communications Te LINE a1 LNE B T Ca CnEDs e
device itself. LAYER CONTROLLER contaoLcer|  JconTmolLEAl  Jcontroliem|  JconTAOLLER
AY Ji
COMMUNICATIDNS
FACILITIES ,‘l 1 ,]
) 4 ) X
;?Elﬂcl LINER £ G A LNECIEG A LINESO B E
LEFHDNE LINE) LOCAL CABLEY  TELEPMONE LINE) {ETHERNET CABLESI

Figure 1-1

in a Typical DECnet Node

DNA Layers and Modules Resident

TesAR
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1.1,2 DNA lLayer Interfacing

The different ONA layers in a single DECget gode pgiv:heiE::L:;:
s u
h etween them. The path wused epen -
E;::iti:n to be performed is for normql user data traffic, ﬂet“:;:
management, or network fault isolatlonT These pat?s cozgec
different DNA layers together to accomplish the user's goal.

i ' al thus
These aths change depending upon the user's goal,
interfnging the DNA layers differently for spzcxf;:ndusgg
applications. For example, the user's goal could be z T and
receive data messages ot files (normal user data), or to
receive test messages or files (test data).

Figute 1-2 shows the different paths far normal and management
applications of the DNA.

USER MDDULES
() [ 00

NETWORK|MANAGEMENT MODULES ]

0 10 JQ_l o0
NETWORK APPLICATION MODULES
[ 10 1 O

SESSION CONTROL MODULES |

10

END COMMUNICATION MODULES |

10

AOUTING MODULES |
i)

DATA LINK MODULES J
i0
————{ prvsicaL Link MODULES |

Lgi.

—= CLIENT OR NORMAL @

INTEAFACE KEY

NETWORK MANAGEMENT
MAINTENANCE g

TH-108 Y

Figure 1-2 DNA Layers and Interfacing Paths

DNA OVERVIEW

1.2 DNA USER SERVICES

As shown in Figures 1-1 and 1-2, there are many different ways the
DNA  layers can be accessed by the other layers within the DNA.
This versatility provides the following User Services to the
network user:

= User-to-User: A user level task or pProcess in one node
can communicate via a logical link with a user level task
©r process {n another node.

- Remote Application: A user level task or process that
uses a Network Application mocdule at the local node to
Perform a function at a remote node via a logical link.

- Network Management: A user level command or process that
uses & Network Management module st the local node to
pPerform a Network Management service at a remote node.
This wuser service wuses a logical 1link created by the
Session Control and other lower layers to interface
directly to the Data Link layer.

1.3 DNA PROTOCOLS

A Protocol is both a set of messajes and the rules for exchanging
messages. DNA defines the messaje formats and rules very
specifically. This allows communication between svftware modules
with equivalent functions on different nodes.

The DNA protocol of any one software module is transparent to
other DNA software modules. Only protocols of modules that are on
different nodes but that are functionally egquivalent can recognize
each other's header information. They can tell the difference
between protocol header information and user data.

Table 1-2 lists the DNA-defined protocols, the layers with which
they are associated, and a brief description of each,
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Tahle 1-2 DHA Protocols

Description

DNA
Protocol Layer
None USER
Network Informa- NETWORK
tien and Control MANAGEMENT
Exchange (NICE)
Event Logger
Maintepance
Lperation
Pata Application NETWORK
{DAP) APPLICATION

Network Virtual
Terminal Protoco}s

X.25 Gateway
Arcess

SNA Gateway
Access

Reserved for user-speciflc
processes

Triggers down-1line loading,
dumping, testing, reading
parameters and counters,
setting parameters, and
zeraing counters.

Records significant occur-
rences such as changes or
inconsistencies in lower
DNA layers.

Provides for data link level
laopback testing, remote con-
trol of unattended systems,
and down-line loading or up-
line dumping of computer
systems without mass storage,

Used for remote file access
and transfer.

Used for terminal access
through~-out the network.

Provides an interface for a
node not directly connected
to a public data network.
Allows the node to access
the facilities of that net-
work through an intermediary
gateway node.

Provides interfacing for a
node not connected directly
to an IBM SNA network access
to the facilities of that
network for terminal access
and remocte job entry.

DNA OVERVIEW

Table 1-2 DNA Protocols (Cont)
P DNA
rotocol Layer Description
:??pback NETWORK Used for network management
ror APPLICATION logical link leoopback tests.
Session SESSION Controls network functlions
Control CONTROL such as:
- sending logical link
data
-~ receiving logical link
data
- disconnecting logical
links
- aborting logical links
End . . END Controls all system-indepen-
Communication COMMUNICATION dent aspects of managing
logical links,
Routing ROUTING Manages all message routing
and congestion control.
DIGITAF DaFa DATA LINK Ensures the integrity and
Communications CONTROL

Message Protocol
(DDCMP)

X.25

Ethernet

correct sequencing of mes-
sAges between two adjacent
nodes.

Implements the X.25 packet
level (level 3) and X.25
frame level {level 2} of

the CCITT X.25 recommenda-
tion for public data network
interfaces.

Allows the user's node to
connect to an adjacent node
via an Ethernet local area
network,
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Figqure 1-3 shows the protocol communication between two adjacent
nodes. Notice there is only one physical link hetween the two
nodes, and that each module's specific protocel will only
communicate with the other node's equivalent module. Both modules
on each node must use the same protocol.

The purpose for eguivalent module-to-module communicatien is to
make the other modules and layers in the nodes transparent to each
other, The lower layers and modules of the DNA see the upper
layers and their protocol messages as user data.

In a sense, the protocel messages of the wvarious layers and
modules build wupon each other. Although invisible te the user,
this protocol building effect is what accomplishes the wuser's
goal.

This concept of transparent software layering with protocol
connections between the wvarious software modules and layers
provides the Network user with a network that is:

= Flexible to upward change
l. DNA allews incorporation of future technology
changes in both hardware and software.
2. DNA allows the movement of function respansi-

bilities from sofrware to hardware as more
sophisticated hardware line controllers are
introduced.

3. DNA allows subsets of software modules to reside
in any one layer, providing unlimited versatility
to network nodes.

- Cost effeptive
l. A DECnet network application costs about the same

as A customer-designed network that achieves the
same performance for the same applicatian.

- Secure
1. DNA lavering allows for security at several levels
(layers).
2. User access and authenticity 1is implemented in
most DECnet products.

- Highly available
I. HNetworks can be confiqured to maintain operation
even if a subset of lines or nodes fail. This is
because the DNA Maintenance functions are hiqghly
distributaed; DECnet networks can recover from
operator error {(unless the error is extreme).

DNA QOVERVIEW

Highly distributed
l. The major functions of DNA are not centralized in
one nodelxn & network., This prevents the network
from relying heavily on any one specific node for
network management and control.

Able to implement network control and malntenance
functions at a user level
l. Allows easier Bystem management
2. Allows terminal commands to set, change, or
display lower level parameters of counters

Able to support a wide range of topologies, such as:

. Point-to-point

Star

Bus

Multipoint

Multiple controller/Multiplex

Hierarchical structures

Topolegies in which each node has equal control
over the network operation

Networks tailored to maximize efficiency for a
customer's specific application, no matter how
large or small

=] ~}ON U R e
o

Able to support a wide range of communication facilities
such as: '
Leased telephone lines

Private telephone lines

Switched telephone lines

Satellite links

Ethernet local area networks

X.25-based packet-switching networks

Local coaxial cable links

Fiber optics links

.

O R B R
..

Also able to support many different methods of
communication, such as:

l. Asynchronous

2. Synchronous

3. Full-Duplex

4. Half-Duplex

5. Simplex

oy W
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Fiqure 1-3

Protocol Communication

l CONNECTION I

Between Two Adjacent Nodes

DNA OVERVIEW

1.4 DNA MESSAGE DATA FLOW

A Distributed Data Processing Network shares
performs distributed computation, and performs remote computer
System communication. These network functional goals are
accomplished wunder DNA by passing dJdata from a source in one
network node to a destination in another network node.

computer resoutrces,

1.4.1 Message Building

It is important to understand how the original wuser's data |s
passed through the DNA layers in and between nodes in the network.
Since DNA is a layered protocol structure that builds the data

into more than just the original message, it must be looked at one
piece at a time.

Figure 1-4 shows data building and stripping as the original wuser
data is passed from layer to layer in a DECnet node. For sending
messages (transmitting), start from the top and work down. For
receiving messages, start at the bottom and work up. In this
example, Network Management is not involved.
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Figure 1-4 Data Message Passing Through DNA Layers
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1.4.2 Message Flow From Node To Node

Messages traveling from one node in a network ta another node,
pass from a source process in the transmitting node to a

destination process In the receiving node. To travel from node to } | |
node, the message must be directed along the way. This message

DATA
CONTROL

direction is provided by the DNA protocols.
!
LR -

DATA | iy

take place

DATA
DATA

DATA

Figure 1-5 {llustrates the message steering that must
to route any data from one network node to another. This example

bAata

shows a data message traveling from Node 1 to Node 3 using the g
£
x

Routing layer protocols of Node 2, In this case, Nodes 1l and 1}
are not adjacent nodes.

The data from Node 1l originates at the User layer. It s then

adds its own specific piece of information for message control,
Finally, the Data Link and Physical Link layers acting together
transmit the data across the network line.

RMITING

FATKEY
HEADFR

PACFET

ROUTING|
CONTRAOL|HF AT R

T

nata
LT

When the data is received by Node 2, it passes the message up to .
its Routing layer. Node 2's Routing layer then checks the Routing
protocol information added by Node 1l's Routing layer and
determines that the message is not for it. Node 2 then checks to
see if it knows of a path to the intended node.

NODY 7

If Node 2 does not know the way to the intended destination node,
it sends a message back to Node l telling it that the destination .

I
!
I
I
|
I
J
~ ; |
passed down through the DNA hierarchy where each layer's protocol |
|
|
|
|
J
|
|
node is currently unreachable. }

—_——— e s —

DATA

ROUTING
PACYIT

HIADER

In the figure, Node 2 does know the way to Node 3. Node 2  uses ]
its own routing layer infaormation {(routing data base} to forward -

the message to Ngde 3.

Node 3 receives the message from Node 2 and passes the data up to

Message Flow from Node to Node

pg

DATA
CONTROL

r — - — ]

its Routing layer. Node 3's HRouting layer checks the Routing

DATA | L1k

DATA
®
DATA
)
DATA

ptotocol infermation added by Node 1's Routing layer. Nade 23's

DATA

Routing layer protocol determines that the message is for it and

Figure 1-5

then strips off the Routing layer oprotocol header information. "

NODE Y

Node 3's Routing layer then passes the message up to the next

piece of protocol information from the message. Finally, the .
message from Node 1's User layer [s passed up to the originator's

1

|

I

|

I

I

|

higher DNA layer. Each layer must strip off 1its own specific !
I

intended destination, Node 1's User layer. I
!

|
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Figure 1-5 assumes that the user on Node 1 requests to send data

to a

user on Node 3. The following numbered steps correspond to

the circled numbers found on Figure 1-5. The numbered steps are
in otder of occutrence as the original user's data message is
processed, transmitted, and received by the user at Node 3.

Data Flow at the Scurce Node (Node 1)

o

Node 1 user reguests a loglcal connection to the
Destinatien node {Node 3) user by passing the connect
control data.

The Session Control layer receives the user data, maps the
destination node name, Node 3, to a numerical address, if
necessary. It then places the data and its control
information into the next transmit buffer. The messaqge,
or transmit buffer, is then passed down to the End
Communication layer for further processing.

The End Communication layer adds its control information,
which includes a logical link identification number, to
the message. It then passes the messagje, now called a
datagram, down to the Routing layer.

The Routing layer adds a header made up of the destination
and source node addresses to the message. It then selects
an outgoing circuit for the message based upon the routing
information stored inm the Routing layer. PRouting then
passes the message, now called a packet, to the Data  Link
layer.

The Data Link layer adds Its protocol header which
consists of framing, synchronlzing, addressing and contrel
information to the packet. 1t also adds 1its protocol
trailer, which is a cyclic redundancy check (CRC)
character, to the packet. The packet is now "enveloped”
for transmission. The Data Link layer then passes the
packet to the Physlical Link layer for transmisslon.

The Physical Link layer transmits the enveloped message
over the physical line to the next node on the physical
transmission line.

DNA OVERVIEW

Data Flow Across the Network to the Destination Node (Node 3)

0

The enveloped data message arrives at Node 2, the next
node on the physical 1line. The physical Link layer of
Node 2 receives the message and passes it up to the Data
Link layer.

The Data Link layer checks the packet for any bit errors
that may have been caused by the transmission medium.

On  non-Ethernet 1links, the Data Link layer protocol
performs error cortection procedures. DOCMP  and X.25
Links provide error correction by requesting the source
node to retransmit the messaje.

For Ethernet 1links, packets received in ertor are
discarded. Error rezovery is provided by higher level DKA
layers.

The Data Link layer strips the header and trailer
information from correztly received packets. The data
message is then passed up to the Routing layer.

The Routing layer of Node 2 checks the Routing layer
protocel information on the packet. The Routing layer
information added by Node ! is decoded to determine the
intended destination of the packet, If this packet were
intended for Node 2, the Routing layer protocol
information would be stripped from the packet (it would
now be called a datagram).

The datagram would then be passed up to the End
Communication layer for further processing (protocol
stripping). However, since this packet is not destined
for Node 2, Node 2's Routing layer protocol must steer the
message back out onto the proper transmission circuit to
send this packet to Node 3. Once the proper transmission
circuit is determined, it passes the packet down to Its
newly calculated transmission circuit's Data Link layer
for further protocol processing.

The message proceeds as in steps S5 and 6 above.

The message proceeds through the network, switching at
routing nodes, wuntil it arrives at a node whose address,
as defined by its Routing layer, 1is the same as the
destination address in the Routing protocal header.
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Data Flow at the Destination Node (Node 3)

o

The packet passes to the Routing layer of the destination
node, Node 3, as described in steps 7 and 8 above. The
destination Routing layer checks the Routing header (step
9}, but this time passes the datagram up to the next DNA
layer, the End Communication layer.

The End Communication layer strips the original End
Communication layer's protocol header information from the
datagram. If the End Communication layer  has the
resources to form a new logical link, it will pass the
connect data to the Session Control layer.

The Session Control layer then removes the Sessjon Contrel

ptotocol header informaticn and performs any necessary
access control functions. It then passes the message to
the appropriate process in the User laver.

The destination process interprets the data according to
whatever level protocol is being used by the destination
node user.

DNA OVERVIEW

1.5 NOTES ON THE PHYSICAL LINK LAYER

The Physical Link 1layer 1includes parts of the Device Driver
software for each communications line controller device, and the
communications hardware. The communications hardware includes
line interface devices (line controllers), modems, and the
physical communications line.

In this, the lowest of DNA layers, industry standard electrical
signal specifications such as EIA RS-232-(, CCITT V.24, the
Ethernet physical layer, or CCITT X.25 level 1 operate, rather
than predefined DNA layer protocols. DNA only defines the
following functions for the Physical Link layer:

- Interface between the Network Management and Physical Link
layers

- Type of irformation to be stored by physical line counters

= Which hardware events to pass up to the higher DNA  layers
for interpretation, storage, or action

- Monitor physical line sigrals
- Clock data to and from the physical line
- Handle interrupts from the communications hardware device

= Inform the Data Link layer when a transmission or
reception of data is completed

D
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DNA Overview

MODULE TEST

Answer the following gquestions by circling the letter next to the
best possible soclution. After you have finished the test, check
your answers against the Answer Sheet provided in your Tests and

Answers booklet. Do not proceed to the next module until you have
correctly answered all of the following questions.

1. DhA:

3. Provides the detailed functional specifications for
DIGITAL computer netwarks.

b. Defines a netwzrk model that permits all DECnet products
to share the same data communications network.,

€. Defines an industry-wide model of a data communications
network.

d. Provides the product sprecifications for connecting to DEC
systems.

2. Protocol is:

a. The DNA interface between adjacent layers at the same
node.

b, A special message sent over the network to control data
transmission.

. A special node in the network.,

d. The DNA interfaces between the same layer In different
nodes in the network.
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DNA is layered because:

It could not be modeled any other way.

It permits the model flexibility to change with the

evolution of new technology.

It permits the model to be fixed and inflexible. Thus
Digital Equipment Corporation can sell aentire DNA
structures even when small changes ln technology occur.

No other network architecture uses it.

A major DNA design goal is te:

Provide a network that costs less than any

custom=-developed network.
Support only high-speed data communications devices.

Permit user-defined network configurations. Thus networks

can be structured to meet the user's needs.

Provide services for limited size networks. The
architecture limits the number and types of nodes that can
be placed in the network.

Which of the following characterizes DNA/DECnet (Phase 1V)

supported networks?

a, They must be ring-structured networks.

b. They do not have to be formally structured.

€. They must be structured only as hierarchical-tree
networks.

d. They are limited to circult-switching communication
operations.

1-24

Which of the following best describes the DNA Data Link layer?

a. Provides the network with logical links.

L. Provides the functions used to plan, control, and maintain
the operation ¢f the network. '

©. Provides error-free physical links between adjacent nodes
in the network.

d. None of the above,

The Routiny layer interfaces with which of the following DNA

layers?

a. End Communication, Network Management

b. Session Control, Data Link, and Network Management

c. End Communication, Data Link, and Network Management

d. Data Link, Session Control

Which of the following protocsls resides in the DNA User

DNA OVERVIEW

layer?

a. DAP

b. DDCMP

C. NSP

d. None of the above

e W
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DNA OVERVIEW

The User Level directly interfaces ta which of the following
DNA layers?
a, Session Control, Network Manajement

Application, and Network

b. Session Control, Network

Management

c. Session Control, Routing, and Network hpplication

d, Network Management, Ne twork Application, and End

Communication

The NICE protocol resides in which of the following DNA

layetrs?

a. Network Management
b. Session Control

c. Data Link

d. HNetwork Application

What is Data Message enveloping?
a Appending protocol header information to the message as it

passes through the DNA layers.

; 3
. Strippin totocol header information from the message a
® it[ gssszsp through the Physical Link layer of adjacent

nodes in the network.

c appending and stripping protocol header information from

the message as it passes through the DNA layers.

i i i from
. Appending and stripping protocol header anormatlon
d tgz meszaqe as it passes through the Physical Link layer

of adjacent nodes in the network.

12,

DNA OVERVIEW

Assume Nodes 1 and 3 are adjacent nodes in a DECnet (Phase IV}
network. Node 1's End Communication layer sends a control
message to Node 3's End Communication layer. which of the
following DNA layers must this message pass through to be
received successfully by Node 37

a. Node 1, Data Link layer

Node 1, Physical Link layer
Node 3, Physical Link lavyer
Nade 3, Data Link layer
Node 3, Routing layer

b. Node 1, Routing lavyer

Node 1, Data Link layer
Node 1, Physical Link layer .
Node 3, Physical Link layer
Nude 3, Session Control layer

c. Node 1, Routing layer
Node 1, Data Link layer
Node 1, Physical Link layer
Nude 3, Physical Link layer
Node 3, Data Link layer
Node 3, Routing layer

d. Node 1, User layer
Node 1, Network Management layer
Node 1, Routing layer
Node 1, Data Link layer
Neode 1, Physical Link layer
Node 3, Physical Link layer
Node 3, Data Link lavyer
Nede 3, Routing layer
Node 3, End Communication layer
Node 3, Session Control layer
Node 3, Network Management layer
Node 3, User layer

1-27



13.

Matcn the following questions with the correct answer
list bLelow.

14.

GNA OVERVICW

What is the primary function of the Network Application layer?

a.

To provide a layer in the DNA model for generalized
application scoftware packages that can be used by all
users.

To provide the user the ability to plan, control, and
maintain the network.

To allow two user programs to exchange data over a logical
link.

To allow two users to exchange data over a physjcal link.

from the

Which DNA layers are made transparent to the Network user by
the DNA User layer?

Which DNA layers provide the user with an interface to the
other DNA layers?

User Layer
Network Management Layer
Network Application Layert

Session Control Layer
End Communication Layer
Routing Layer

Data Link Layer
Physical Link Layer

Network Management Laver
End Communication Layer
User Layer

End Communication Layer
Network Application Layer
Session Control Layer
User Layer

DATA LINK CONTROL
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INTRODUCTION

This module intreduces, describes, and illustrates the operations

performed, and message formats wused, by the Data Link Control
layer of the DNA.

OBJECTIVES

To use DECnet in technical support of applications environments,
Suftware Services and Customer Personnel must be able to:

1. Identify the Message Formats used by the DNA's Data Link
Control layer.

2. Describe the functional opetrations performed by the DNA's

Data Link Control layer, and the different Data Link
modules that make up the Data Link Control layer.

LEARNING ACTIVITIES
1. Study the informatien in this module,

2. Read Chapter 2, The Data Link layer (Phase IV}, 1in the
DECnet DIGITAL Network Architecture (Phase IV) General

Description.
3. Take the module test at the end of this mocdule.

4. Correct the test using the Answer Sheet provided in the
Test and Answers booklet. Review the material on any
guestions you may have missed before going on to the next
module.
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RESQURCES

1.

2.

DECnet DIGITAL Network Architecture (Phase IV) General
Description

DNA Digital Data Communicaticons Message Protocgl (DDCMP)

Functional Specificaticn, Version 4.1

DNA NI Data Link Architectural Functional Specification,

Version 1.0

DNA NI Node Product Architectural Functicnal
Specification, Version 1.9

DNA X.25 Frame Level Functional Specification

DNA X.25 Packet Level Functional Specification

DATA LINK CONTROL

2.1 LAYER PURPOSE
The Data Link Control layer has two major purposes:

1. To ctreate an error-free physical link between two adjacent
network nodes.

2. To pass data over the physical link,

2.2 LAYER FUNCTIONS

The Data Link
functions:

Control layer provides DNA with the followiny

- Creates the communication Path between two adjacent nodes,

- Frames messages for transmission on the channel connecting
the two adjacent nodes.

- Checks the integrity of received messages.,
= Manages the use of channel resources,

= When required, ensures the

integrity and the
sequence of transmitted data.

LAl
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2.3 LAYER INTERFACES

There are five layer interfaces defined between the Data Link
Contrel layer and the other DNA layers., Two of these interfaces
are to its adjacent layers, the Physical Link layer and the
Routing layer. Two other interfaces are to the Network Management
layer, one for network management functlons and the other . for

network maintenance functlons. The fifth interface is to the
Network Application layer for Systems Network Architecture {SNA)
Gateway functions. Refer to Module 1, DNA Overview, Figure 1-2,

for a depiction of these interfaces. The commands and responses
that perform the layer interfacing differ depending upon the Data
Link Control layer protocol mocdule being used. There are three
Protocol Modules currently tresiding within the Data Link Contral
layer:

1. DIGITAL Data Communications Message Protocol (DDCMP)

2. CCITT X.25 Levels 2 and 3

3. Ethernet Data Link

2.4 DDCMP MODULE

For a more indepth study of the DDCMP module and its interactions
with DNA, read:

1. Chapter 2, Sectien 2.1, in the DECnet DIGITAL Network

Architecture (Phase IV) General Description.

2. Chapters 1-7, Appendices A-G, in the DNA DIGITAL Data
Communications Message Protocol (DDCMP) Functional
Specification, version 4.1.

DATA LINK CONTROL

2.4.1 DDCMP Functicnal Description

DDCMP is a general-purpose protocel that operates on A variety of
communication systems from the very large to the very small.
DDCMP makes maximum use of channel bandwidth and handles
transparent data efficiently. Data transparency is the capability
of receiving, without misinterpretation, data contalining bit
patterns that resemble protocol control characters. DDCMP can
handle this transparent data efficiently because It is a
byte-oriented protocol. A byte-oriented protocol provides a count
of the number of bytes that will be sent in the data portion of
each message sent.

DDCMP controls the Physical Link layer operation. It transmits
data grouped into physical blocks known as Data Messages. The
primary function of DDCMP is to ensure data integrity and the
sequentiality of data transmitted over a single physical link.
Physical links are called Channels or DDCMP Circuits. Computers
using this protocol are able to correctly exchange data over a
physical network line. DDCMP ensures that the data 1is exchanged
without errors caused by the physical network line. The DNA
layers located above the DDCMP module interpret this data once it
is correctly exchanjed.

Users ot Programs wishing to communicate using DDCMP must agree on
the syntax of the data transmitted over the channel. DDCMP may be
viewed, as shown in Figure 2-1, as an envelope that encloses the
data message. The messaje to be transmitted is enclosed by a
message header and a message trailer. The terms message header
and trailer are discussed later in this section.

MESSAGE PARTS HEADER BODY TRAILER
——
—
MESSAGE AS SENT
HE PHYSICA MESSAGE MESSAGE
E;ﬁ?T E PHYSICAL HEADER CLIENT DATA TRAILER
DATA FAOM HIGHER L DATA AND HIGHER LAYER |
DNA LAYERS ! PROTOCOL INFORMATION i
| I i |
MESSAGE CONTROL: (] f:To[ ERADRA
INFORMATION ADDED INFORMATION CONTROL
BY DDCMP FIELDS FIELD
)
TRANSMISSION/ 1 T
RECEPTION ORDER FIRST MESSAGE FLOW DIRECTION LAST
TR-VOR'S

Figure 2-1 DDCMP Message Envelope
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2.4.2 DDCMP Functional Operations

DDCMP provides a mechanism for exchanging error~free messages over
the network line. This mechanism works as follows:

M number to each data message beginning with number
5250? a::iz?se:ch initialization, and increments by a count of on:
for each subsequent data message sent. The message numbers sga;
at @ and sequentially count up until a decimal count of 255 is
reached. Once this count of 255 is reached, the next count causes
a reset back to @ so that the next data message sent will have a
decimal count of @, This numbering method permits DDCMP to have
up to 256 outstanding unacknowledged messajes. This is a useful
feature of DDCMP when working on high delay circults such as those
using satellite links.

DDCMP places a 16-bit cyclic redundancy check (CRC-16) character
at the end of each DDCMP header and at the end of the data portion
of each message transmitted., This CRC-16 character is an error
detection polynomial that performs the same basic functions as
vertical and horizontal parity check circuits. The CRC-16 method

of error detection is much mote accurate than either the vertical
"or horizontal parity error checking methods.

The receiving DDCMP module checks for ertors and, 1if there are
none:

1., Passes the received message to the next higher DNA layer
2. Returns the message number with a Positiye Acknowledgement
(ACK) indicating prtoper message reception to the message
transmitting stafion.
The recelving DDCMb' module need not acknowledge each message
received. Acknowledgement of data message (n) implies
acknowledgement of all data messages up to and including data
message (n).

If an error is detected by the receiving DDCMP module, one of the
following happens:

l. time-outs occur
2. control messages are sent
3, data messages resynchronize and trigger automatic

retcansmission of the message or Sequence of messages that
contained errors.

c2-8
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These DDCMP functicnal operations can be grouped into three basic
areas:

l. Framing
2. Link Management

3. Message Exchange

2,4.2.1 Framing - Framing is the process of locating the
beginning and ending bytes of a message at the receiving end of a
physical link. Framing is accomplished by synchronizing the

receiving station's communications device receiver circuits with
the message sent by the transmitting station. This synchron-
ization must occur at the bit, byte, and message levels before
framing is complete. DDCMP uses a special B-bit byte called a
synchronization character (SYN); the character wused is 96
hexadecimal, This SYN character precedes all transmitted messages

to allow the receiver time to synchronlize with the bytes in the
transmitted message,

2.4.2.2 Link Management =- DDCMP manages the Physical Link between
network nodes wusing the selection flag in  the DDCMP message
header. This 1link management is vital to half-duplex,
peuint-to-point, and multipoint network 1links. Full-duplex,
peint-to-point network links do not require line management
transmit and receive coordination. Full-duplex topologies provide
each station's transmitter its own line to transmit messages.
Figures 2-2 through 2-5 show the basic network link types.

iy
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DATA LINK CCNTROL

NODE 1 {HOST)
NODE Y NCDE ? TRANSMIT
AND
RECEIVE
TRARNSMIT TRANSMIT OPERATIONS
AND TRANSMIT/RECEIVE AND
AECEIVE TRANSMIT.RECEIVE RECEIVE I.EEE‘FJL‘”
OPERATICNS OPERATIQNS
NODE 2 iTRIBLITARY) NODE JITRIBUTARY) NODE 4 ITRIBUTARY)
TRANSMIT TAANSMIT TRANSMIT
10818 AND AND AND
RECEIVE RECEIVE RECEIVE
Figure 2-2 Half-Duplex, Point-to-Point Link OPERATIONS ORERATIONS OPERATIONS
TRANSWIT, TRANSNIT, TRANSMIT,
RECEWE RECEIVE RECE [VE

Teromn
Figure 2-4 Half-Duplex Multipoint Link
NODE 1 NOOE 2
T
TRANSMIT TRANSMIT RECEIVE | RECEIVE NODE 1 (HOSTI
OPERATIONS OPERATIONS !
L, - — - - = e o e TRANSMVIT |RECEI\-’E
BECEIVE RECEIVE TRANSMIT | TRANSMIT OPEHATIONS | DPERATIONS
OPERATIONS OPERATIUNS !
TRANSMIT RECEIVE
TR AORIT . TRANSMIT TRANSMIT TRANSMIT
NODE 2 {TRIBUTARY} KNODE J{TRIBUTARY] NODE 4 ([TRIBUTARY)
Figure 2-3 Full-Duplex, Point-to-Polnt Link TRANSMIT TRANSMIT TRANSMIT
OPERATIONS OPERATICONS OPERATIONS
- |\ F=-=--- - - = - b = = = — | == == - = -
AECEIVE RECEIVE RECEIVE
OFERATIONS DPEAATIONS OPERATIONS
- 1 RECEIVE Ineccnve 1 RECEIVE
THE TR
o

Figure 2-5 Full-Duplex Multipoint Link
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In half-duplex, point-to=-point links, the two adjacent nodes
cannot transmit and receive at the same time. They must share the
same physical line, and control who is transmitting at any. given
time over the line. Line control is accomp!xshed via the
selection flag. The selection flag is contained within the DDCTP
message header for all DDCMP message types. The station currently
transmitting must set the flag in the 1ast.ttansm1tted message Lo
relinquish control of the line. Receiving the selection flag
informs the receiving station that this message s the last
message from the transmitting station, and that the receiving
station now has control of the line, Figure 2-6_show§ an axample
of line management on a half-duplex, peint-to-point link.

e
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NODE 1
DATA LINK LAYER
- —

PHYSICAL LINK
e

NODE 2

DATA LINK LAYER
RN

r ¥

TRANSMIT DATA

Y

TRANSMIT DATA

TRANSMIT DATA

TRANSMIT DATA
AWD SELECT
FLAG

Al

TRANSMIT DATA

TRANSMIT DATA
AND SELECT
FLAG

TRANSMIT DATA
AND SELECT
FLas

TRANSMIT DATA

TRANSMIT DATA

TRANSMIT DATA
AND SELECT
FLAG

TRANSMIT DATA
AND SELECT
FLAG

Figure 2-6

THE SINGLE PHYSICAL LINK WITH ONE

CHANNEL OR DDCMP CIRCULT IMUST

BE SHARED AND CONTROLLED EQUAL.

LY BY BOTH NODES

TRANSMIT DATA
AND SELECT
FLAG

T 10

Point-to-Point Links
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In multipeint links there are more than two stations attached to
the physical line. Thus, there is more than one channel, or DDCMP
circuit, on the physical network line. To control the use of the
physical line, one of these stations must be designated as the
Network Controller, or Host Station. This station is responsible
for all network line usage. The Host station uses the selection
flag much in the same way as the half-duplex, peint-to-point
stations to <control line access and use. The major differences
between point-to-point and muitipoint line control are:

- Only the Host station can select another station (3
Tributary)

- Tributaries can only transmit on the line when selected by
the Host station ’

- All tributaries are in the receive mode until selected for
transmitting by the Host station

- All tributaries have 3 unique address, OF list of
addresses to which they respond

~ Tributaries only receive messages that are addressed Yo

them

- Tributaries must wuse their own unique address when
transmitting to let the host know which tributary sent the
messaje

- when the selected tributary is finished transmitting, it
must skt the selection flag in its last message to return
control of the line back to the Host station

- Transmitting or receiving messages directly hetween
tributary stations is not permitted; messages must first
be routed through the Host station.

Figure 2-7 shows an example of line management on a multipoint
link.

o

NETWORK HOST

DATA LINK CONTRCL

NETWOAR TRIBUTARIES
Pr=SICA, | INK

IDATA LINK LAYER) ICOMMTN TO ALY

SNODE 1

NODES,
NODE 7 HODE ) NODE 2

~ v —

TRANSWIT DATA
~ODE 2

| ANDSECECT FLAC%
L]

TRANSH T DATA
ANDSELECT FLAG

AND SELECT FLAG
NERE A

ThHANSMIT

DATA

TRANGHIT DATA

TRANSWIT Data
NODE 4

i

ANUSECECY FLAG

tRARSWIT DATA
NODE 3

[A5TS ale
ANDSLLECT FLAL

B

THRANSK T GATA

TRAANSA T DATA

TRANLLT DATA

A% A
ANDSELECT FLag

ANDSECECT F AT

NWODE A

TRAASMIT DATA
ARG SELECTY Foal

ANDSELECY FLAG

ThawsmiT DATa

I

ANDSELELT Fiad,

|INDSiLECT ‘LAG%
N

AN T DATA
ANDSELECT FLAG
d

TAANSMIT DATA
ANDSELECT FLAG

THE SINGLE PHYSICAL

TRANSMIT DATA
LIMK N T MANTY AND STLECT FLAG

CHANNE LS OR DDCMP CIRCLITS (5 S4aRED
87 ALL NODES CONNECTED By THE LINK
BUT THE SHSAING 1§ COMTADLLED B v

THE NETWOAR S HOST,

Figure 2-7
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In both half-duplex, point-to-point and multipoint links, a timer
is wused to handle a lost selection flag. The Selection Interval
Timer is started when the transmitting (Host) station sends a
message with the selection flag set to the receiving (tributary)
stazion.

If this timer expites before the other station begins to transmit,
it i1s assumed by the flrst station that the selection flag was
received in error. The station whose timer expires then continues
to operate in the transmit mode as if it had received a valid
selection flag from the other station.

Figure 2-8 shows an example of a selection interval timer expiring
in a half-duplex, point-te-point link.

NODE 1 PHYSICAL LINK NODE 2
DATA LINK LAYER DATA LINK LAYER

(N T T T

TRAANSMIT DATA
AND SELECT FLAG

TRANSMIT DATA
- AND SELECT FLAG

TRANSMIT DATA . .
AND SELECT FLAG [ MESSAGE LOST

4 TIMEQUT™
TRANSMIT DATA . .
AND SELECT FLAG —)( MESSAGE LOST

¢ TIMEQUT”

TRANSMIT DATA
AND SELECT FLAG -

TRANSMIT DATA
AND SELECT FLAG

Ta-val2a
Figure 2~-8 Expired Selection Interval Timer
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2.4.2.3 Message Exchange - Message Exchange 1is the process of
sending sequential error-free messages over the physical line.
This process exchanges data and conttol messages after message
framing is achieved.

DDCMP is a positive acknowledgement with retransmission protocol.
For each correctly received data message it:

= Passes the message up to the next higher DNA layer
- Returns a Positive Acknowledgement to the message sender

The acknowledgement tells the message sender that the message was
received correctly.

A message is acknowledged by an Acknowiedge Message (ACKY, or by a
piggy-backed acknowledgement in the DDCMP Data Message Header.
Piggy-backing is a technique used by DDCMP that allows a statian
to acknowledge a message or list of messages by sending the ACK
within the messaje header of the next data message transmitted.

Instead of using wvaluable 1link time to send a separate ACK
message, the receiving station may use its next normally
transmitted data messagye to convey the acknowledgement. Control
messages (ACKs) are overhead to the network user:; they cannot
carry any user data. The network that uses the least amount of
overhead for data transfers 1is the most efficient. Figure 2-9
shows an example of data message acknowledgement usiny ACKs and
Piggy-backed ACKs within a returned data message,

2-17
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NODE 1
DATA
LINK

LAYER

PHYSICAL NODE 2

LINK DATA
LINK
LAYER

I DATA 01 l—

‘ DATA Q2 }—

——% DATA 21 l

| DATA 1.3 }

‘ DATA 1.4 }-—

I ACK 2 F

MESSAGE

NOMENCLATURE KEY FCR

FIGURES 2.9 THROWGH 213

—! ACK 1 I

—ll ACK ] |
;{ QATA 4] I

{DATA RS)
R = ACKNOWLEDGMENT

§ = THE SEND MESSAGE
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TO OTHER NODE. ACKNOWLE%GEF,: s e
MESSAGE WHOSE SEND MESSA Uh'g "
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Figure 2-9 ©DDCMP Data Transfer and Acknowledgement Without Errots
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Another technique used by DDCMP to improve 1link performance is
Pipelining. Pipelining sends more than one data message without
waiting for ACKs to each successive message. ACKs confirm the
proper receipt of the specified message number in the ACK message.
They also confirm the proper receipt of all previous messages
between the message currently acknowledged and the last message
acknowledged. Pipelined messages can be acknowledged by ACKs or
by piggy-backed ACKs. Figure 2-10 shows an example of pipelined

data messagjes being acknowledged by both ACK and piggy-backed ACK
messages.

NODE 1 PHYSICAL NODE 2
DATA LINK DATA
LINK LINK
LAYER LAYER

| DATA DS }
] CATA 06 }

TH-VOMTE

Figure 2-18 DDCMP Pipelining Without Errors
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If the message is received in error or not received at all, (a
lost message), it cannot be passed up to the next higher DNA
layer, and is not acknowledged. Eventually, an error recovery
mechanism is invoked and the message is retransmitted over the
link,

DOCMP uses both timers and control messages for ecror recovery.
When a station transmits a message, it starts a timer known as the
Reply Timer. Until this timer expires the receiving station must
either Acknowledge (ACK) or MNegative Acknowledgae (NAK) the
transmitted message.

If the transmitted message is lost (not received), the receiving
station cannot send either the ACK or the NAK to the sender. In
this case, the transmitting station's reply timer will expire and
cause the transmission of a control message called Reply. The
receiving station can then ACK or NAK the Reply message. If NAaKed
the transmitting station will retransmit the original message or
messages. The NAK message informs the transmitting station of the
last message number received correctly via an implied ACK within
the NAK message header. If the receiving station ACKs the Reply,
the transmitting station assumes that the message(s) was/were
teceived correctly.

If a message is received in error, the receiving station sends a
NAK to the transmitting station. The message transmitting station
automatically retransmits the message(s) in error. NAKs provide
immediate notification of some error conditions and, therefare,
eliminate waste and inefficiencies encountered by waiting for
time-outs, NAKs are wused to report errors if the receiving
Station recognizes fhat a message was sent but for some reason
cannot correctly' process the message. Figure 2~11 shows an
example of automatic message retransmission using both time-outs
and NAK messages.
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The DDCMP message exchange component is also responsible for the
Link Initialization. DDCMP incorporates two control messages
specifically for link initialization:

- Start DDCMP (STRT)
- Start Acknowledgement (STACK)

Link initialization is the process of obtaining synchronization
betwsen two adjacent stations on a line. Link initialization is
used after a failure to reset message number wvalues at both
stations by error tecovery precedures, or when the channel or
citcuit is first established on the line. Wwhen synchronization
cccurs message numbers on both stations are set to Zero.

Fiqutes 2-12 and 2-13 show the sequence of events necessaty to
initialize a channel or circuit between two adjacent nodes with
and without errors caused by the physical line.

NODE 1 PHYSICAL NODE 2
DATA LIMNK paTa
LINK LNK
LAYER LAYER

| STRT i_ -
- { s ]

| STACK }—
XTI B

INITIALIZATION

MESSAGE

[oatacr ] — Fremanee
4! DATA 11 I

T tanze

Figure 2-12 DDCMP Startup Without Errors
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Figqure 2-13 DDCMP Startup with Errors
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2.4.3 DDCMP Message Formats

There are three types of DDCMP Messages:
1. Data messages
2. Control messages

3. Maintenance messages

Figure 2~14 shows the DDCMP message enveloping used by
different DDCMP message types.
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The message header in all three types of DDCMP messages:

Classifies each message sent inte one of three categories

- Data message (SOH) - Hex 81
-~ Control message {ENQ) - Hex 05, and

Positive Acknowledgement (ACK) - Hex 0521
Negative Acknowledgement (NAK) - Hex @502
Reply for packet request (REP) - Hex 0563
Start DDCMP (STRT) - Hex @506
Start Acknowledgement (STACK)} Hex 0507

- Maintenance Message (DLE) - Hex 9D

Provides an octal count equal to the number of data bytes
in the data portion of the message, if a data or
maintenance message

Controls transmission on the physical line for multipoint
and point-to-point, half-duplex links

Sequentially numbers each cotrectly received message
Sequentially numbers each transmitted message

Provides a destination address for each message sent on
point-to-point and multipoint links

Ensures that the message header is not received in error
or out of sequence

The DDCMP message trajler used with Data and Maintenance messages

that the data portion, which follows the message header,

is recelved without errors. .
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2.% X.25 MOQDULE

Fot details concerning the X.25 Module and its {nteractions with
DNA, read:

1. Chapter 2, Section 2.3, in the DgCngt DIGITAL Netwnrk
Architecture (Phase IV) General Descripcion

2, Chapters 1-7, Appendices A-C, in the DNA X.25 Frame Level
Functional Specification

3. Chapters 1-8, Appendices A-E, in the DNA Packet level
Functional Specificatiaon

2.5.1 X.25 Functional Description

CCITT Recommendation X.25 defines a standard interface between an
intelligent system (Data Terminal Equipment or DTE) _andD an
intelligent system that is an access point to a Pupllc_ aga
Network (Data Communications Equipment ot DCE) operating In the
Pa-ket~Switching Mode. The DTE is a programmable device that ;s
the User Side of the "user to network"™ interface. The DCE is the
Network Side of the "user to network” interface.

The CCLTT X.29 Packet-Switching Interface recommendation is
structured into three different levels:

- Level 1 - The Physical level defines the interconnection
characteristics between the DTE and the PCE. These
characteristics are the mechanical, functional, and
procedural rules for transmitting data.between the DTE and
the DCE. This level of X.25 is similar to the EIA
recommendation RS-232-C in that they both define the rules
by which the Physical Link layer is to operate, Level 1
resides in the Physical Link layer of DNA.
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- Level 2 - The Frame Jlevel defines the rules for
transmitting data between the DTE and the DCE. This level
envelopes the packet in contrel information, prescribes
the procedures necessary to ensute a high degree of
transmission accuracy, and provides the detection of lost
frames during transmission. Level 2 defines the link
access procedure for the data exchange over the physical
link between the DTE and the DCE., Level 2 resides in the
Data Link layer of the DNA.

- Level 3 - The ©Packet level defines the rules for
transmitting and controlling the packet between the DTE
and the DCE. This level describes the packet format and
length as well as the control procedures for exchanging
packets between the DTE and the DCE, Packet level actions
at one DTE affect actions at a corresponding DTE over the
Public Data Network, Packets can be made up of user

(client) data, or control information (administrative
messages). Level 3 also resides in the Data Link layer of
the DNA.

Figure 2~15 shows a typical CCITT X.25 Interface Standard DTE/DCE
configuration, Figure 2-16 shows the logical and physical link
connections between the DNA X.25 Physical, Frame, and Packet level
modules resident in a DTE and DCE station. It also shows the
available software interface paths to the Frame and Packet levels

for user data exchange, network testing, and network management
functions.
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}-———D - USER LOCATION T FACILITY — | S ITEHING ME TWORNK
i
DCE
WETWORE NODE FROCESSOR
o ———y———— - !
usEn COMMUMCATIONS ACCESS MITRGO [ ' 1 ]
FROGRAN G35 "~""7 RR35 -7 't OTmER

! ' 1
XISLEVEL T MISLEVEL ) Int rwos
JLEvEL D | tLEVEL? | Vrmane evey Dracuer Levia ! o
PackiLiviy aase e w | racKeT ity ) woots
1 |

I

'

1

|

]
Ll

A5 LEVEL L

PrYSICAL INTERFACE 7S LEVEL Y

PHYSICAL INTERFALCE

TR

Figure 2-15 Typical CCITT X.2% DTE/DCE Configuration
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1 client modules may simultaneously

i 1
the X.25 packet level interface, each module bel:gagfzgrathg
us:uare of‘ the existence of the other mo?ul:s I iple
z:tezface. In this model, the X.25% pac;ez 1§:§onky ha e Tink, or
1 links into a single public data ' e
gi:ﬁ:ei?vgassociated with a single packet 1ev:1 DTE, and app g
as one or more DTEs to the public data network.

Figure 2-16 shows that severa

NETWORK W
CLIENT LAYERS MANAGEMENT
- USER PROCESS USER
;%%lefétl ® ¢ Y00 ULE a0
NETWORK
e CLIENT LAYER 0 A GEMENT
INTERFACE INTEAEACE
DATA iINK LAYER
X 35 PACKET W & OTE
LEVEL
e — - - g o—— ._TE_ pu—
DTE |[eenwean 92
o i N - Dha
x 2%
MODULE
X 25 FAAME
LEVEL
- o
aL LEVEL
e PHYSICAL LINK
X 25 CEVELL
1FULL DUPLEX LINK)
| X 25 PHYSICAL LEVEL
X.25 FRAME LEVEL .
OCE
X 26 PACKET LEVEL
LINES TO QTHER PLUBLIC
DATA NETWORK NODES (DCEW
TR0

Figure 2-16 X.25 Physical, Frame, and Packet
4 Level Relationships
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CCITT X.25 1is recommended for use with Packet-Switching networks,
Packet-switching is the transfer of data by means of addressed
data packets of a length independent of the original wuser's data
message length. Because addresses are carried in each data
packet, or data segment, circuit connections can be handled
dynamically for each packet, A fixed connection need not be
maintained for any particular call or calls. This eliminates
wasting network bandwidth when waiting for replies to messages.
The public packet-switching netwark (PPSN), called the Public Data
network, handles all DCE to DCE circuit establishment and
clearing. The user need only deliver the packets to the Public
Data network. Management and control of message delivery is
pProvided by the network.

In a DECnet network (built arocund the DNA structure) there are two
independent uses for X.25 modules in the Data Link layer:

l. To link two DECnet systems for data communications at the
Data Link layer level

2. To be a gateway to non-DIGITAL systems that are accessible
via the Fublic Data Network for data communications.

A single X.25 link can support muitiple wirtual «circuits. DA
Routing may use several virtual circuits for communicating between
DECnet nodes (see Module 3), while DNA X. 25 Gateway Access may use

other wvirtual circuits for communicating with non-DIGITAL systems
(see Module 6).

A virruval circuit (VC) or Switched Virtual Circuit (SVQ) is a
lagical circuijt connection between two nodes, (DTEs) for
bidirectional transmission of multiple, contiguous packets of
user, o¢r client data. The Physical path over which the packets
are transmitted may vary from message to message. The logical
circuit concept of the virtual circuit assures presentation of
each in the proper order to the receiving DTE node. The 1logical
circuits wused for this method of communication are established
dynamically by the network as each message is presented to the
network for transmission to its destination DTE.

DNA X.25 also supports Permanent Virtual Circuits (PVCs), which
are lJogical vcircuits with fixed channel numbers. These channel
numbers identify a permanent logical connection between your
station, DTE, and another station, DTE, through the network. The
transmission circuits for PVCs can be dynamically established
between the DTEs as are the virtual circuit (VC) channels.
However, PV(s do not need to exchange any call connection messages
pPrior to exchanging data as do SVCs. “This is because the logical

¢hannel numbers that identify the legical circuit connection are
fixed.

e

py

e
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2.5.2 X.25 Functicnal Operations

r, the DNA X.25 and DCE X.25 modules are responsible for
IEEEtgid;rectlonal error-free exchange of user data between_the
user's DTE and the Public Data Network, DCE. The operatloni
performed by the Frame and Packet level modules are, for ease of
undetstanding, described separately in this course.

2.5.2.1 X.25 Frame Level -~ CCITT X.25 Frame level quulgs on the
DTE 2and ch are connected by a physical link, This link can be
either through telephone lines and modems or throujh coaxial cable
connections. This link must be a full-duplex line that connects a
Frame level module resident in the DTE with a Frame level module

resident in the DCE.

The logical, Frame level link channel between the DTE_and the: DCE
can be viewed as two independent channels connectlng a prama;y
station in one Frame level module with a secondary statlion !n ie:
other Frame 1level module. Frames trgnsmitted from the pr:mar_p
are called commands, and frames transmitted E;om the seCOndaréfz
are called responses., Frames that are transmitted beswfen t?e orE
primary and the DCE secondary are addressed as . b - rame
transmitted between the DTE secondary and the DEF primary ar:
addressed as "a". Figure 2-17 illustrates the loqlcgl channe
connections created on the physical link when connecting the DTE
and DCE Frame level modules.

DTE OcE

FRAME LEVEL FRAME LEVEL

. COMMANDS b

PRIMARY SECONDARY
FESPONSES ‘b’

COMMANDS "2’

SECONDARY PRIMARY

AESPONSES "o

T 10831

Figure 2-17 Frame Level Link Connecticons
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Frame level modules resident in the DTE and DCE communicate via
Frame messages. Frame messages provide data exchange, link, flow,

and error control. There are three types of Frame messages used
for DTE and DCE communications:

1. Information Frames (I Frames) - Used to transfer
sequentially numbered frames with an information field,
called a Packet, over the channel between the DTE and the
DCE. Information frames are alsoc wused to acknowledge
previous correctly received Information frames. This
acknowledgement is done in a manner similar to that of
piggy-backing used by the DDCMP medule. The Information
frame contains two sequence numbers; one for the current
1 frame being transmitted, and another that indicates the
next 1 frame message sequence number expected from the
other station. The next expected 1 frame number is an

implied acknowledgement of the last correctly received I
frame at this station.

2. Supervisory Frames (S Frames) - Supervisory frames are
used to perform channel control functions., &All S frames
acknowledqge the last correctly received I frame. The

primary functions performed by the S frame are:
Acknowledge received I frames
Indicate the state of the transmitting station
Request the state of the receiving station

Station states that can be transmitted or requested by S
frames are:

1. Secondary is ready to receive I frames

2. Secondary is busy and temporarily unable to receive I
frames

3. Transmitting station requires the retransmission of a
particular, or & gqgroup of I frames. (This S frame
message is similar to the DDCMP NAK message.)

For more detailed information concetnhing the Link and
Station states, refer to sections 4 and 5 in the DNA X.25%
Frame Level]l Functional Specification.
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3, Unnumbeted Frames {U Frames) - Unnumbered frames are used
to <change the state of the link, such as connecting or
disconnecting the link, betweex the DTE and the DCE. u
frames are also used to acknowledge the proper teceipt of
U frame command messages. They do not acknowledge the
proper teceipt of [ or 5 frames. However, they do report
error conditions that are not recoverable by the
retransmission of the I frame or frames trecelved in error.

The three Frame message types are each broken down into Command
and Response subtypes. Command messages are used to initiate an
action or function, or to transfer data packets from DTE to DCE or
DCE to ODTE. Response messages are used to answer a command type

message. Table 2~1 lists the three Frame message types, and gives
the command and response message functions performed by each type
of Frame message.

Table 2-1 X.25 Frame Level Message Types

Message Command Response

Type Message Message

Information {(I) Information Transfer, None
User Data

Receive Ready (RR)
Receive NOT Ready (RNR)
Reject (REJ)

Supervisory (S)

Receive Ready (RR}
Recplve NOT Ready (RNR}
Reject {REJ)

Unnumbered (U} Connect Link (SABM)
Disconnect (DICS)
Unnumbered

Acknowledgement (UA)
Disconnected Mode (DM)

Frame Reject {FRMR)
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CCITT X.25 Frame level_defines two link access procedure protocols
for Frame level communication between the DTE and the DCE:

1.

Link Acces; Progedute {LAP)~ Defines the DTE/DCE interface
as operating in the two-way simultaneous Asynchronous
Response Mode (ARM). That is, both DTE and DCE perform

primary and secondary functions. LAP is not offered or
supported by DHA.

palanced Link Access Procedure (LAPB)- Defines the DTE/DCE
interface as operating in two-way Asynchronous Balanced

Mode (ABM). LAPB is supported by DNA, and is described in
this section.

e ¥
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LAPB at the Frame level:

- Provides an error-free link between the D?E and the DCEIby
detecting transmission errors and automatically recovering
from those errors.

- Provides synchronization to ensure that the frame levels
of the DTE and DCE are in step.

- Detects procedural errors and reports them to the User of
the link.

These LAPB responsibilities can be grouped inte three basic areas:
1. Message Framing
2. Llink Management (between the DTE and DCE station)

3. Message Exchange

Messaqge Framing - Consists of locaring the beginning apd enqing
bytes of a message, at the receiving end of a phys1cal link.
Framing under X.29 is accomplished by appending certain control
information fields to both ends of the user data packet. The
fields that are appended conform to the High-Level Data Link
Control Procedure (HDLC). The appended packets are called frames.
Channel synchronjization under HDLC is accomp}ished by
synchronizing the receiving station's communications ﬁeV}ce
receiver circuits with the message sent by the transmitting
gtation. This synchronization must occur ar the bit, byte, §nd
message levels before framing is complete. CCITT X.25, following
HDOLC specifications, uses a special byte called a Flag charactgr.
The character used is @¥il11111¢ (binary) to delimit the starting
and ending points of messages.

The flag character precedes and follows all transmitted messages
to allow the receiver time to synchrenize with the bytes in the
transmitted message. The flag can be shared by two consecutlive
Frame level messages. It can be the messaje ending flag for the
first message and at the same time be the message starting flag
for the second message transmitted.

72-14
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Message framing is done in both the Packet and Framing modules of
the DTE and DCE. Packet level message framing is discussed later
in this module. Frame level message framing, as specified by
HDLC, is similar to DDMCP message framing. A user data message,
called a data packet, is enveloped by controel information by the
Frame level prior to transmission, then stripped off by the other
station as a function of reception.

The control information appended to the packet by the Frame level
is used to control transmissions and perform error checking. This
information is broken down into fields similar to the header and
trailer fields appended to the wuser data under the DNA DDCMP
Protocol. The fields appended under X.25 are:

Before the user's data packet [(massage body):

1. Flag Field
2. Address Field
3. Control Field

After the user's data packet (message body):

4, Check Segquence Field (FCS5), similar to the BCC
CRC=16 in DDCMP

5. Flag Field

Figqure 2-18 illustrates the user's data packet and the fields
appended by the Frame level module.

Lr= FRAME ,If
HEADER pODY TRAILER
~\ ¢ ~ 7 -
E:g:}”“'“c INFORMATION |  FRAME E:E&NG
P 10 ADDRESS | CONTROL | ANY NUMBER | CHECK e
(T BBITS F
A BRITS OF BITS 16 BITS e

MESSAGE FLOW

TRares

Figure 2-18 X.25 Frame level Informatinn Fields
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Link Management - CCITT X.25 manages the link between the DTE and
the DCE by <onnecting and disconnecting the logical channel
between the two stations. Link management beyond this at the
Frame 1level {is not necessary since the physical link between the
DTE and DCE is full-duplex. The logical 1link, or <channel
connection, 1s only connected to, and disconnected from, the DCE
in response to a command issued by the user of the link. If the
link is disconnected by the DCE, the DTE Frame level will not
reconnect the link until requested to do so by the user of the
link. The 1link is established by first entering the disconnect
sequence and then, once finished, entering the connect seqguence.

The disconnect sequence is the process of transmitting an
unnumbered command frame message, Disconnect (DISC). DISC is
transmitted at predetermined time intervals wuntil an unnumbered
response frame message, Acknowledgement (UA), is received. This
action ensures that the link is initially cleared, The connect
sequence s the process of transmitting an unnumbered command
frame message, Connect (SABM} . SABM is transmitted at
predetermined time intervals wuntil a UA is received. The
predetermined time interval is user-definable, and is called the
Tl timer. The Tl timer is used to determine how long the DTE or
DCE must wait before retransmitting a frame message if it has not
yet received an acknowledgement of that message. Figure 2-19
shows the events that take place during the connect and disconnect
sequences,

DATA LINE COWNTAROL
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Figure 2-19 X.25 DTE/DCE Channel Disconnect
and Connect Sequences
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essaje Exchange - CCITT X.25 message exchange is the process of
ending user data from one network DTE to another. The user data
s broken down and formatted by the X.25 Packet level protocol,
hen passed to the LAPB for framing and transmission.

oTE beE
N : . FRAME
nce a connection is established, the Frame level transmits user FRAME mms:EE"C'EI?EOS“E‘O":;";;':'S:MF
ata packets over the channel wusing I frame messages. The Tvre
eceiving station acknowledges the I frame message once it is . CTART T1mn 100 FRAME RECEIVE
eceived correctly. When the I frame is transmitted, the STOP Thmm mm mm - f:g:i:%f:;é':gf"
ransmitting station starts its Tl timer. The transmitting
tation then expects the other station toe either Reject (REJ) or N v
cknowledqje proper receipt of the message prior to its Tl timer : ss‘:;:::_'::___
xpiratien. If the timer expires before the message is rejected PO ) ctamT
4 acknowledged, the transmitting station automatically e - e ————————— STOP T1
etransmits the original message. : STARTTI--— -
and S frame messages have their own frame sejuence number. L3
equence numbers can be either modulo 8 or modulo 128, depending STOP T1mmmmm e = inc” I(me:nmg;
pon the PPSN the user has subscribed to. The Sequence numbers HAD FLSERADA
re modulo B or 128, in that they both start at @ and count up to START T1emm - ta
or 127 (depending upon the modulo type) and then reset back to @ MESSAGE LOST (n-runwaa )
ot the next message number. DTEs and DCEs use the frame sequence X—- HAD FCS ERRORAS
umber to keep track of message frames exchanjed over the channel R :
etween each other. The X.25 T and 5 frame sequence numbers are STOP T1m e o — — s (Mzssncsnsceww
imilar to the DDCMP message sequence numbers as far as their OUT GF SEQUENCE
unctionality. L3
essages received in error are rejected by the receiving station. T
hey are not passed up to the Packet level for processing, and the
eceiving station's LAPB causes the transmission of the S response rTIMEQUT MESSAGE LOST t1s
rame message REJ., The REJ 1is transmitted, when one of the ' POLL INEEDS AN ANSWE R - =STARTTI
slinwing errors is detected: ' WEXTEXPECTED MESSAGE
FRAME NUMBER
- Invalid FCS TVEXPIRES g mA g e sTOP 71
RESTART T1—- -~ FINAL tANSWER TO POLLI
- F eceived out of sequence
rames r q RESTAAT T1ew s — o — TV ANRF & DCE BUSY
o 1
- iti NR eared, but co eceived I
? busy cond1;}on (: d) cl ’ correctly r THEXPIRES -~ - - NEXT EXPECTED MESSAGE
tames were discarde . RA P £ RAME NUMBE R
RESTART T == =~
*iqure 2-20 shows the I and S frame messages exchanged during a -
iormal I frame message exchange sequence with and without errors DCE NOT BUSY AND
i ed m e . STOP T1———=- ~~ RRA F 5 NOW READY TO
etected, at the frame level { l-‘nzcmcuessncus
-
{ 1% I
-~ -STARTTI
STaRTY i storm
» A 1—---
o sare
s Figure 2-28 X.25 1 and S Frame Message Exchange
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Other error conditions are possible. These conditions cause the

transmission of the unnumbered response frame message Reject
(FRMR). FRMR is transmitted when the receiving station detects
cne of the following types of errors that are not recoverable by

the retransmission of the original message.

that is

response message

- The receipt of a command or
invalid or not implemented

message with an information

- The receipt of an I frame
maximum size allowed for this

field that exceeds the
DCE/DTE pair

- The acknowledgement of an I frame that has already been
acknowledged or has not been transmitted, and is nat the
next sequential I frame to be transmitted.

When an FRMR message is received, the Frame level records the type
of error reported by the FRMR. Transmission of the FRMR is
basically a request to reset the channel. The FRMR causes a
channel reset. To reset the channel, the receiver must respond
with 8 link Disconnect (DISC) or link Connect (ZABM) command
message. Any other message is ignored and another FRMR will he
transmitted. Figure 2-21 shows the use of an FRMR message
sequence to restart the link after receipt of an invalid I frame

sequence number.

DTE FRAME
TYPE
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2.5.2.2 X.25 Packet Level - The X.25 Packet level prov'des the
network wuser with multiple wvirtual circuits between a DTE and
other DTEs connected to the Public Data Network. The X.25 Packet
level protocol specifies the logical interface between a DTE and a
DCE.

packet level actions at one DTE affect actions at the destination
DTE through the Public Data Network via a temparary connection
between the user's network DCEs. Activity at the user's DTE
atfects the local DCE, The local DCE ifn turn affects the remote
DCE, which in turn affects the destinatien DTE. Packet level
messages are only acknowledged by the local ©CCE; an
acknowledgement does not imply that the packet was received by the
remote DCE or DTE. Some, but not all, Public Data Netwarks do
provide end-to-end acknowledgement, DNA's X.25 Packet Level
module assumes that the acknowledgement of a packet originated at
the local DCE. -

User DTEs are logically connected over the Public Data Network by
a temporary full-duplex, virtual connection, The virtual connec-
tion betwaen two DTEs is called a virtual circuit,. DTEs are
logically connected by a virtual circuit, a temporary connection
through the Fublic Data Network from DTE to DTE. Remember that
the DTEs are connected to the network via the Network DCEs. The
network DCE is connected to the uset's DTE and estahlishes the
connection over the network to another DCE, which in turn
establishes a connection to the destination DTE. The logical
connection between the DCE and DTE is called a loglical channel.

A logical channel is the logical connection between A DTE and a
DCE for a given virtual circuit. A logical channel number is
assigned at both DTE/DCE interfaces., Each virtual circuit has A
logical channel number assigned at both DTE/DCE interfaces. The
channel numbers are allocated independently at both DTE/DCE
interfaces. Each DTE identifies a virtual circuit by its logical
channel number. A DTE may have many virtual circuits and loglcal
channels established at any glven time to many different
destination DTEs. Figure 2-22 shows the relationship between
virtual circuits and logical channels. Figure 2-23 shows how a
DTE communicates simultaneously with three other DTEs (B, C, and
D) over the public data network.

DNA X.25 supports two types of yirtual circuits:
1. Switched Virtual Circuit [SVC)
2. Permanent Virtual Circuit (PVC)
DTEs attached to a virtual circuit access the circuit by

exchanging X.25 Packet level messages with their associated DCEs,
using the Ltevel 2, Frame level, procedures,
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The following figures are used to {llustrate Packet level
functions and operations, assuming that there are no Frame level
errors. It'is also assumed that Frame level communication to
connect, disconnect, accept, and reject Frame level messages on
the physical link are occurting normally and are transparent to
the packet level protocols involved, Table 2-2 summarizes the
X.25 Packet level message types {the services that they support).

Table 2-3 1lists the different
packet types d s
functions they perform. Ye o umearizes the
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DTE | | —
o DCE DCE bre
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\\ CHANNEL CHANNEL L
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(PUBLIC DATA NETWORK
- = OGICAL CHANNEL NUMBER [LCN)
- =~ = YIATUAL CIRCUIT {VC] NUMBER
(DTE TO.DTE APPLICATION.TO
APPLICATION LOGICAL CONNECTION]
TE-40R2Y

Figure 2-22 Logical Channels and Virtual Clrcuits
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Table 2-2

X.25 Packet Types and Services

LINK CORTROL

Supported

Facket Type

From DCE to DTE

From DTE to DCE

Service Supported

sSVC PVC DG+

Call Setup and Clearing

Incoming Call Call Reguest X

Call Connected Call Accepted X

Ciear Indicatian Clear Reguest X

DCE Clear Confirm DTE Clear Confirmation X

Data and Interrupt

DCE Data DTE Data X X

DCE Interrupt DTE Interrupt X X

DCE INWT Confirmation DTE INT Confirmation X X

Datagram

DCE Datagram DTE Datagjram X

Datagram Service Signal X

Flow Control and Reset

DCE RR (Mod. B} DTE RR {Mzd. 8) X X X

DCE RHR (Mod. 8) DTE RNK {Mod. B) X X X
DTE REJ (Mod. B)* X X X

DCE RR {Mod. 128)* DTE RR {Mod. 128)* X X X

DCE RNR (Mod. 128)% DTE RNR (Mod. 128)* X X X
DTE REJ {(Mod. 12B)* X X X

Reset Indication Reset Reguest X X X

DCE Reset Confirmation DTE Reset Confirmation X X X

Restart

Restart Indication Restart Request X X X

DCE Restart Confirmation DTE Restart Confirmation X X X

Diagnostic

Piagnostic* X X X

* Indicates that this packet is not necessarily avajlable on every

network.

** Not supported by DNA X.25 modules

SVC=Switched Virtual Circuit
PVC=Permanent Virtual Circuit

DG=Datagram

e
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Table 2-3 X.25 Packet Tvpes and Functlons

Packet

Type Direction Descriptlon

Call Regquest DTE to DCE Assigns a logical channel to the
DCE and establishes a virtual
circuit to the DTE addressed in
the packet.

Incoming Call DCE to DTE Indicates that the remote DTE,
specified in the packet, wishes
to establish a virtual circuit
with the receiving DTE, and as-
sign a logical channel.

Call Accepted DTE to DCE Indicates that the DTE accepts the
establishement of the virtual
circuit.

Call Connected DCE to DTE Indicates that the remote DTE ac-
cepted the establishment of the
virtual circuit.

Cilear Reguest DTE to DCE Indicates that the DTE wishes to
deassign the logical channel and
destroy the virtual circuit.

DCE Clear DCE to DTE Informs the DTE that the logical

Confirmation channel is deassigned.

Clear ) DCE to DTE Indicates that the temote DTE

Indicatian destroyed the virtual circuit.

DTE Clear DTE to DCE Informs the DCE that the virtual

Confirmation circuit has been destroyed and
deassigns the logical channel.

DTE Data DTE to DCE Carries user data from the DTE
over the logical channel.

DCE Data DCE to DTE Carries data from the remote DTE
over the logical channel.

DCE RR DCE to DTE Updates the DTE's transmit flow

control information by trans-
mitted P(R} value (P{(R} is also
*piggybacked™ on data packets}.
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Table 2-3 X.25 Packet Types and Functions (Cont)

Packet

Type Direction Description

DCE RNR DCE to DTE indicates a tempotrary inability of
the DCE to accept data packets.
This conditien is cleared by a DTE
RR packet.

DTE RNR DTE to DCE Indicates a temporary inability of
the DTE to accept data packets.

DTE REJ DTE to DCE Requests retransmission of data
packets.

DTE RR DTE to DCE Authorizes the transmission of
ajdditional DCE Data packets by
transmittingy a P{R) value to
update the DCE's transmit flow
control information.

DTE Interrupt DTE to DCE Cerries user interrupt data over
the logical channel.

DCE Interrupt ICE te DTE Acknowledges receipt of a DTE

Confirmation Interrupt packet.

DCE Interrupt DCE to DTE Cartries interrupt data from the
remote DTE.

DTE Interrupt DTE to DCE Acknowledges receipt of a DCE

Confirmation Interrupt packet.

Reset Request DTE to DIE Requests that the logical channel
and virtual circuit be set to the
state when the call is established
(sequence numbers zero, no data in
transit).

DCE Reset DCE to DTE Acknowledges that the logical channel

Confirmation has been reset.

Reset DCE to DTE Indicates that the logical channel

Indication has been reset.

DTE Reset DTE to DCE Acknowledges the resetting of the

Confirmation logical channel.




Table 2-3
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X.25 Packet Types and Functions (Cont}

Packet
Type

Direction

Description

DTE Restart
Request

DCE Restart
Confirmation

Restart
Indication

DTE Restart
Confirmation

Diagnostic

DTE to DCE

DCE to DTE

DCE to DTE

DTE to DCE

DCE to DTE

Request that all logical channels
for SVCs for the DTE be deassigned
and that all PVCs be Reset.

Acknowledges the Restart request.

Indicates to the DTE that all
legical channels for SVCs shauld be
deassigned and logical channels for
PVC be Reset.

Acknowledges a Restart Indication.

Indicates to the DTE an error on one
of its logical channels that could
not be indicated by retransmission
of a packet on that channel (e.q.,
timeout}.

.
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The X.25 Packet level is responsible for the following operations:
- Establishing and destroying Virtual Circuits
- Avcoiding call collision
- Transferring user data

- Appending packet sequence numbers to each data
transferred

packet

- Contrelling packet flow
~ Delimiting user data messajes
- Controlling interrupt data flow
- FResetting Virtual Circuits
- Restarting a Virtual Circuit after catastrophic failures
- Managing permanent Virtual Circuits
These operations are grouped into tws major categories:
1. Virtual Circuit Management
2. Data Transfer
Virtual Circuit Management - In response to a user reguest, the
DHA  X.25 Packet level module establishes a Virtual Circuit to a
specified destination DTE by performing the following events.
{Figure 2-24 depicts these events as they occur.)
© The user's local X.25 packet 1level assigns a logical
channel npumber and transmits a Call Reguest packet. The
Call Request contains the channel number to be used
between the 1local DTE and DCE; it also contains the DTE
destination address.
" The local DCE receives the Call Request and forms the

virtual circuit to the rtemote DCE, forwarding the call
request packet information.
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€ The remote DCE assigqns a logical channel numbetr and
transmits an Incoming Call packet to the remote DTE.

@ The remote DTE accepts the call by transmitting a Call

Accepted packet over the assigned loglical channel to its
local DCE. (To reject the incoming call, the remote DTE

transmits a Clear Request packet as in Figure 2-25.)

@ The remote DCE forwards the Call Accepted information, or
Clear Reguest information, to the user's local DCE.

O The user's local DCE informs the user's local DTE that the
call was accepted by transmitting a Call Connected packet
on the assigned channel. [If the call was rejeczted the
local DCE sends a Clear Indication packet to the lncal OTE
over the assigned channel.

Kote that in Figure 2-24, the remote DTE that accepts the «¢all
sends data packets to the local DTE before the local DTE can send
any data. The local DTE must wait for the Call Connected packet
before it can send any data to ensure that the call is accepted by
the remote DTE,

DATH LINK CONTROL
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Figure 2-24 Establishing a Virtual Circuit
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In Figure 2-25%, when the remote DCE receives the <Clear Request
packet, it forwards the request information and transmits a Clear
Confirmation packet to the remote DTE to deassign the channel
between it and the OTE. The local DTE in turn receives the Clgar
Indication packet and transmits a Clear Confirmation packet to its
local DCE to deassign the channel between it and its local DCE.

DTE DCE PUBLIC DATA DCE CTE
A A NETWORK B B
CALL NCUMING
—————————— caLL
f%ﬂgﬁsT T LC X “CALL S REJECTED™
AEQUEST CHannEL] CLEAR £ST CHANN CLEAR
JESTC INDICATION == o —w = — - ZE?:R CHANNELL  pequesT
CLEAR Le N W Lo ox
CLEAR CLEAR

CONFIRMATION| G, CONFIRMATION LG,
N N < 40
€0 Y o

Figure 2-25 Rejecting a Call Regquest

Te-108%
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A call may also be rejected when the local DCE cannot transmit, cor
forward, the Call Request information to the remcte DCE/DTE pair.
The local DCE then returns a Clear Indicaticn packet to the 1local
PTE reporting the reason for the failure (as in Figure 2-26).

DTE DCE PUBLIC DATA DCE DTE
A A NETWORK B -}
AL
REQUEST Y
LC N Y NETWORK
\ABCRTED
REQUEST VCALL
CHAN®EL ﬁtgtiTth L' REQUEST
Y -
CLEAR | .
[Ny
CONFIRMATIONECy o

Th-108 20

Figure 2-26 Call Reguest Rejected by the Public Data Network
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Once the virtual circuit is established, the user can transmit and
receive, in full-duplex, data packets between the local DTE and
remote DTE (Figure 2-24). This data transfer continues until
completed, r1eset, or aborted. when completed, eipher DTE can
destroy the virtual circuit (if it is an SVC) by clearing {t.

Figure 2-27 shows the sequence of events necessary to clear a
switched wvirtual circuit once the transfer of user data is
complete,

@ The DTE transmits a Clear Request packet to its local DCE.

o The DCE forwards the lnformation to the remote DCceE, anqd
returns a Clear Confirmation packet to its DTE.

‘, The remote DCE tramsmits a Clear Indication packet‘to its
DTE to deassign the logical channel.

DTE 0oE PURLY DATA DCE OTE
A A RETWIRK ] B
1) REQUEST O REQUEST
CHANNEL i CHANNEL
CLEAR CLEAR 2] CL CLEAR
REMUEST L - INDICATION
LGN LC X e
. ECLEAR T
Srgwrmmnﬂow [ ONFIRMATION
ég (oL &L
% -7
G 9

TR 003

Figure 2-27 Clearing a Virtual Circuit
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1f a procedural error for the logical channel, such as a violation
of the flow control rule, is detected while transferring data on
an established virtual circuit, a virtual clircuit reset sequence
is automatically started., The virtual circuit reset is a Virtual
Citrcuit Management etrfocr control mechanism.

The virtual circuit reset reinitializes the specified wvirtuval

circuit to a known state. Resetting a logical channel for a
virtual circuit causes a reset of the corresponding remote logical
channel. The reset, or initialization state of a virtual circuit

occurs when:
- All packet seguence numbers are set to 2€ro.

- No data or interrupt packets are in transit over the
public data network. If any data or interrupt packets are
in transit at the time of the reset, they are 1lost. The
network discards all data and interrupt packets in transit
when a reset condition is initiated.

Figure 2-28 shows a virtuwal circuit reset operation caused by
violation of the flow control rule. (Notice that DTE A's second
data packet, (DATA, B, 5) is discarded by the network.}

OTE DCE PLBLIC DATA DCE DTE
A A KETWOFRRK ] ]
oavyaos | e g bataos | o
LEN Le X
Sraer |orostoueaceace [ oerapscannty para s
LC'N VIOL&T10 OF TORESET LC X
FLOW CONTROL
RuLE CIACUIT RESET
“BELTT Y eREUIT TETY
AEOUEST g SRCNT e — — — =] InDicATION [FROMMAND
LS L X
. CL RISt TERESTT
oo CONFIRMATION &sﬁﬁ CONF IRMATION
w4 LN N s LC X
‘__y c?""‘
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NUMBERS « ZERDG
pavagoo F N e - pataoo | T
LC N [N S
paTa0r | _ _ _ _ _ _ e L DATA 01
“ LC N LG X
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Figure 2-28 Resetting a Virtual Circuit
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If a catastrophic failure (such as a power failure) occurs, either
the DTE or DCE can initiate a Restart operation. The Restart
operation allows all switched virtual circuits to be cleared and
deassigned, and all permanent virtual circuits to be reset. The
Restart sequence is also initiated by the local DCE every time the
local DTE Frame level connects or reconnects to the DCE Frame
level module. (This is when the level 2 modules change from the
"SYNC" state to the "RUN" state on the physical link. Refer to
Sections 4 and 5 in the DNA X.25 Frame Level Functional Speci-
fication).

A DCE can initiate the restart sequence by transmitting a Restart
Indication packet to its local DTE. The reception of the restart
packet forces the DTE to clear or reset {as necessary) all of its
virtual circulits. When all of the virtual circuits are cleared or
resetr, the DTE transmits a Restart Confirmation packet back to the
DCE to indicate that the clear/reset operation/s are completed.
Figure 2-29 depicts the restart sequence when initiated at DTE A
on Logical Channel Zero, The remote DTEs are forced to clear all
switched virtual circuits and reset all permanent virtual circuits
to DTE A,

OTE DCE PUBLIC DATA DCE OTE
A A NETWOAK B a
oata3z | 00000001 _ ] Data 3z
LC N Le x "
ELELJCY N R S DATA 43
Le ¥ T - Lc oy ——*
DATA 2.4 DaTa 24
A —— LC N b e ——— — L ox
OCE RAS — DTE RR S
D ————a Ler p o —— LG Y
RESTAR LEAR
REQUEST ———— i —— o INDICATION | rerre——
[ ] LC X
AESTART | CLEAR
CONFIAMATION AT CONFIRMATION
A0 INDICATION bt X
LC Y
CHANNEL CLEAR
X CONFIRMATION
CLEARED X J

CHANNEL
ol
CLEARED Tx.0e0m

Figure 2-29 Restart of All Virtual Circuits To and From DTE A
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Another puossible error condition between DTEs and DCEs is
collision, There are three types of collision possible. The X.2%
pPacket level protocol is responsible for their recovery. The

three types of collision are:

1. Resgt Collision - Both DTE and DCE transmit on the Sare
logical channel at the same time as the reset request (DTL
to DTE) and reset indication (DCE to DTE} packets,

2. Clear Collision - Both the DTE and DCE transmit on the
Same logical channel at the same time as the clear reguest
(DTE to DCE) and clear indicaticn (DCE to DTE) packets.

3. Call Collision - Both the DTE and DJE allocate at the same
time as the same logical channel! number for assignment.
Trne DTE transmits a cal] reguest and the DTE
simultaneously transmits an incoming call packet with the
same lojical channel number assigned.

Reset ccllision and Clear collisien are both handled in the same

manner, The packet level protecol treats both as if a reset or
clear conflrmat;on packet had been received by both the DTE ana
DCE alike. Figure 2-3C shows the reset collision recovery while

Figure 2-31] shows the clear collision recovery seqguences.
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Figure 2-39 Reset Collisien and Recovery
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Figure 2-31 Clear Collision and Recovery
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Since both DTEs and DCEs can independently assign logical channel
numbers for wvirtual vcircuits, there is a chance of outgoing and
incoming call setup packets colliding. Collision bhappens if both

the DTE and DCE assign the same channel numbers to the call setup
Packets,

To minimize the chance of call collision, leogical channel numbers

are assigned in sets depending upon their intended use. The
logical channel sets fot channe! number assignment are:

~ Logical channel number zero:
diagnostic packets.

Resetved for restart and

- Permanent virtual circuit set:
virtual circuit use only.

Reserved feor permanent

~ QOutgeoing calls only set:
numbers in this set.

Only the DTE can assign channels

- Incoming calls only set:
numbers in this set.

Only the DCE can assign channel

- Common set: Both the DTE and DCE can assign channel
nurbers in this set.

To further reduce the risk of call collision, the DTE and DCE
allocate logical channel numbers from opposite ends of the range
in each set. Normally, the DTE allocates the lowest number
available; the DCE allocates the highest number available. The
actual order used is defined by network management.

If a call collision does happen, the packet level protocol:
- Processes the Call Request packet

- Discards the Incoming Call packet

- Generates a Clear Indication packet to be transmitted to
the remote DTE for the incoming call packet.

Figure 2-32 shows the operations performed by a local DCE when a
call collision condition 1is detected. Remember, If two DTEs
simultaneously attempt to establish a virtual «circuit with each
other, normally two different virtual circuits will be
established, unless a call collision occcurs at one of the DTE/DCE
pairs.
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Data Transfer - Data can be transferred over a wvirtuwal «circuit
only after the circuit is established. Data packets transferred
Prior to the establishment cause an error condition and initiate a
clear sequence of the virtual circuit. Permanent virtual circuits
are established after the restart sequence, and therefore, always
eéstablished unless another trestart sequence is initiated,
Peimanent virtual circuits do not tequire the call setup seguence,
45 do switched virtual circuits. Data transfer over a permanent
virtual circuit does not require as much circuit control overhead
from the packet 1level protocol, because it is established after
the completion of the restart seqguence.

Each data packet transferred on either permanent or switched
virtual circuits is sequentially numbered by a send sequence
number. A send sequence number is carried by each data packet and
15 wused to specify the position of the packet within a seguential
data stream. Send seQuence numbers are modulo 8, or modulo 128;
they 1ange from 8 to 7 wor from @ te 127. The default on all
public data networks is modulo 8. For this reason DNA uses a
default of modulo B. The modulo numbering scheme can be changed;
it is a network management decision and can be written as a
network parameter by the network manager. The specific numbering
scheme used is determined by the PPSN DCE., “The local DTE and DCE
must agree on the packet seguence numsering used. Usually, the
numbering scheme used is decided upocn at the time the user
subscribed to the PPSN for communications service.

Another modulo B or 128 sequence number carried by each data
packet is the Receive Sequence number. Receive seguence numbers
are used to authorize the transmission of additional packets by
acknowledging correctly received packets. The receive sequence
number acknowledges all received packets whose send sequence
number was one count less than the Plesent receive sequence number
value. The receive sequence number functions are similar to those
of the response number field contained within the DDCMP message
header. Tney both perform the "piggy-backed"* acknowledgement
function. The X.25 receive sequence number can be carried by the
following packet types:

- Data packets {(DCE or DTE Data packets}
=~ Receive Ready packets (DCE or DTE “RR' packets)

- Receive Not Ready packets (DCE or DTE “RNR' packets)
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The X.25 packet level protocol uses the send and receive Sequence
numbers to perform packet flow control. TFlow control takes place
separately in each direction of data transfer, on an individual
logical channel basis. Flow control is based on a window concept.
A window is a range of packets that are authorized for trans-
mission or reception 4across the DTE/DCE interface. The window
size is selected independently for each direction of data
transfer, and for each channel between the DTE and DCE pair.
There are two windows created in each packet level protocol for
each logical channel established between the DTE and DCE pair:

one for transmitter controel and one for receiver control. The
window ranges delimit specific packet send and receive sequence
numbers. The window ranges atre flexible: the upper and lower

limits chanje as data is transmitted, received, and acknowledged
over the logical channel, The actual siza of the window, the area
of allowable packet numbers between the upper and lower limits of
the window, is set by default or by network manajement on a
per-channel and direction-of-flow basis.

Packaets can only be transmitted if their send sequence numbet is
greater than or egual to the lower window edge, and less than the
upper window edge. Packets are only processed by the packet level
if their send ssquence number is next and is within the receive
window limits. If the received packet does not conform to this
flow control rule, it 1is considered a procedural error by the
packet level protocel, and a reset of the 1logical channel is
performed.

When the packet level receives a receive sequence number, it uses
it as the new lower edge of the transmit window. Receiving
receive seguence numbers constitutes an acknowledgement of all
outstanding transmitted packets up to and fncluding the receive
sequence number value minus one. Thus, the transmit window is
updated, and now allows the transmission of additional data
packets, except where the receive sequence number is carried by an
RNR packet.

Figure 2-33 shows the operation of a window at a DTE station. The
window size (W) is 3; the size is indicated as the numerical
value between the lower and upper limits of the window. The lower
limit of the window 1is 2, as set by the last received receive
sequence number. Therefore, the last packet acknowledged had a
send sequence number of 1.

DLTA LINK CONTROL

The next packet transmitted by this DTE must have a send sequence
number between the wvalues of 2 and 4. 1If no further receive
sequence numbets are received by this DTE, the window limits
cannot be changed and no additional packets can be transmitted
after packet number 4. However, if the DCE transmits anything
other than an RNR packet back to the DTE, with a new receive
sejuence number between 2 and 4, the DTE's transmit window can be
changed. It will rotate according to the receive seguence number
received from the DCE, so that W' remains equal to 3 and the new
lower 1limit of the window 15 egual to the value of the just
received receive seguence humber. At this time, additional
packets can be transmitted to the DCE.

1f the DTE had sent the receive sequence number via an RNR packet,
the window would have wupdated accordinagly, but no further data
packets could be transmitted from the DTE. The RNR packet is an
indicaticon that the DIE is not ready to re~eive any additional
packets from the DTE. When the DJE is ready, it will transmit an
RR packet to the DTE, The reception of the RR at the DTE
indicates that the DJCE is now ready to resume the transfer of
packets between them. Tne DTE, which may now transmit, will
resume where it left off. The packet transmitted next is
determined by the lower limit value of its transmit windeow.
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PACKETS NOT ELIGIBLE
FOR TRANSMISSION

FACKETS THAT CAN BE
TRANSMITTED ARE 2,3, 4

PACKETS ELIGIBLE
FOR TRANSMISSION

KEY:

WINDOW SIZE (W)
LOWER LIMIT

3
2
UPPER LIMIT 4

W oW H

Te-1084)

Figqure 2-33 Packet Flow Control Window Cperation

A DTE can construct a logical message from a number of received
consecutive packets, It can also construct a npumber of
consecutive packets from a user's logical message (using a bit
contained in the packet level header field, called the "more data
data bit"). If set, it indicates that this packet is part of a
larger logical message. If not set, it indicates that this packet
is either the last packet aof a larger logical message, or a single
leogical message that was small enough to fit into a single packet
for transfer. Figure 2-34 uses consecutive packets to transfer a
large user message across the public data network.
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Another type of user data packet possible under contrel of the
X.25 packet level ptotocol is an Interrupt packet. Interrupt
packets are used to transfer one byte of interrupt data to a
remote DTE. Interrupt packets are not subject to the flow co?trol
rules normal data packets are; they are also processed as quickly
as possible. They jump the normal data packet Queues for
processing and are delivered to the usert DTE even if 1t 1s not
currently accepting data packets. The interrupt packet can
contain user data, but normally contains control type information.
For example, a wuser of a typewriter-like terminal presses the
break key to stop the flow of data from a distant computer. This
action would be transmitted over the network by the interrupt
packet to the distant computer.

Interrupt packets are acknowledjel by Interrupt Confirmation
packets. Once a DTE has issued an interrupt packet over a
specifiec channel, it cannot issue another interrupt packet over
that channel until the first one has been acknowledged, Only one
outstanding interrupt packet at A time is allowed AEOF each
direction of data flow. Figure 2-35 shows the transmission and
acknowledgement of an interrupt packet.

OTE OCE PLBLIC DATA [ale4 3 TE
A A NETWOEX -]
DCE
OFE
INTERRUPY | mrfp— o —— == — & INTERAUPT ———
LC M LC X
C GIE (T ERRFT
CE ILTERRUPT o RAMAT 10N

——ame——ed CONFIAMATION = — o — — =+ — =
LER LC X

yu.rowat

Figure 2-35 Interrupt Packet Flow
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2.5.3 X.25 Message Formats

X.25 messages can be broken down into Frame and Packet level
messages. Table 2-1 1listed the different types of Frame level
messages, and Tables 2-2 and 2-3 listed the different types of
Packet level messages. Figure 2-36 represents the X.25 Frame and
Packet level message format supported by DNA. It shows the Frame
level control information fields appended by the frame level
protocol, and the packet level control fields appended by the
packet level ©protocol. Figure 2~36 #lso shows the relationship
between the client/user’s data and the control information fields
appended by the X.25 protoecols.

Notice the similarity between the DDCMP message enveloping and the
CCITT X.2% (BDLC) type of message enveloping. The Frame level
message envelopes the Packet level message, which in turn
envelopes the user ot client data. Each message portion is
responsible for performing different functions and operations once
decoded at the r1eceiving DTE or DCE. Remember too, that the 1
Frame messagje is the only Frame level message that contains a data
field. The Packet 1level message s the I Frame messaqge data
field.

FRAME |

}-——-—-’ACKEY_-—-.-—»*-[

T

PECKET FIELD
FLAG ADDRESS [CONTR(L COWTROL USERTLIENT SEQUENCE| FLAG
FIELDY INFORMATION DaTA CHECK
FIELDS GENERATED 8y |
CLERTAUSERS DATA | I
LEVEL 3507 TwaR( L 4t |
wveizsorwan [T ] (P ]

Figure 2-36 CCITT X.25 Message Format
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2.6 ETHERNET MODULE

For more information on the Ethernet Module and its interactions
with DNA, read:

l. Chapter 2, Sectien 2.2, in the DECnet DIGITAL Network
Architecture (Phase IV} General Description

2. Chapters 1-4 in the DNA NI Node Product Architectural
Functional Specification

3. Chapters 1-7, and Appendix A in the DNA NI Data Link
Architectural Functional Specification

2.6.1 Ethernet Functional Description

The Ethernet protocols supported by DNA are resident in the Data
Link and Physical Link layers of the DNA structure. This section
discusses both DNA layers as they pertain to the Ethernet module.

The Ethernet local area network provides a communications facility
for high-speed data exchange amonjg <omputers and other digital
devices located in a moderate size geojraphic area. Together the
Data Link and Physical Link layers define the Ethernet structure,
and ensure compatibility to every other implementation of the
Ethernet network. The primary characteristics of the Ethernet
Physical Link layer are:

- Data exchange rate of 10 million bits per second
- Maximum Station separation of 2.8 Kilometers
- Maximum of 1824 stations

- Shielded coaxial cable medium wusing base-band signaling
{offers a virtually error-free channel for data transfer)

- Supports a branching, non-rooted tree topology fan
advanced branching, bus type topology, very similar to the
multipoint topology discussed in the Network Concepts
sSPI). Figure 2-37 shows the concept of a non-rooted tree
topology.

DATA LINK COKTROL

Ability to send and receive data, non-simul tanecusly,

between any two or more data link entities on the same
network,

Abzlity to detect the presence of another station's
transm;s;:on while not transmitting itself. (Ethernet
uses a signal called Carrier Sense for this detection.)

Ability to detgct the presence of another station's
transmission whxlg actively transmitting (Ethernet uses a
signal called Collision Detect for this detection.)

A total worst-case round trip signal propagation delay of

450 bit times, or approximately 45 microseconds at the 10
Million bits per second rate.

e W

e

W

-
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Figure 2-37 Ethernet Non-Rooted Tree Topclogy
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The Ethernet Physical Link layer:

- Transmits and receives serial bit streams between the Data

Link layer and the communication medium

- Generates clock signals for 1link synchronization

timing

and

- Detects a non-idle channel, using the Carrier Sense Signal

- Detects a data collision on the channel, wsing

Collision Detect Singnal

the

- Generates and removes coding-specific preanthle
information. (The preamble is a 64-bit pattern of

alternating ls and @s that ends in two rconsecutive

ls.

The preamble is inserted before the first bit of the frame

to be transmitted, then removed once it is received. It
is used for message synchronization and timing.)
- Codes and decodes the data bit stream between the Data
Link layer and the coaxial cable medium. (The data link
data bits are in binary coded form, and the coaxial «cable
bits are in Manchester phase coded form.}
The Physical Link layer functions are grouped into two major
areas:
1. Channel Access Control
2, Data Encoding and Decoding
The Data Link layer functions are also grouped into two major

areas:

1. Data Encapsulation and Decapsulation

2. Link Management
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The primary characteristics of the Data Link layer are:

A link control procedure using a fully distributed peer
ptotocol, with statistical contention resolution, called
Carrier~Sense Multiple Access With <Collision Detection
Protocol (CSMA/CD)

A message protecol that supports variable length message
frames, between 64 and 1518 bytes total frame length

Offers Best-Effort delivery service for data frame
transfers,

The functions performed Dy the Data Link layer are:

Data Encapsulation

Framing - Defining the format of message packets using
control information fields appended before and after
the data supplied by higher layers.

Constructing message frames - Building the different
fields to be appended onto the user data. The
information for the fields is supplied by the higher
DNA  levels, except for the Frame Check Sequence Value
(FCS). This function includes assembling and
disassembling Frame messages transmitted or received
over the network,

Addressing -~ Handles the construction and disassembly
of source and destination addresses for the frame
message.

Error detection - Limited to the detection of physical
channel bit errors, and the detecticn and recovery
from transmission collisions.

Link Management

Channel allocation - Avoids transmission collisions by
controlling the use of the channel.

Contention Resolution = Access to the channel is
controlled by CSMA/CD, which handles channel
collisions by "backing-off" to retransmit at a later
time.

2-72

DRTA LIKK CORTROL

Figure 2-38 shows the Ethernet Data

including the

Client lavyers.
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Figure 2-38
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Fiqure 2-39 shows the DNA Ethernet Architecture, the functions
performed by each, and the typical hardware where the actual
protocol implementation occurs.

The fnllowing is a description of the transmit and recelve
functions performed by each layer and sublayer shown in Figure
2-39.

Transmit Flow

1. The Ethernet modules, specifically the Dapa Link‘ layer
module, accepts data and frame control information for
transmission from the Client layer. The data to _be
transmitted first arrives at the Data Encapsulation
sublayer.

2. The Data Encapsulation sublayer accepts the data and
conttal field information from the client layeq. It then
appends the control {nformation to the client data,

generates a Frame Check Sequence (FCS) wvalue for the
frame, and appends it to the back or end of the negly
built frame. The frame is now passed down to the Link

Management sublayer.

3, The Link Management sublayer then decldes ghether to
transmit or wait to transmit based upon 1nforma§10n
obtained from the Physical Link layer. Once the' Physical
Link layer detects that the channel is free (or 1d1e{. Fhe
linkx management sublavyer initiates the transmission
process, and passes the message frame down to the Physical
Link layer for action.

4, The Physical Link layer, specifically the Encode and
Decode sublayer, encodes the message frame for
transmission., This sublayer changes the physical bits 1in
the message frame from Binary coded to Manchester phase
coded form. It also generates the frame preamble pattern,
and once generated, passes the preamble and message frame
as one steady stream of bits to the Transmit Access
sublayer for transmission.

&. The Transmit Access sublayer accepts the bit stream from
the Encoding sublayer and places the preamble and message
frame onto the network channel (coaxial cable}.

DATH LINK CONTROL

Receive Flow

1. At the receiving station, the frame is detected by the
Receive Access sublayey in the Physical Link layer. The
Receive Access sublayer responds to the preamble pattern
by synchronizing with the bit stream. Once synchronized,
it passes the preambile pattern and the message frame up to
the decoding sublayer for processing.

2. The Decoding sublayer decodes the Manchester phase coded
preamble and message frame into binary coded form. It
sStrips the preamble pattern from the message frame, then
passes the frame wup to the Data Link layer as it is
received and decoded.

3. The Physical Link layer sends a signal to the Data Link
layer, called Carrier Sense, to flajg the Data Link layer
that reception has started. The Data Link layer then

accepts the bit streamn from the Decode subsection.

4, The Data Link layer accepts the messaae frame (the
preamble has been striped bty the Physical Link layer) ang
stores the received bits until the signal carrier sense
from the receive access sublayer stops. When this signal
stops, it indicates that the channel has gone idie,
signallingy the end of the transmitted frame. During the
receiving process, the lLink Management sublayer checks for
transmission collisions. {Transmission collision
detection and recovery is discussed later.} If none are
detected, the frame is passed to the Data Decapsulation
sublayer.

5. The Data Decapsulation sublayer strips the frame control
fields and checks the FCS value to see if transmission
errors have occurred. Then the frame address field is
interrogated to ensure that this message frame is for this
Station. If it is the client data, frame control
information and a status code are passed up to the client
layer for further processing.

The status code is wused to indicate whether any damage was
suffered by the frame during transmission across the channel. The

client layer within the context of DNA is the higher layer of the
DNA structure.
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icall

Unlike DDCMP and X.25, Ethernet protccols do not a:t°m22;;,net
cause the retransmission of the data contalnlng e;E:;oﬁledgementS
does not perform any acknowledgements or negative b'bility of the
for teceived data. These functizns are the resp?ns‘-sest—EEfort"
client layer. This is a result of tre Etherneél:s the detection
delivery service, It delivers the g:ame and hagEant atation, the
and recoverty of transmission CQllxsxons. In a o tocol petforms
End Communication layer that implements the N3P pro the Ethernet
all of the other error recovery procedures for

channel.
ona CLIEST LAYERS
ARCHITECTLRE
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DATA LINK CONTROLLER PHYSIAHCHANNEL
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° STATION DATA | | v | JEncoDES ;22?5?75
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CABLE
TYPICAL
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INTERFACES
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Figure 2-39 Ethernet Architecture and Implementation
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2.6.2 Ethernet Functicnal Operations

The Ethernet modules provide a mechanism for exchanging client
data over the Local Area network, This mechanism detects
transmission collisions and recovers from those «collisions. It
addresses client data to:

= h specific physical station on the network

A specific logical group of stations on the network

~ All stations on the network

This mechanism also detects any bit errors within a message frame
caused by the physical channel during transmission and teception.

These vperations are divided between the two Data Link layer
sublayers: Data Encapsulaticn/Decapsulation and Link Management.
The specific c¢perations Performes by each are listed below,
-~ Data Encapsulation/Decapsulation
Message Framing
Message Addressing

Error Detection

- Link Management
Channel Allocation (collision avoicance)

Contention Resolution {collision handling)

2.6.2.1 Data Encapsulation/Decapsulation - The data encapsulation
and decapsulation functions of the Data Link layer comprise the
construction, destruction, and Processing of frames. The suhfunc-

tions of framing, addressing, and error detection are done for
beth transmission and reception.

The focllowing is a generic description of each subfunction;
specific transmission and reception actions are discussed
separately later in this section.

e

P

Y
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- Framing - No explicit framing informat;on is ne?ii?;g :?:
1 sense an transm '
necessary queues, carrler : [ .
present in the interface to the Physical Link layer
. . . Q
- Addressing - Two address E191d5‘are prov:dedf to identity
the source and destination stations ftor the frame.

i -bit
- Error Detection - A frame check seguence field, ad ;2 2;8
value used to detect transmission errors cause y

Physical Link layer operations.

i i d appended to
Framing - There are four control information fields PP

tre clients' data (see Flgure 2-400 .
i i icrast
1. Destination Address Field -~ The phy31ca} or multi
address of the destination station or statlions.
2 Source Address Field - The physical address of the station
that transmizted the franme.

firld uses the client layer to

. - wo-butre .
3. Type Field A twal o1 assaciated with the frame.

1dentify the speciflc pratsc

4 Frame Check Segquenze Field - Contains a }2—?1t flegc
) redundancy check value usel to detect transmission & .
i i . The
A1l messane fields are a fixed size except the data field

data field may contain any inte]ril number oi Tyt%faﬁztwigg r;z
minimum of 46 and the max imum of l.SLQ. The to ?3 reme e nting
from a minimum of 64 bytes to the maximum of 1,5 heydat; countt
rhé frame control informatisn fiells appended to t

FCS
DESTINATION lSOURCE TvyPE CLIENT DATAFIELD VALUE
o 6 12 14 46 N<1,500 14+N 18-N  Byte
TK.1D708

Figure 2-40 Data Link Layer Message frame Format
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Addressing - The Ethernet frame is addressed by twe 6-byte address

fields. The fields are used to define the source and destination
stations of the frame,

The Source field specifies the station that sent the frame. The
source address is not interpreted at the data link level; it is
passed up to the higher DNAR layers for processing.

The destination field specifies the station or stations for which
the frame 1is intended. The first bit of the frame distinguishes

physical and multicast addresses. If the bit eguals a legical
zero, it defines the destination address as a physical station
adcdress. It may be either a:

- Physical Address - The unique address associated with a
partizular station on the network, or

- Multicast Address -~ A multidestination address associated

with one or more statinns on the network. There are two
kinds of multicast addresses:

Multicast group address - An address associated with a
group of logically related stations

Broadcast Address - A predefined multicast address
that denotes all stations on the network.

Dutring transmission, the destinaticn, source, and type field
information is passed down to the data encapsulatien sublayer from
the Client layer. The sublayet then appends this information to
the front of the client data.

During reception, the sublayer strips this information and passes

it along with the received client data up to the Client layer, the
higher DHA layers.

Error Detection - The data encapsulation sublayer generates a
frame check seguence value for each frame to be transmitted, and
places this value at the end of the frame in the FC5 field. The
FCS wvalue is used to detect transmission errors at the time of
reception. Unlike DDCMP or X.25 protocels, the Ethernet protocols
do not wuse the FCS wvalue to determine whether or not a
retransmission is necessary to correct the error. The Ethernet
protocols wuse this field sclely to detect the presence of etrors.
If an etrot is detected, the frame with the error and & status
code that identifies the error as a frame check error is passed up
to the client Jlayer for further processing and recovery
ptocedures.
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T N n 1 he Clie e that perco ms

ne DNA End Communication layef 13 th 1 nt lay r for

the error recovery PIOCEGUIES in an Ethernet network, Ethernet
recovery

protecols do not perform any message sequgncinzl?:niéfo;rames !
i nd receives .
racedutres. It only transmits and . o
Eerzorms link management for collision detection and recovery

thought of as

. i can be .
Link Management - Ethernet Link Management and_ reception

two separate operations: transmission control
control.

e ists
Transmission Control - Link Management for transmitting consis

of the following coperations:

Carrier Deference - Causes the Dara Link layer .to _migitg;rrgsi
compunication channel via the Physical Link lgygg st:;g al seTier
Sense. When Carrler Sense 1is p:esept.‘ it in 1cah el e
other station is currently transmitting on thi cD::a L{nk Tayes
channel is busy, carrier sense IS present, and t ed ok aver
defers all transmissions until 9.§ mlcroseCon'sl T e bt
sense has stopped. Once the channel is ﬁree {or 11_1§ ctrates na
Link 1layer «can begin to transmit. Figure 2~41 illu

process of carrier deference.

O
)
-

CARRIER SENSE MULTIPLE ACCESS
LISTEN-BEFQRE-TALKING TO AvOID

COLLISIONS.
T 10007

Figure 2-41 Carrier Sense Multiple Access
Channel Clear Detection
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Coillision Handiing -~ Collision handlina ofcurs once the Data Lint
layer has

finished deferring to an already transmitting staticn.’

It initiates the steps described earlier to begin transmitting or

the now idle channel.
experience contention for the channel,
¢f transmission celiisions.

Contentions are a resdlt
Ceilisions can  occur unti] totel
acquisition of the channel, or network, has been accomplishe *,
Acguisition of the network is accomplished through the deference
of all other statiocns' Data Link layers. Contention resolution or
collision handling is performed through two Sseparate operations:

1. Collision Detection with Enforcement
2. Coliision Backoff with Ketransmission
Collision Geteztion and enforcetent operaticns dete-t the Fresence

of transmission collisions ari then ensure that the collicion is
detected by all other stations on the chanrnel.

It is still) poscible for this station t-h

-~

&

Coilision detertior is Provided by the Physical Link laver usinn &
Signel  called Collisiar Detect.  Tre Prysical Link layer forwards
this sigral to the Data Link layer for action. If the Data Link
layer receives the collision detect signal while transmitting, 1t
will not stop the transmission imrediately. It keeps transmitting
for  at Jeast ancther 32 (but nut more than 4€) bit times. This
forced transmission is called Collisiorn Enforcement. It
that the otheg transmitting station or stations
collision., The 32 to 48 bits transmitted are called the "Jan"!
Signal. The Jam signal gquarantees that the duration of the
transmission collision is encugh to ensure its detection by all
Gther stations on the network, Figure 2-42 illustrates the
process of “jamming" when collision is detected.

_EnSUI o5
detect the,

.ﬁ

EEE

g T
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COLLISION

COLLISION DETECT
LISTEN SHILE TALKING TO
DETECT COLLISIONS

Ta 10401

Fiqure 2-42 Collis:on Detection and Channel Jamming

Once the collision is detected, an operation called ?acgo{f with
retransmission 15 started. Backoff with retransmlssion defers
transmission to the first station that wanted to tran§mit, and
aliows it to cretransmit the message frame that expetienced the
cellision. 1f for some reason another station starts teo transmit
and the deferring stations don't get to transmit when they are
finished deferring, they will defer again. Deferral can occur up
to 16 times {the first time plus 15 retries) before the attempt to
transmit that particular frame is aborted. lIf aborted, the Data
Link layer flags the error 1o the Client }aygr and, unless
intervened by the Client layer. begins the transmission Procedures
for the next frame to be transmitted. It flags the Client layer
with a status code indicating that the first 16 attempts to
transmit the frame had failed. Remember, all 16 attempts must be
unsuccessful, and must result in collision before trying to
transmit the next frame.

DATA LINK COKTROL

Reception Control - Ethernet Receive link management checks all
incoming frames for FCS errors and frame length errors.

FCS errors are not recoverable at the Ethernet layer level. All
FCS eryors must be handled by the Client layer. In DNA, these
errors are handled by the End Cormunication layer. The Data Link
layer only detects these errors; it does not handle their
recovery. If an FCS error is detected, the Data Link layer passes
the frame containing the ertor, and a status code indicating the
etror, to the Client layer. As far as Ethernet is concerned, it

has fulfilled its responsibility and has completed the processing
for that frame,

Frame lenjth errors are detected and recovered at the Data Link
level. They are tne result of transmission collisions. ESince
occasionhal collisions are a normal part of link management, the
{rame length errors are not reported to the Client layer. Frares
received with less than 64 bytes are classified as frames with
length errors, and are discarded without the knowiedge of the
Client layer. The frame that resulted in the error 1is discarded
because a correct copy cf the discarded frame is retransmitted by
the scurce station as a function of transmission control., '

2,6.3 E:thernet Message Formats

The Etternet Data Link layer has only one type of message, called
a frame. The data encapsulation sublayer builds the frame for
transmission; the data decapsulation sublayer breaks fdown the
frame wupon reception. Figure 2-43 illustrates the standard
Ethernet frame format. The numbers below each frame field
indicate its 1length in bits., The Physical Link layer's 64-bit
prearble pattern field is also shown. The preamble is appended
thern stripped upen recepticn by the Physical Link layer. The
preamble is appended to all frames that are sent over the network
channel (coaxial cable).
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ETHERET MESSACE FRAME

i
r
'
'

k

CLIENT SUPPLIED DATA

]
=1

FREAMBLE

l DESTINATION ] SOURCE I TYPE | DaTA | FCS

64

PREAMBLE

DESTINATION

SOURCE

TYPE

DATA

FCS

a8 48 16 8n 32 Bs

Used tor physical link synchromzaton,

The gest.nalion data hink agddress. A data link address 5

one ot three types

® Physical Address  The unique address associated with 3
particuiar statwon on the Etnerner Tne 48 b held
permits 2 sraucn 0 Nave @ ungue adaress owver al
Etnernets. In DA Phase 'V, gath network node Has ¢
16 bit node adaress.  The 48 bit Etherner data tink
aaaress of a DNA Pnase |V node s dernved Dy pre
foang the 16.-bit address with a 32 bit prefix assigned
to DNA Phase |V nodes Thus DNA Prase [V agdresses
are urmque over a single DNA netwark, which may
incluge mulupie Einernets, DDCMP hinks, and X.25
links.

# Mulucast Address: A mult. destination address as-
sociated by Mgner level convention with a group of
10gicalty related stations on an Etnernet DNA assigns
mullicdst adaresses to the group of all Etnerner End
nodes and (0 the group of ali Ethernet Routers

® Broadcast Address: A disuinguisned, predetined address
which denotes 1he sel O‘ aﬂ stations on an EI"IEI“EL

The source data hnk adaress, Ths fielo slways containg

the physcal agdress of the station trensmitng a trame

on the E1nernet,

Tne type Heid. Tne type held s reserved for use by

nigher jevel pratoculs 1o identdy the higher level pro-

tocol associated with the frame, permiti:ng mutliple
higher level protocols to coexist i the same Ethernet

Ethernetl type hieid values are assigned 1o the DNA Phase

I¥ RAouting protocol and to the DNA Maimenance

Operation protoco's

The daia held, The Ethernet data field contang higher

level protocol data and s Bn bits long, where 46<n<{1500,

Full transparency 1§ provideg 0 the same sense Lthat

any arbitrary sequence of 8 bit bytes may appear i the

data hietd  The minimum iength of the data field ensuresy

that ail framse occupy the channel tong enough for e

liable coliision detection.

The trame check sequence. This Tedd contains the CRC-32

polynomial check on the regt ol the trame.

TR QTSR

Figure 2-43 Ethernet Frame Format
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DuA alse defines a tandard
g;gpsr-levei Protocel data within the Ethernet frame format. The
gher level protocel data is not wsually long enough to fill the
Tészrm‘ mesSaje  si1ze requirenent. The Etherpet minimum fran-e
reﬁzvslss 64fby;es. This conven;ion allows the transmission ar-
aé'y hon <] E.ese very small b:gher-level protocol messages. It
Pads the protocol data ss that it appears to be large enough t
qualify as a valid message frame. ? .

convention for transmitting

:;gute 2-44 shows the Ethernet message frame used to transfer
lgher-level protoccl data. Notice the fields added to pad b
Erotocol data, specifically the ecount field. The countp }ieI:
h;:p;Ung?ck OE how Tu:h data in the data field is really data anﬁ
pow mueh 3 Pa,ded data. Psdded data is any amcunt of hytes
ecessary to fulfill the minimun messaze sjze rale; tit 3 :
conteln all zeros for daca. i o s byt

— ETHERNET WESSLGE FRAWE
l
! N CLIENT SUPPLIED DATA )
] —{ '
PREAMBLE DESTINATION SOURCE TYPE | COUNT DATA | PAD FCS
64 48 48 16 16 g8n &m 32 Bty

PREAMBLE Used for physical ink synchtonization
COUNT The 16 ba coum of DATA bytes, where COUNT=n
DATA The date field  The Ethernet geta field COMTans Righer

level protoco! date ang 15 Bn biis long  where

0-~.n< 1488 Full teansparency 15 prowided in the

sense thal any sequence of B it byles may appear

N the data leld
PAD

Zero or more byles of zerus, where m = max(( 44 n),

Tr-1QM9T

Figure 2-44 Padded Ethernet Frame Format
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MODULE TEST

Answer the following guestions by circling the letter next to the
best pussible sclution. After you have finished the test, check
your answers azainst the Answer Sheet provided in your Tests and
Enswers booklet. Do not proceed to the next module until you have
courrectly answered all of the following questions.

1. LOTMP Data message rumbers range from _ to .
a c, 25%6
b. [, 2%5
C 1, 2%¢
d 1, 2t5%

2. Wnat is the hexadesiral value of the spectial  E-bit character
vsed by DDI¥P to azcorpllsh link synchronization?

a. 26
b. 99
c. 96
d. 7F

3, In nonbroadcast circuits, how many physical lines are needed
to support full-duplex, point-to-point data communication?

a 1
b. 2
c. 4
ag. 6
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When 1t has determined that it has cor;e:tly received a data
message from an adjacent node, DDCMP wiil perform which of the

following actions?
a. Return a NAK to the transmitting station.

b. Pass the data up to the Routing layer for further
Processing.

c. Reject the message due to CRC errors.

d. Acknowledge receipt of the data mnessaje by returniny a
STRT to the transmltting station.

DDC»P Control rmessajes atre identified by an identity Eie}d
contalning the value ENg, EN7 is egual to a value of in
hexadezimal notatian,

a. L5
b. €8
c. 81
d. 92

The X.25 recommendation is divided ints how mnany different
levels?

a. 1
b, 13
c. 5
4. 7

lo.

Iro tre X.25 Frame level, how are  Comrmand ressages that are
trancsmnittesd from the DTE to the LDIE addressed?

a. 1 E

L. 3

c. a

d. b

X.25 Frame level messages that contain data are called

frames.

a. Data or (D)

t. HReceive keady or (RFK) b

C. Inforrmation or (1) f

d. Unnumbiered or (Y)

Which of the following Fublic Data Network Servizes does not

support DNA Priase IV?

a. Permanent Virtual Circuit Service

b. Switched Virtual Circuit Service

c. Datagram Delivery Service i

d. IXE to DTE message acknowledgements t

In the case of a Call Collisien, the X,2% Packet level will do

which of the following to recover from the error?

a. Discard the incoming call packet

b. Process the incoming call packet normally

¢. Transmit an RNR frame to the Remote DTE

d. Flag the local user via an interruptlflag B
I
!
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An Ethernet circuit can exchange data at a rate of
million bits per second.

a. 1

b 10
c 15
d 20

All nodss or sStations on A sinyle Ethernet Cahle are

noies.
a. Adjacent
b. Remote
c. Neunroadcast

d. Router

The Ethernet Data Link layer cffers what type of delivery
service to 1ts clients?
a. Positive acknowledjement with autormatic retransmission

L. Worst-Case Control with automatic retransmission

c. Best-Effort with indefinite automatic retransmission if

collisions are detected

d. Best-Effort with up to but ne mote than 16 automatic
tetransmissions if collisions are detected

14,

15.

DATA LINK CONTROL

Ethernet Data messages can communicate no less than and

no mere than

a. 25, 16,383
b. 46, 1,900
c. 4¢€, 1,500

d. 64, 1,5.8

bytes of ¢client data.

W i
h;aﬁ 15the value used to pad the Ethernet message so  that
gher DWA Jlayers can exchange protocol information? )

a. 1 byte or mote of 0=

b. 1 byte ot more of ls

c. 1 byte or moere of alternating ls and s

d. 1 byte or more of a

randomiy generated ls and @s pattern
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ROUTING LEYER

INTRODUCTION
This module introduces, describes, and illustrates the operations

performed, and message formats used, by the Routing layer of the
DNA.,

OBJECTIVES

To use DECnet in technical support of applications environments,
Software Services and Custamer Personnel must be able to:

l. Define and illustrate the terms associated with the DKA's
Routing layer.

2. Identify the Message Formats used by the DHNA's FRouting
layer.

3. Describe the functional cperations performed by the DRA's
Kouting layer.

LEARNING ACTIVITIES
1. Study the information in this module.

2. Read Chapter 3, The Routing layer, in the DECnet DIGITAL

Network Architecture (Phase 1V) General Description.

3. Take the module test at the end of this module.

4. Correct the test using the answer sheet provided in the

Test and Answers booklet. Review the material on any
questions you may have missed before going on to the next
module.

RESOURCES

1. DECnet DIGITAL Network Architecture [Phase IV) General
Descrietion

2. DNA Routing Layer Functional Specification, Phase 1V,
Version 2.0

LAl
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3.1 LAY

The Rout

1.

ROUTINS LAYER

ER PURPOZE
ing layer has two major purposes:

To route message packets from a source to @ destination
nyfe, within the same physical node or across an entire
netwsrk, via intermediate network nodes.

To manaje the message packet flow across the network by
preventing old or undeliverable pazkets from saturating
the network.

3.2 LAYER INTERFACES

There ar
and the
adjacent
thirgd 1
shuws th
lavers o

e three laver irterfaces ceflined between the Rauting lavyer
othet DA layers. Tws of these interfaces are to 1ts
layers; the Lava link arnd En< Cormunicatizan layers. The
Aterfa~e is to the Netwsrk Manajerent layer. Fiqure 3-1
e relationships tetwszen the Rostina layst and the other
f Duha.
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ROUTIRKRI LAYER

3.3 ROUTING FUNCTICNAL DESCRIPTION

LSER The Routing layer routes and manages messaje packet flow throujh
the network. Thne Routing layer consists of two sublayers:
LAYEA E| Y
NETVWORK ] 1. Initialization
t’ MANAGEMENT
LAYER . 2, Control
NETWORK o )
:’ APPLICATION - Figure 3-2 shows the logical positioning ¢f these two sublayers
LAYER with respect to the other DNA layers.
SESSI0N ‘
) CONTROL
LAYER
END .
> COMMUNICATION ) CLIENT
LAYER LAYERS
ROUTENG CONTROL
LATER . SUBLAYER
I 1
4 ROUTING INITIBLIZATION
DATA LAYER SUBLAYER
’ LInK CONTROL
LAYER ’
&
[ o DATA LINK
LAYER CONTROL LAYER
. PHYSICAL
LINK LAYER

INTERFACE KEY

INTERFACE KEY

. meef) DNA LAYER INTERFACE

—gp CLIENT OR NDAMAL

ot e et i o kil et . e )

NETWORX UBLAYER INTERF
:’ MANAGEMENT —p ROUTING SUBLAYE TERFACE
MAINTENANCE -
TR-te0a
TER-YORAY
n Figure 3-2 Logical Positiuning of the Routing Sublayers
Figure J-1 Routing Layer Interfaces

. L3

3-6

-
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ROUTING LAYER
G LAYE ROUTING LAYER

3.3.1 Initialization

The Initialization sublayer perfarms the fsllowing functions: ~ Packet lifetime control - Prevents old or wundeliverable

1. Masking - Masks the physical and imal circuit/channel . messaje packets from wa;ting the network Tresources.
characieristics of ptie Dita Linio?ayez modzles groﬂ the P?CFEtS that have been looping through the netvork (have
Routiny Control sublayer. The Routing Csntrol suhlayer visited too many nodes for route-throuzh) are discarded.
knows of only two generic linx types: Nonbroadcast (DDOMP
and X.25%) and Broadcast (Ethernet}. The Initialization .
sublayer interfaces the Contral scblayer with the specific
iink type ot types being used by the networ4.

3.3.3 phase IV Routing

The Routing layer defined by DNA Phase IV:

2. Initialization - Identifies the ajjacent node and the - p its t ¢ £ Routi implementati t a twork
adiacent node's Routing laver, and performs node ng;z' s two types o buting implene ons a netwo
verifrzation, if required. )

3. Monitoring of the physizal citgcuit - Monitors egrors ﬁo:%%ng - Sometimes refetzed to as a Full-Routing
detected by the Daza Linx layer module or motules. ones

i. Routes messaze packets from other nodes, referred
3.3.2 Control ty  as Lroute—throuqb or packet—5w1tghan. The
route-throujh operations are dohe using routing

- ; ; ithms. F -Roue -

The Cuntrol sublayer performs the fallowing functions: aljyorithms ali-Routers (route-throuah nodes)
are the orly nodes that <contain or execute the

- Masking - Masks the physizal ani topalojizal ’ routing algorithms,

citrutt/channel characteristics of  the network from the
hijher DNA layers. The cambined ~mas«ing functians of  the
Initialization and Control sablayers ensure that the End
Communication and hijher [iA layers do not have to at  or
function differently in suoporting the different CECnet
network types available. a

2. Receives messaje packets from any other Phase III
i or IV node.

3. Sends messaqe packets from itself to any other
Phase 1Il or IV node.

. . . . i - A End HNg :
- Routing - Determines the path (physical circuit/channel) Nonrouting lso called an En ode

of a message packet to 1ts intended destination. The
destination could be the adjacent node or a node on the
far side of the network. Wwith few exceptions, which are
covered later, the packet is routed through the network
until it reaches its intended destiration via this Routing -
layer function.

2 1. Receives messaje packets addressed to itself from
other nodes.

2. Sends message packets from itself to any other
Phase 1V node,

- Cengestion control - Manages the transmit and receive 3. Has only one active circuit connecting it to the

bufters for nodes that support route-throuagh. When " network. End nodes capnot pgr{orm route-through
several tramsmit buffers are available, both local and operations; they do not contain or execute any of
route-through  traffic are handled on a first come, the route-through algorithms.
first-served, basis. 1f, however the suppl of transmit s . .
buffers available is below a certain lig?tt local messaqge - - Nodes support two generic types of network clrculits:
traffic is not allewed, until more buffers are available . ;
to the Routing layer. Route-through traffic is allowed to Broadcast - Ethernet circuits
continue. This prevents a node from tying up network . R .
tesources and becoming a bottleneck faor traffic between Nonbroadcast - DDCMP or X.25 circuits
other network nodes that requirce this node for
route-thrcugh functions. [ ]
3-8
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- Has introduced two new concepts for networking:

Adjacency = Prior to Phase IV, adjacency was described
as beiny physically next to (adjacent) to another
node. Under DNA Phase IV, adjacency i3 described as
being logically one hop away from another node. For
example, all nodes in a Multipoint or Ethernet
topology are adjacent nodes even if they ate not
physically next to each other.

Designated Router - A specific node on an Ethernet
netwotk that is chosen to route message packets an :
behalf of the end nodes on the local Ethernet circuit.

- Is compatible with DNA Phase III routing. However, DNA
Phase IV nodes differ from Phase IlI nodes in the
following ways:

Phase IV nodes can be attached to an Ethernet; Phase i
III nodes cannot,

Phase IV nodes can handle larger networks than Phase |
III nodes. A Phase III node can communicate with up

to as many as 255 network nodes, while a Phase IV node

can communicate with up to 1023 network nodes. A

Phase III node cannot communicate with a Phase IV node !
whose addresses are out of the Phase III node's
addressing range. A Phase III node also cannot be on
the path to the out-ocf-range Phase IV node.

Phase IV message packets differ in format from Phase

I1I message packets. Phase IV nades translate message
packets into Phase III format when they communicate §
with a Phase III node.

3.3.3.1 Topologies - Figure 3-3 is an example of a supported
Phase IV network. It shows the implementation of DPDCMP, Ethernet,
and X.25% circuits, as well as DNA Phase III and Phase IV

compatibility between routing and nen-routing nodes. 1
LEGEND:
' < ROUTING NODE () » NONAOUTING NODE  /\ + PriaSE 111 NODE
PHASE tv PHASE IV
l AL LRl
: Figure 3-3 A Possible DECnet Phase IV Routing Topology
3-1lo
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3.31.3,2 Concepts - The ©DNA Routing layver 1is responsible fnor
s¥:nanjing ressaje packets hetween nodes  in the network. The
Ayuting layer sends messaje packets over the most cost-effactive
~1rcuit available, selected by the routing algorithm.

Alqor;thm - The routing algorithm provides the Routing layer with
Adaptive Routing, which is the ability ta constantly update, and
compensate for changes made to the network topalogy without
nperator intervention. Adaptive routingj does not compensate for
circuit loading (message traffic saturation)., Circuit loading is
istermined by the amount of messaje packets transmitted on any
jiven circuit at any given time. When this amount is greater than
tme  circuit's packet-handling capacity, the circuit is loaded (or
saturated).

The routing aljorithm determines the best path for the pATkét hy
t-i1iding a FRouting Data Base Table in each routing node in the
fetwark, Eich node's Routing Data Base Table is different, The
ry:les are built during network initializatisn, then updared by a
snante t> the network tapoloty or characteristics, or the
cxpiration of A timer at a nektwWwork node.

Pa1ta Base Table - The Routing Tita Base Tatle stores  information
tat  is built by sendiny 311 receiving routing messages ta/from
atl adja-ent nodes. The adiacent noles in turn send and receive
tteir  own  routing messajes to/from their 3djacent nodes, who in
tarn repeat the process to their adjacent nodes [a snowball
eftect). The adjacent nole that receives the routing message,
oplates its own Routing Data Base Table, then forwards the new
information to its adjacent nodes. Eventually every initialized
r-ute-thrauvgh node has information in its own table that can be
2 to determine the best path to route message pickats. The
;est path is always the most cost-effective path, not necessarily
the shertest path.

Hops and Visits - A hop is the logical distance from ore node to
another node in the network. Path distance {called path length),
is calculated by adding up the total number of hops fram the
source node to the destination node. Adjacent nodes are always
one hop away from each other; the local node is always zero hops
from itself.

1-1 2

RJJTINSG LAKYER

To prevent old or undeliverable packets from wasting netwsatk
resources, eash node in the network has a value called maximun
hops stored within its Routing layer. If a node is farther in
hops than the maximom limit at the source node, the message cannot
be sent: that destination is unreachable. Maximum hops can be
set as high as 31 in the Routing layer by the netwosrk management
layer.

The Routing layer also stores the maximum visits wvalue. The
maximum wvisits value determines whether or not a packet receiveAd
far rpute-through can be forwarded. All data packets have Route
Keaders appended to them by the source node the header identifies:

- The node that originated the message
- The destination node
- The number of nodes the packe: has been furwarded through

A field (called the Forwardina Field), in the Packet Route Header
portion of the mnessaje patket, is used to count the numbher of
route-threujgh nodes that have forwarded the packet to its
destination. As packets are forwarded through the network by
reute-through nodes, the Fortwsrding Field 1s jncremented by one.
If the ecount in the Forwarding Field 1s qreater than the maximum
vizits value at the node currently doing the roure-through for the
packet, the routing aljurithm of that node discards the patker.
Once a packet is discarded, it cannot he recovered. The Routing
layer architecture limits mavimum visits to a value of A3,
However, it can be set to any specific value eaual to or less than
€3 by the Network Management layer.

Both maximum hops and maximum visits are set by the system manager

of each node in the network. These 1imits prevent old,
undeliverable, or excessively looped messajes from saturating the
network circults. The maximum hops limit imposed by DNA is 31.

Network Manajement layer software will not allow the maximum hops
value to exceed the maximum visits limit,

It is suggested that the maximum hops limit be set first, then the
maximum wvisits 1limit value set to: Maximum hops + X, where X is
egual te (1 < X < maximum hops limit). In other words, maximum
visits must be larger than the maximum hops by at least one but
less than twice the value of maximum hops.

The maximum visits limit of other nodes in the path to the

destination are not considered by either the source or
route-through nodes when transmitting a parket overl the netwark to
its destination.
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Circuit Cost - Circuit cost is an arbitrary positive integer that
is set for each circuit connected to a node. The cost of a
circuit {s determined by each node's system manager, The cost of
a circuit does not have to be the same value on both ends of the
circuit. For example, the circuit connecting nodes A and B in
Figure 3-4 could have a cost of 2 at ncde A and a cost of 4 at
node B.

When initializing the network {when routing messages are first
being transmitted and received) each network node knows only about
itself and its adjacent nodes. The routing messages eventually
update the entire network, so that every Routing node knows the
best or most cost-effective local circuit over which to send a
packet. The touting messages contain both cest and hop
information for all adjacent nodes within the network. A source
node need only select what it telieves to be the cheapest path to
the destination node and send the message packet over the local
circuit that corresponds to the selected path., The first node in
the path, the adjacent node, must be a route-through node ss that
the packet can be forwarded along its way. The route-through node
performs the same calculations as the scurce node and forwards the
packet over what it currently believes to be the cheapest path to
the intended destination via its own local circuits.

This process of routing and rerouting continues until the packet:
- reaches its intended destinatian

- is received by a route-through node whose maximum visits
limit has been exceeded.
L

Remember, routing does not automatically adjust to traffic flow or
circuit loading; it simply sends message packets over what it
believes to be the cheapest path to a particular destination node
at the time the packet was queued for transmission., Alse, if a
packet ls received by a route-through node and the packet header
Forwarding Field value exceeds the maximum visits allowed by that
route-through node, the packet will be discarded, Routing does
not guarantee delivery of all offered packets; this task ls lefe
to the End Communication layer's NSP protocol.

Figure 3-4 shows how a node chooses the cheapest path to send a
message packet to another nonadjacent nede.

- ROUTING

LAYER

LEGEND

@ = hODE

= PHYSICAL LINE

= CHRCUIT COST

RODE A WANTS TO SEND & PAIRET TO NGDE B TRERE ARE THHEE POSSBLE PATHS

GOre® &0 ©re® Oe@

PaTh LOST PATM LERNGTH
@10@) TD@ @”"’@ " =7 3 WOPS
®ree® ® E-[Des | 2noss
+'EV= 13 4 HOPS

*745 THE LOWEST PATH COST NODE A THEREFORE ROUTES THE PACKET TONODE D VIA THIS PATH

i

TR-10B48

Figure 3-4 Selecting the Most Cost-Effective Path
Between Nodes

3-1%
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3.4 ROUTING FUNCTIONAL CPERATIONS

The following is a summary of the functional components contained
within each Routing sublayer, and the processes that make up each
of the different components. Fiqure 3-5 shows the logical
positioniny of the two Routing sublayers with tespect to the
Routing, End Communication, and Data Link layers of DNA. 1t alsc
shows the different sublayer companents, the processes that
opezate within each comporent, and the operations performed by
each of the different processes. The following list can be used
to identify the different layers, sublayers, components, and
processes shown in  Figure 3-5. Details are provided in the
sections that follow the figure.

Data Link Lavyer
Routing Layer
I. Rauting Inirialization Sublayer
A, Initialization and Circuit Monitoring Components
1. Ethernet Circuit
2. CDCYP Circult
3. X.25% Circuit
4, X.25% Circuit Mapgping Da=za Base
Tl. Routing Control Sublayer
B. Routing Component
5. Decision Process
6. Update Process
7. Forwarding Process
8. Receive Process
9
ol

. PRouting Data Base
. Forwarding Data Base

1
C. Congestion Control Component
D. Packet Lifetime Contreol Component
11. Loop detector process

End Communication Lavyer

)

tND COMNIURICATION
AYER

ROUTING LAYER

TRANSNT
INTERFACE TO END
COMMUNICATION

RECEIVE INTERFACE

7O END COMMUNICATION

TG LAYER

FORYARDING
DATABASE

CONTAINS
® AEACHABILITY

o QuTPUT
CIRCWIIT TO BE

r-.. VECTOR
|} USED

FORGARDISG PR
e SUPPLIES aND

»

REIECTS PACK
COMR UNICATI
ISTOOFuLL

FOR AQUTE THRQULIGH

R
MANAGES BUFFERS

® SELECTS PATHS

DATABASE

* MAINTAING
FORWARDING
DATABASE

CECISION FPROCESS ®

& MANTAINS AOUTING
bo- INFORMATION

ETSFROW ESD
onoIF QuELt

RECEtVE PRGCESS (1)

o RECEIVES PACKETS

® PASSES THEN TO
APPROPRIATE

AQUTING
DATABASE

CONTAINSG
* RQUTING

(HOP COST,
FLAGS £7C)

|
h
POATE PROCESS (6e]
* GENERATES AND
PROPAGATES ADUTING
MESSAGES

TOSEND PACKET

® TAKES CARE OF PACKETS FDR

UNREACHABLE NODES

READS FORWARDING CATARASE
AND DECIDES Of VerniCn CIRD T

DROPS INCOMING PACKETS IF THE
QUEUE IS ALREADY FULL

PROCESS

® MSCARDE FACKETS
THAT HAVE VISITED
TOO MANY NODES
LooP DETECNOMG

@ conTROL SUBLAYER
© NTIALZATIONSUBLAYER

DDCMP IRKITIALIZATION

® SENDS AND RECEIVES
INITIALIZATION
VERIFICATION AND
HELLO AND TEST
MESSAGES

FTHERSNET thITIA1ZATION
® SEANDS AND RECEIVES
ETHERNET ROJTER
AND ENCODE HELLD

MESSAGES

® SELECTS DESIGNATED
ROUTER

X 25 INITIALIZATION

e INITIALIZES PVCy

& ISSUES CUTGOING AND
ACCEPTS INCOMING
CALLS .

e BLOCKS DEBLOCKS,
FRAGMENTS AND

Q

25 CIRCUIT
DATABASE

CONTAINS

e CIRCUIT
MAPPING

REASSEMBLES DATA
(2] (1] PACKETS (B
{ I |
LATa N LAYER § [ [

DDCMP MODULE l

[ ETHERNET MODULE I

[ X 25 LEVEL JMUDULEI

Figure 3-5
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Routing Layer Sublayers, Components, and Processes
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3.4,1 Reouting Initialization Sublayer

The Initialization siblayer masks the characteristics of the Data

Link Jayer from the Routing Control sublayer. It performs the
following functions:

- Link initialization (start up) for adjacent node's Routing
layers

~ Ildentification of an adjacent node's Routing layer type
Phase IV touting node
Phase IV end node
Phase Il routing node
Phase III end node

- Adaptation to the circuit characteristics of the line that
connects to the adjacent node

- Circuit monitoring (detects the lsss of communication with
an adjacent node)

Routing initialization is a start-up procedure for adjacent nodes
that identifies the Routing layer type. The start-up procedure
adapts the local node’s Routing layer to the characteristics of
the circuit that provides the link between the adjacent nodes.

Initialization and circuit monitoering operations depend on the
circuit type that links the adjacent nodes. There are two circuit
types supported by DNA FPhase IV:

1. Nonbroadcast (DDCMP and X.25)

2. Broadcast {(Ethernet)

3.4.1.1 Nonbroadcast Circuit Initialization - The initialization
and identificatian of adjacent nocde's Routing layers on a
Nonbroadcast circuit 1is accomplished by exchanging Routing
initialization and verification messages. The operations
performed are functionally similar for both DOCMP and X.25
circuits. DDCMP initialization adapts the Routing layer's
operation to the block size of the physical line managed by the
Data Link layer; X.25 initialization adapts the Routing laver's
operation to the X.25 Data Packet size selected when the wvirtual
circuit is established.

RJOUTING LAYER

There are some differences between the initialization of DDCMP and
X.25 .wcircuits. These differences however, affect only the
contents of the routing message envelope and the size of the darta
packet passed down to the Data Link layer (amount of data bytes te
be transmitted}. The Routing layer initialization handshaking an?
node type identification sequences are the same for both
nonbroadcast circuit types. Figures 3-6 through 3-11 show the
initialization handshaking sequences required to initialize and
identify the different Routing layer types that may teside in the
adjacent node.

The major differences between DDCMP and X.25 initialization
operations are:

- DDCMP supports the Hello and Test message; X.25 circuits
do not.

- X.25 initialization performs sume additional operations
riot required by either DDMIP or Ethernet circuits:

Blecks and Deblocks Routing Layer Messages -
Communication over X,25 circuits 1is in the form of
small packets; Routing initialization blocks and
deblecks DNA  datajrams into X.Z5 packets to minimize
the number of packets transmitted over the wvirtual
circuit.

Fragments and Reassembles Routing Layer Messages - If
the X.259 wvirtual circuit packet size is too small to
contain an entire Routing 1layer message, routing
initialization fragments and reassembles Routing layer
messajes so that they fit in the available X.25 packet
size,

Checksums X.25 Packets - The Routing initialization
sublayer appends a checksum value to every Data Packet
transmitted to ensure the integrity of the data
transmitted over the virtual circuit.

P
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Nenbroadcast Routing layers exchange the following messaje types
to initialize, identify, and monitor the circuit between them:

[nitialization Message - The Routing layer sends this message

when i initializing a nonbroadcast «circuit. The messaqge
contains information about the node's Routing layer type and
version (Phase IV or Phase III), maximum Data Link lavyer

receive block size, and whether or not verification is
required.

Verification Message - This message is sent and used only for
verification purposes on nonbroadcast circuits, and only if
the initialization message indicates that verification |is
necessary- It ensures that anly authorized users he allowed
azcess to your system and network.

Hello and Test Message - The Hello and Test message is used to
test an adjacency to determine if it is still operational.
Routing sends this message periodically on nonbraoadcast
circuits in the absence of other normal data traffic, UYpon
receipt of this or any other valid message, routing starts, or
restarts, a timer. 1f the timer expires befare another
message is treceived from that adjacent node, routing considers
that adjacency as being nonoperational, or down.

Phase IV End Node Initialization - Figure 3-6 shows the following
se juence of events that initialize and identify the routing layers
of two adjacent nonbroadcast Phase IV end nodes.

€ Node A starts the sequence by transmitting the Routing
initialization messajge to node B.

© Node B responds by transmitting its Routing initialization
message back to node A.

(’ #oth Routing layers then exchange verification messages if
required by the Initialization messages.

The exchange of the initialization messages initializes and
identifies the two adjacent nodes as being DECnet Phase IV end
nodes.

ROUTING LAYER

NODE A NODE B
(PHASE 1v END NGDE) PHASE 1V END NODE}

ROUTING INITIALIZATION
© | vessace prase v
END NODE

v

ROUTING INITIALIZATION
MESSAGE (END NODE! (2 ]
PHASE 1V

A

Y

o VERIFICATION MESSAGE
(OPTIONALI

A

VERIFICATION MESSAGE o
OFTIONALY

TR 080

Figure 3-6 Phase IV to Phase TV Konbroadecast Circuit
End Nade Initialization and Identification

Phase IV to Phase III End Node Initialization - Figure 3-7 shows
the following sequence of events that initialize and identify the
Routing layers of two adjacent nonbroad-ast end nodes.

© Node A starts the ssguence by transmitting the Routing
initialization messaje (Phase IV end node) to node B.

(’ Node B responds by transmitting its Routing initializaticn
message (Phase 1I1 end node).

‘) Node A receives node B's Phase I1I Routing initialization
message and determines that node B is in fact a Phase III

end node.

" Node A then reformats its Routing inftialization message
into DECnet Pnase 11! format and retransmits it to node B,

(, Both routing layers then exchange verification messages if
regquired by the initialization messages.

The exchange of the initialization messages initializes the
Routing layers of the two adiacent nodes and informs node A that
it must reformat ail messages transmitted to node B so that they
will be compatible tu node B's Routing laver.
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NODE A (PHASE IV END NODE! NODE B (PHASE 111 END NODE)

ROUTING INITIALIZATION
© | vessace prase v
END NODE}

\J

ROUTING INITIALIZATION
© =« MESSAGE {PHASE 11| o
END NODE)

AQUTING INITIALIZATION
© | wvessace PrasE 11
FOAMAT)

¥

)

VERIFICATION MESSAGE o
(OPTIONAL)

° VERIFICATION MESSAGE
({OPTIONAL)

|

Tw.0810

Figure 3-7 Phase IV to Phase I[II Nonbroadcast Circuit
End Node Initialization and Identification

RIJUTING LAYER

Phase IV Routing Node Initialization - Figure 3-8 shows the
following sequence of events that initialize and identify the
Routing layers of two adjacent nonbroadcast Phase IV full-routing
nodes.

@ Node A starts the sequence by transmitting the Routing
initialization message to node B,

Node B responds by tramsmitting its Routing initialization
messaje back to node A,

€© Both Routing layers would then exchange wverification
messages if reguired by the initialization messages.

The exchange of initialization messagjes initlalizes an?!
identifies the two aZjacent nodes as DECnet Phase IV
Routers. Since both are identified as routing nodes, they
begin the process of updating each other's Rocuting Data
Base Structures. (This process is covered 1later in the
Routing Contrel Sublayer section using the Routing
message.)

NOTE

In DECnet Phase IV, the Routing message 1is
segmented. Phase IV gouting nodes only
exchange new or <changed information. This
protects CPU and Netwotk rescurces from waste
caused by transmitting redundant information.
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NOTE

IT MAY BE NECESSARY FOR ROUTERS
IN LARGE NETWORKS TO EXCHANGE
MORE THAN 1 SEGMENTED ROUTING
MESSAGE,

Figure 3-8 Phase IV to Phase IV Nonbroadcast Circuit Routing
Identification

Mode Initialization and

SEGMENTED ROUTING °
MESSAGE

TRAOTEN

-

ROUTING LAYER

Phase IV to Phase III Routing Node Initialization - Figure 3-9

shows

the following seguence of events that initialize and

1dentify the Routing layers of two adjacent nonbroadcast routing

nodes.

Node A starts the sequence by transmitting the PRouting
initialization messaje (Phase IV Router) to node B.

Node B responds by transmitting its Routing initialization
message {Phase 11l Router) back to node A.

Node A receives node B's Phase II1 Routing initialization
messajge and determines that node B is in fact a Phase ITI
routing ncde.

s its Routina initiallzation messaze

Node A then reformat
1 format and retrans~its it to node B.

into the Prase Il

Buoth FRouting layers would then exchanje verification
messajes if reguire2 by the initialization messages.

The exchanze of initialization messages initializes an?
identi1fi1es the tws ajlacent nodes as routers but the Phase
1V node (node A) must refsrmat all messages sent to  node
B. Since both are i1dentified as routing nodes, they be3jin
the process ¢f updatini each other’s Routing Data Base
Structures. The Routing Data Base update is accomplished
using the Routing messaje.

NOTE

In this example, the two adjacent routers
cannot exchange Phase 1V segmented Routing
messages. Node B does not know what a
segmented Routing message 1is, and cannot
interpret it when it is received,. Therefore,
node A must transmit all messages in the
Phase 111 format when communicating with node
B.
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ROUTING INITIALIZATION
MESSAGE (PHASE (Il
ROUTER}

ROUTING INITIALIZATION
MESSAGE {PHASE 1}
FORMAT)

]

i

VERIFICATION MESSAGE
1OPTIONAL)
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Figure 3-9

]

)

ROUTING MESSAGE
{PHASE lil

T - V0RO

Node Initialization and Identification

o

Phase IV to Phase III Nonbroadcast Circuit Routing

ROUTING LAYER

Phase IV Routing to Phase IV End Node Initia.ization - Figure 3-10
shaws the following sequence of events that initialize and
identify the Routing layers of two adjacent nonbroadcast nodes.

@ Node A starts the sequence by transmitting the Routing
initialization message {Pnase IV Router) to node B.

€@ Node B responds by transmitting its Routing initializaticn
message {Phase IV end node) back to node A.

€© Both Routing layers wauld then exchanje wverification
messages if so required by the initialization messages.

The exchange of the initialization messages initializes anA
identi1fies pode B to node A as being a Pnase IV end node, and node
A to node B as beinj a Phase 1V routing node. Because Node B is
an end node, they will not exchange Routing update messajes. Nade
B does not have the capability of performing route-thrcugh for
netwrk message traffic.

NODE A {PHASE 1V ROUTER) NODE B (PHASE (v END NODE)

ROUTING INITIALIZATION
o MESSAGE (PHASE iV

Y

ROUTER}
RULUTING INITIALIZATION
- MESSAGE (PHASE Iv o
END NODE)
o VERIFICATION MESSAGE -
{OPTIONAL) =

i

VERIFICATION MESSAGE
{OPTIONAL) o

Tr- 108008

Figure 3-19@ Phase IV Routing Node to Phase IV End Node
Nonbroadcast Circuit Initialization and Identification
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ROUTING LAYER

Phase IV Routing to Phase III End Node Initialization - Fiqure
1-11 shows the sequence of events that initialize and identify the
Routing layers of two adjacent nonbroadcast nodes.

Q@ Node A starts the sequence by tranmsmitting the Routing
initialization message (Phase IV Router) to node B.

© Node B responds by transmitting its Routing initialization
messaje {(Phase I1II end node) back to node A,

€ Node A receives node B's Phase III Routing initialization
messaje and determines that node B is in fa-t a Phase III

end node.

@O Node A must then reformat its Routing initialization
message into DECnet Phase I[IL format and retransmit it to
node B.

(’ Both PRouting layers would then exchange verification
messages if reguired by the imitialization messages.

Th-e exchange of the initialization messages jnitializes the
Hzuting layers of the two adjaczent nades and informs node A that
it must reformat all messajes transnitted to noie B so  they are
compatible to node B's Rouring layar. It alse informs node A that
nsde B is an end node and cannot operfarm route-through for network
traffic, Node A and node B will not exchanje any routing update
messajes other than Hello and Test messajes.

o MESSAGE (PHASE IV

ROUTINS LAYER

NODE A {PHASE 1V ROUTER) NODE B (PHASE 111 END NODEY

ROUTING INITIALIZATION

Y

RQUTER}

BOUTING INITIALIZATION

QO = MES5AGE IPHASE 111 (2]

EXD RODE)

ROUTING INITIALIZATIC .
Q | ressace prase -
FORMAT)
o VERIFICATION MESSAGE -
IOPTIONAL) -
g VERIFICATION MESSAGE
i {OPTIONAL) 0

Tu-10007

Figure 3-11 Phase IV Routing Node to Phase II1 End Node
Nonbroadcast Citrecuit Initialization and Identification
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ROUTING LAYER

Broadcast Circuit 1Initialization - The ({nmitialization,
and circuit monitoring of adjacent Routing layers

on a broadcast circuit is accomplished by exchanging the following
two Ethernet Routing initialization messages:

1.

Ethernet Router Hello Message - The Ethernet Router
message is wused for hoth circuit initialization and
monitoring of route-through nodes on an” Ethernet circuit.
Each Ethernet Router periodically broadcasts an Ethecnet
Hello message to all other routers on the same Ethernet
circuit wusing multicast operation., (Multicast operation
was discussed in the Ethernet section of the Data Link
Layer module.)

The Router Hello message contains a list of all known
routers on the Ethernet circuit from which the sending
router has recently received Ethernet Router Hello
messages. By exchanging these Router Hello messages, all
routers remain informed of the status of the other Routers
on the Ecthernet citrcuit. The message also provides input
to an algorithm that selects a single router on the
Ethernet circuit to be the Designated Router for that
Ethernet circuit.

The Designated Router sends the Ethernet Router Hello
message to both rcouters and end nodes alike. It also
helps any two end nodes discover that both are on the same

Ethernet circuit by forwarding a packet from one to the
other as an Intra-Ethernet packet. The Intra-Ethernet
packet informs the receiving node that the source node is

on the same physical Echernet circuit and that direct
communication c¢an be accomplished simply by addressing
that node within the Ethernet message packet header field
"Destination Address®. Then subsequent communication
between the two end nodes can be made directiy, without
the aid of the Designated Router.

Ethernet Endnode
initialization and periodic
Ethernet cicrcuit. Each

broadcasts an Ethernet

Ethernet Endnode Hello Message - The
Hello message is wused for
monitoring of end nodes on an
Ethernet End Node perlodically
Endnode Hello message to all routers on the Ethernet
citcuit by using the multicast operation. The message is
used by the Routers to maintain the status {(up or down) of
the end nodes on the Ethernet circuit.

Al S S SEn EEE U Geer Bl G R Geae Sy W BEEa SR e e

ROUTING LAYER

Ethernet End Node Initialization - Figure 3-12 shows the follewing
seguence of events that initialize and identify the Routing laye:rs

of adjacent broadcast nodes.
guide vyou

help

The following steps are provided to

through the broadcast «circuit initialization

seguences with respect to an Ethernet End Node.

© 0 0 o

0

Node A, an Ethernet End Node,
Endnode Hello messaje" to all 1outers on the local
Ethernet circuit. This message is repeated periodically
to keep all routers updated as to the status of node A (up
or down).

multicasts the Ethernet

The routers update their data
non-routing end node A,

bases to include the

The routers nmulticast the Ethernet Router Hellc messaje
perlodically to 4il other routers on the Ethernet circuit.

The routers decide on one
Router for the circuit.

router to be the Designated

The Designated Router {trie router with the highest

priority) additionally multicasts the Ethernet
Hello messaje to all end nodes.

router
Router

The non-routing ncde A stores the information about the
designated router in a subarea of its Routing layer called
cache. Cache 1is a tempsrary storage area for  known
current adjacencies to the Ethernet End Node. The cache
is updated by the Ethernet End Node's Routing layer each
time an Intra-Ethernet packet is received.

When the end node, A, wants to communicate with another
node, B, it:
a. Checks cache for informatiocn about node B. If there

is such information, node A addresses node B directly.

b. If there is no information in the cache about node B,
node A addresses the message to the Designated Router
for route-through to node B.

€. If there is no information in the cache about nede B,
and there is not yet a router assigned as the
Designated Router, node A addresses node B directly,

oy T

iy

e



DESIGNATED ROUTER

R3U

Frog Ul T END NOOE

INCTEALIZATION MESSAGE

T ALL ADUITE HY)

4

0
(
)

TING LAYER
—
-
- L
= 2
2%
243
._.'(
z

-

00

(TO ALL END NODES)

ETHERNET AOUTER
HELLO MESSAGE

QO

ETHERNE T END NUDE

VAN

ETHEANET ROUTING NODE

ROy

Initialization

1¥ Ethernet End Nade

Phase

Figure 3-12

Identification

and

[ - [ | - 4 F - 3 e -

ROUTIKS LAYER

Ethernet Routing Nade Initialization - Figure 3-13 shows the
sequence of events that initialize and identify the Routing layers
of adjacent broadcast nodes. The following steps are provided to
help guide you through the broadcast circuit initialization
seguences with respect to an Ethernet Routing Node.

0

Node C, an Ethernet Routing MNode, multicasts the Ethetnet
Router Helloc message to all routers on the Ethernet
circuit.

The other routers on the Ethernet cirecuit {(since all nodes
on  the Ethernet circuit are adjacent nedes} update their
data bases to include the information for node C.

Ea-h router then dezides on the Designrated Router for the

Ethernet clrcult. The decision i1s based upon the router
priority contained in the Ethernet Router Hello messaje.
Tne router with the highest priority hecomes the

Desigrated Router; in case of a tie, the router with the
highest node afddress becomes the new Casignated Router for
the circuit,

¢The Desiinated Router pericdically multicasts the Ethernet
Router Hello messaze to all other routers and end nodes
alike. Nade C may «or m3y not have bezome the new
Designated Router for the circuit.

Node C learns about the end ncdes from the FEthernet
Endnode Hello messages and about the other routers on the
circuit from the Ethernet Router Hello messages.

NOTE

Due to resource restraints, Ethernet Networks
should be limited to a maximum of 12 routers
per Ethernet Circuir.
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3.4.2 Routing Control Sublayer

| The Routing Centrol sublayer supplies full-duplex packet
transmission Detween any pair of nodes within the network, It is

= ] independent of the specific Data Link layer below it. All it
— w oz E [ knows about the Data Link layer is whether it contains either or
ad
33k - both brecadcast (Ethernet} er nonbroadcast (X.25 or DLTMP)
< €23 s circuits. The Routing Control sublayer alsc masks the physical
e b l and topological characteristics of the network from the higher DNA
o2 m layers. Figure 3-4 showed an overall functional view of the
Zzo N Routing Control sublayer operations. It also summarized sublayer
wF = oo functions that are performed by the different sublayer components
ot l and processes.
L -
ot
ol ms— &
. - 3.4.2.1 Routing Component - Figure 3-14 shows the different
g processes that make wup the Foutinj c¢orponent. This compunent
o consists of:
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Decision Process - The Decision process maintains and updates the

data bases used to select the most cost-effective path to a
particular destination node at any given instant in time.

The decision process selects the best path to each network node
that could be a messages destination. This process uses two
algorithms to determine the minimum path cost and distance ot hops
to each known destination in the network. Path selection is based
upon the minimum path cost to a destination node. The hops
information to the destination node is not used to determine the
best path. The minimum cost and hops for a path to a destination
nude is determined by storing all of the possible path's cost and
hops in a matrix, calle? the Routing Data Base Hop/Cost Matrix.
This mattix is updated when the topolegy is changed by the Upfate
preocess. (The Hup/Coust Matrix and Uplate process ate detailed
later in this section.) Figure 3-15 shows the decision process
functions.

The decision precess algorithrs use the information stored in the
Matrix to perform the following operations:

-~ Form a data base called the Routiny Update Message Vector.
This wvector is used by the Update process to create a
message called the Routiny Update message. The Routing
Upcate messaje can be a partial or complete copy ¢f the
Routing Update Messaze Vector built from the Routing Data
Base Matrix. Tne Routing Update message §is transmitted to

all adjacent route-throujh nodes when queued for
transmission by the Update Process.
- Form a data base called the Forwarding Data Base Ve<tor.

This wvector stores the circuit's identification used to
send message packets to any known destimation node.
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W

Taamiss

The decision process also builds a buffer that contains a flag
called the Send Routing Message Flag. This buffer contains a flajg
for all known adjacent nodes. The decision to set the (flag for
any particular circuit to an adjacent node is based upon
information obtained by the Initialization sublayer,

ROUTENG
DATA BASE
INFOHMATION

(HOP COST.

CONTAINS

& ROUTING
ROUTING FLAGS
MINHOP VECEOH
MINCOST VECTUR,
L1C)

Setting the flag allows the Update process to transmit the Routing
Update message to the adjacent node connected by that circuit.
The decision process initially sets the flag to identify an
adjacent node as a route-through node. Once set, it remains set @
until a network change affects that circuit or the adjacent .
route~through node connected by that circuit. Circuits without
this flag are ceonnected to end nodes, nodes that are not
route-through nodes. Circuits to end nodes must not be identified
by the Forwarding Data Base Vector as a circuit to be used for
commudnication with nonadjacent destination nodes.

TRANSMIY 16 TERF ACE
TODATA LINK LAYER

UPDATE PROCESS 1U)

DaTa BASE

FUHWARINNG

DATA BASE
o

DECISION PROCE SS (D}
a MODFIES

® SECECTSPATHS
* MAINTAINS ROUTING

INTERFACE TD)
NE TWORK SERVICES

RECEIVE

The decision process obtains the information for its decisions
from the Routing Update and Initialization messages., Fouting
Update messages inform network nodes of topological changes.
Changes are reported through hop and cost information updates far
known node adjacency pairs. (Initialization messages were covered
earlier 1n this module.)

TOUDATA LINK LAYELR
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HECEIVE PHOCESS (R}

The Decision Process

NUH LISTENLR

PROCE 55
—

The twoe algorithms executed by the decision process are called the
Connectivity and Assignment alqorithms. Executing these |-
algorithms results in updates to the data bases used by the i
decision process. The connectivity algorithm updates the path
length portion of the Routing Data Base Matrix (path length is the
cumulative hops for the entire path). The assignment algorithm
updates the total path cost portion of the Routing Data Base
Matrix. {Total path cost is the cumulative circuit costs for the
entire path.)
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Update Process - The Updaete process is responsible for building
and sending the Routing Update message once the Routing Update
Message Vector has been created or updated by the decision

process. .

The Routing Update message is transmitted to all adjacent
route-through nodes; the Send Routing Message Flag is set for the
circuit that connects that node. The receiving adjacent
route-through node wuses the Routing Update message to build or b
update its own Routing Data Base Matrix and Routing Update Message 'j
Vector. 4
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.A Psuting Update message contains path cost and length information
for groups of destination neodes. The informatien reported or
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Figure 3-16
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updated can cover the entire known network or a small part of the ! z vgE
network, depending upon: | E 385 ©
mc(,.‘;'.,,; z
- The size of the buffer available to the Update process for l | 5%%%?;2 “ §§‘ 5
transmitting the Routing Update message. | 55§%§§§'S r2 5
) o Ze33LC Fred
- The amount of information or number of adjacency pairs I | ' o~ R
that require updating. 1 3T
, ! s & LT
DNA Phase IV uses a segmented Routing message that allows Rauting l ! e Z e
layers to communicate either a total Routing Data Base Matrix LEE o
Upiate {the complete Routing Update Messaje Vectsr for all knawn ] gg;;trgy
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packet

facilitate communications between all DECnet
broadcast and nonbroadcast nodes.

this process either returns the packet to its sender

The Forwarding process is also responsible for
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e Forwarding and Decision processes interact when a message
packet is queued for transmissian.

- The Decisian process - Builds and maintains the Routing
Dara Base Matrix. From this matrix, it maintains an
updated Forwarding Data Base Vector. The vector contains
the circuit's identification path which correlates the
most cost-effective path to any given known destination.

- The Forwarding process - Reads the clircuit's
identification from the Farwarding Data Base Vector for
the messaqe's destination. It selects this circuit for
transmission, then formats the messaje packet to conform
to that circuit's transmission requirements {(to ensure
that the packet's byte size does not exceed the
transmission circuit's maximum data field byte size, and
if necessary, make chanjes to Routing header information
so that the messaje packet is compatible with the adjacent
node's Routing layer characteristics}. Once the packet is
carrectly formatted, the Forw3drding process passes it down
ta the Data Link layer module that manajes the selected
citcult.

Receive Process - The Recejve process receives packets from the
different Data Link layer medules, inspects the packet's rocute
header information, then directs the packet to the appropriate
component process or End Communication layer for futher
processing.

Table 3-1 shuws the ©pnssible Routing packet types and the
component, process, or DNA layer to which they will be directed by
the Receive process.

ROUTING LAYER

Table 3-1 Routing Packet Types and Their Destinations

Routing Packet Type Destination

Routing Update Messages Decision Process

Hello Message Node Listener Process

Packet for Self
{local node)

End Communication layer

Packet for Another
Destination
{reguires forwarding)

Forwarding Process

3.4.2.2 Congestion Control Component - The Congestion Control
Component consists of a sinyle process called Transmit Management
that:

- Manages buffers by limiting the maximum number of packets
on a8 gqJdeue for a given circulit,

- Regjulates the ratio of packets received directly from the
End Communication layer to the packets received for
toute-through service. Packets that vrequire forwarding
{route-through setvice) have higher priority.

- Prevents circuit congestion by rejecting lorally generated
packets to keep route-through service from being degraded.

- Discards packets that are queved for an adjacent node that
has gqene down (become unreachable).

- Checks packet size for each packet to be transmitted.
This prevents data from beina lost due to an insufficient
number of bytes available in the data field of the Data
Link layer protocol used for transmission. The amount of
data that can be transmitted by the Data Link layer
depends wupon the Data Link layer circuit type used for
transmissicen. The Forwarding process performs the packet
reformatting if reformatting is necessary.
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omponent

Component - This =

Control

Lifetime
excessive looping of route-through packets by d.scarding

Packet

1.4.2.3
prevents
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3.5 ROUTING LAYER MESSAGE FORMATS

There are two types of Routing Layer Messages used by DNA Phase

IV:

1. Data Packets - Carry data to and from the End
Communication layer. The Routing layer processes append a
packet route header to all massages queued for

transmission by the End Communication layer.

2. Control Messages =- Exchange routing tevel information
between Routing layer software modules in adjacent network
nodes. This routing level information is used to
initialize, identify, wupdate, and monitoer the operations
performed by the adjacent Routing layer modules.

3.5.1 Data Packets

Thete are two Route Header formats used for the data packets; the
format used depends on the circuit type connecting the adjacent
nodes and the adjacent node's Routing layer type. The circuit
could be either Broadcast {Ethernet} or Nanbroadcast (DDCMP or
%X.25%); the Houting layer type could be either route-through ot
end node. The two packet route headers used are:

- Phase IV Data Packet Routing Header (called the Short

Route Header)

- Ethernet Endnode Data Packet Routing Header (called the

Long Route Header)

The Short Route Header is appended to all data packets transmitted

through the network except when communication is with an Ethernet
end node. 1f communication ls with an Ethernet end node, the
Erhernet Endnode Data Packet Routing Header ({the Long Route

Figure 3-19 shows the two
The numbers under the
format

Header) is appended te the data packet.
types of data packet routing headers.
different fields in this and the following Routing message
illustrations indicate the length of the fields in bits.

A_4A0

ROUTING LAYER

Phiase 1V Date Peck et Romting Hueader Fotnat

RTHLG DSTNODE SHCNODE FOKWARD

H 16 16 8 Bity

E thernwt Endnode Date Packet Routing Header Furnial

HIFIG DSTNODE SHCNODE RES FORWARD RES
8 64 64 a ] 16
RIFLG B the set of Hays used by Whe couning nodes including
® Hewrn to sender Hoy fonhcates whethen or nol the
packet by beiny retumed)
o Heturn 10 sender iequest Nay indicates whether 10
discard Or Uy (o relurn peckkt)
o Inta Ehernel Packe) findicates 1o e Evhernet
Endnode 1eceving this pech el 1hat the source of the
packel 1s 6o the same Elhernel snd can e
conmunicalied with dueciiy)
DSTNODE = the destnation node adkdress
SHCNODE = the source node adihiess
FORWAHD - the nuimber of Dudes s packet can visit
RES = »resecved held

Figure 3-19 Data Packet Route Headers

Bus
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3.5.2 Control Messages

There are six types of Routing Control messages used by the
Routing layer's Initialization sublayer; the message(s) used are
dependent upon the circuit used to connect to the adjacent node.
Figure 3-20 shows the message format for all six control messages.
The following description identifies each control message and
summarizes their use by the Routing Initialization sublayer.

~ Common to all circuit and Routling layer types:

Routing Message - Provides Information on path cost
and path 1length for a set of destinations to update
the Routing Data Base of an adjacent node.

- \Used only on Nonbroadcast DDCMP circuits:

Hello and Test Message - Test an adjacency to
determine if it is scill operational. Routing sends
this message periodically on Nonbroadcast circuits in
the absence of other normal traffic. Upon receipt of
this or any other message, routing starts a timer (or

restarts the timer). If the timer expires befgre
another message is received from that node, routing
considers that adjacency down. Hello and Test

messages are transmitted as a function of the Node
Talker process in the Initialization sublayer. The
timer that indicates "Adjacency Down"™ is controlled by
the Node Listener process in the Initialization
sublayer. Normally the ©Node Talker process sends

Hello and Test messages twice as often as needed to
restart the Node Listener timer. Essentially, the
Listener timer is twice as long as the Talker timer.

= Used only on Nonbroadcast circuits {(both DDCMP and X.25
links):

Initializatlon Message - Contains information about
the node type, required verification, maximum Data
Link layer receive block size, and Routing wversion
{DNA  Phase III or 1IV). This message i{s used when
initializing & Nonbreadcast clrcuit.

Verification Message - Used for verification purposes
on Nonbroadcast circuits if the initiallization message
indicates that verification is requiced.

| | 4 dm—— - - [ 4 _— —— a— —

ROUTING LAYER

Used only on Broadcast circuits (Ethernet links):

Ethernet Router Hello Message =~ Initializes and
monitors routers on an Ethernet circuit. It is
multicast from routers to all ather routers and from
the Designated router to all end nodes. The Router
Hello message is used to determine which router on the
circuit is to be the Designated router, and to update
the Routing Data Bases of all routers on the circuit.
It also is wused to update the cache memories in end

nodes so that they know who is the Designated router
for the circuit.

The Helloc message is transmitted periodically to
determine if there are any new nodes to add or any
nonoperational nodes to drop from the list of known
operational adjacencies. The Node Talker and Node
Listener processes control the use of the Hello
message. These processes operate on Ethernet circuits
as they do on Nonbroadcast circuits. The major
difference is the length of the Talker and Listenrer
timers; for Ethernet support, the Listener timer is
eight times longer than the Talker timer.

Ethernet Endnode Hello Message - JInitializes and
monitors end nodes on an Ethernet circuit, Each end
node periodically multicasts the Endnode Hello message
to all routers on the circuit so that the routers can
maintain current sStatus on that end node. This
message is alsoc controlled by the Node Talker and
Listener processes. These processes operate the same
as the Talker and Listener processes discussed
earlier. The lengths of the timers are the same as
the Ethernet FRouter Talker and Listener timers. The
Listener timer is eight times longer than the Talker
timer.

.

s
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Aouting Meszage Forrmal

[ CTLFLG 1 SF‘CNODEI RTGINFC ICHECKSUMI

16 16n 1] B

Ethernet Royter Helig Mestage Farmat

rCTLFLG ] VERS ] o I INFO [ LIST I

24 48 o4 56m B

Ethernet Endnade Hello Message Format

I CTLFLG I VERS ! 1o} l INFO J

24 48 168 B

Hello and Test Meswage Format

[ CTLFLG l SRCNODE]TEST DATd

16 8128 Bits

Iritialiration Message Format

I CTLFLG l SRCNODF[ INITFO J

16 56 -1

Verhcation Message Format

l CTLFLG ] SRCNODEI FCNVALJ

8

CTLFLG

SRCNODE
RTGINFO
CHECKSUM
VEAS

10

INFO

LiIsT

TEST OATA
INITFOD

FCNVAL

Figure

16 B54 B

Routing controt Hlag with 1he tollowing types.
Irnitahiration meLlaqe
verticauon menaqe
Hello and Tenl message
Rayuting meswage
Ethernet Router Hellg mexiage

& Ethernet Endnode Hello mesugr
Identicgtion of wurce node's Routing Module
Path length and path cost to & wet of n destinationy
One' s complemant add check 00 routing intormation
RBounng module wiruan number
lgentdication of node wnding Messsge
Node rype (Router or Endnodel, maximum Data Link
layer recerve block w2e, hetlo tumer
List of known flouters on the Eihernet cercutt {Esch of the
m enrries contasts of & 7 b prionay fietd for wlecting rhe
Deygnated Router, 1 it 1o {ndiCaTe twD: way coOnnectivity,
and the 48 it idennfication of a Router)
Sequence of up to 126 bytes of data 1o et the orcudt
Nooe type, required Venlication mecage. maximum Datx
Link layer rechrve block size, Aouting veruon.
Type-depengent veriication snformation, function valus.

LR N NN ]
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3.6 MODULE EXERCISE

Table 3-2 lists the network and node parameters for Figure 3-21.
Carefully study both the figure and the table. After you have
given yourself ample time to become familiar with the network and
its parameters, perfotm the steps and answer the questions on the
following pages. When you have finished, compare your answets to
those provided.

Table 3-2 Network and Node Parameters

Node Circuit Circuit Cost Hode Limits
Max. Hops Max. Visits
A A-B 2 10 \ 19
B B-A 2 10 15
B-C 8
B-D 10
B-F 2
c c-B B 1 2
c-D 6
D D-B 19 [ 11
D-C 3
D-E 2
E E-D 2 1 2
E-F 4
F F-B 2 3 4
F-E 4
3-53
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D E
C f F
A
LEGEND:
= NODE
———— = CIRCUIT

Figure 3-21

TR 10854

Nonbrcadcast Network Topology

S Sees e

ROUTING LAYER

Using Figure 3-4 as a reference, fill in the circuit cost
between each node in the network shown in Figure 3-21 using
the values and parameters listed in Table 3-2,

Beside each node in Figure 3-21, write the node's value for
maximum hops and maximum visits,

A user at node A wishes to send a message to a user at node D.
With a pencil, trace the path that you believe the data must
fallow to get from the Source node (node A) to the Destinaticn
node (node D).

Check your responses thus far with the solutions provided. If
evervthing 1is correct, proceed. 1If you have made any errors,
go back to the section of the module that covers the area in
which you had problems, then correct your errors and proceed.

Will the user message transmitted from node A ever arrive at
nuode D?

If YES; How did it get there and what operations were
necessary at the different route-through nodes?

If NO; Why not, and what do you think might be a possible
solution to the problem?

Compare your answets to the solutions provided on the next

page. If your responses agtee with the solutions, take the
module test. If they do not agree, go back and study this
module. The concepts covered in this module are extremely

important and act as building blocks for the rest of the
course.

3-55
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SOLUTIONS TO EXERCISE

1. - 3.
AT AT~ 6
MAX YIZITS = 11 @ MAX, HOPS = 1
o ¢ |max visirs =2
©
¢ B ax mors=10 | |
MAX HOPS = 1 MAX. VISITS = 15 % 1oPS = 3
MAX VISITS » 2 @ MAX, VISITS = 4
A MaxX HOPS =10
LEGEND MAX, VISITS = 19
= NODE
. CIRCUIT
N = LINE COST
= HOP
PATH PATH COST PATH LENGTH
ATOR BTOF FTOEETOD OROROHORRLS a
ATOB BTOD OXIE) - 12 2
ATO® BTOC, CTOD @@ - 16 3

TR AR

Nonbroadcast Network Topology
Showing the Desired Responses

The best path from node A to node D is via nodes B, F, and E. The
message packet destined to node D must travel the path through
nodes B, F, and E,

ROUTING LAYER

4. NO

§. An answer to this gquestion indicates that an error was made
when you were performing any one or all of the following
steps:

- Drawing the packet's path from node A to node D

- <calculating the number of hops to node D from node A

- Considering node E's maximum visits limit value



ROUTING LAYER

Node E's.maximum visits value is too small toc allew it to
forward any packets from nede A to node D, The number of hops
the packet has already made is 3. HNode E will only forward
packets whose Forwarding Field is less than ar equal to 2.
Therefore, node E's routing algorithm will discard any packets
teceived from node F that were originally transmitted from
nodes A, C, or D.

The Data Link and Routing protocols of nodes A, B, F, and E
have been satisfied. There were no physical link errors
encountered, but the message never reached node D via the
cheapest path. In this case, since the routing protocols deo
not guarantee delivery, the problem is left up toe the End
Communication layer to correct.

The End Communication
retransmit the

layer will eventually time out and
message, and node E must again discard the
message packet. After node A has tried to retransmit the
message enough times to exceed a parameter value In the NSP
protocel, the operator will be flaged with an error message.
The error will indicate that the logical link between nodes A
and D could not.be connected.

To correct this problem, the user at node A must inform HNode
A's System Manager of the fault. The System Manager must
contact the Network Manager, who can do two things to correct
this type of error: :

l. Request a change of the circuit costs at node B so0
that packets will not be passed to node E via node F
for route-through service

2. Regquest a change in the maximum visits limit for node
E. '

Until one of these changes is made, the routing algorithm will
always try to send message packets to node D via nedes B, F,
and E, because it is the most cost-effective path between the
source and destination nodes. The packets will also contlnue
to be discarded\by node E and produce error messages at node A

indicating that the logical ' connection c¢ould not be
established to node D,

——
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Routing Layer

MODULE TEST

Answer the following questions by circling the letter next to the

best possible

your answers adainst the Answer Sheet provided in your
Answers booklet.

solution, After you have finished the test, check
Tests and

Do not proceed to the next module until you have

answered all of the following gquestions.

There are layer interfaces defined between the Routing
layer and the other DNA layers.

a. 2

b. 3

c. ]

d. 5

The two generic types of network c¢ircuits supported by DNA
Phase IV are:

a. Broadcast, Multipoint

b. Broadcast, Ethernet

¢. Nonbroadcast, Point-to-Point

d. Nonbroadcast, Broadcast

The value set for the maximum visits limit should be

the maximum hops limit.

a. Greater than or equal to

b. Less than or equal to

€. Greater than maximum hops limit by 1, but less than twice

d. Lless than maximum hops limit by 1, but no less than half

py
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To transmit a message from node A to nade D, the message myst
pass through nodes B and <. Using the following netwotk

parameters, what is the total circuit cost and distance
between nodes A and D,
Path Cost Hops
A to B 2 1
B to C 2 1
C to D 5 1
a. Cost = 6, Length = 9
b. Cost = 9, Length = 3
¢. Cost = 5, Length = 9
d. Cost = 10, Length = 1
The Routing layer's Loop Process Detector is part of the __ .

a. PRouting Initialization sublayer
b. Routing component
c. Congestion Control component

d. Packet Lifetime Control component

what is a major difference between X, 25 and DDCMP

initialization operation?

a. DDCMP supports Hello and Test messages; X, 25 does not.

b. X.25 supports Hello and Test messages; DDCMP does not.

c. DDCMP "Blocks®™ and "Deblocks" Routing layer messages;

X.25 does not.

d. There are no differences between DDCMP and X.25 circults.

©Nn

le.

ROUTING LAYER

what information is contained in the Routing Update message?
a. Circuit cost and hops

b. Node type

t., Routing layer version number

d. DNA Phase IIl or IV identification

what is the
messages?

Routing layer destination process for Hello

a. Decisien process
b. Nhrde Listener process
c. Forwarding process

d. Initialization preocess

which of the following
Brogadcast circuits?

Routingy messages is not wused by

a. Routing message
b. Ethernet Router Hello message
c. Ethernet Endnode Hello messajge

d. Helle and Test message

How many bits are used to form the
Flag field?

Rguting message Control

a. 4
bh. 8
c., l@
d. 16
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INTRODUCTION

This module introduces, describes, and illustrates the operations
performed, and message formats used, by the End Communication

lavyer

of the DNA.

OBJECTIVES

To use DECnet in technical support of applications environments,
Software Services and Customer Personhnel must be able to:

1.

2.

Define and illustrate the terms associated with the DNA's
End Communication layer.

Identify the Message Formats used by the DNA's End
Communication layer.

Describe the functional operations performed by the DNA's
End Communication layer.

LEARNING ACTIVITIES

Study the information in this medule,

Read Chaptetr 4, The End Communication Layer, in the DECnet
DIGITAL Network Architecture {Phase 1V) General

Descriptien.

Take the module test at the end of this module.

Correct the test using the answer sheet ©provided in the
Test and Answers booklet. Review the material on any

questions you may have missed before going on to the next
module.

RESOURCES

DECnet DIGITAL Network Architecture (Phase IV) General
Description

DNA NSP Functional Specification, Phase IV, Version 4.9

END COMMUNICATION LAYER

4.1 LAYER PURPOSE

The End Communication layer is responsible for the reliability and
sequentiality of data exchanged between two processes regardless
of their location within the network. The End Communication layer
provides system-independent, process-to-process communication
service to the DNA, It provides DNA with error-free data exchange
and also guarantees the proper delivery of data. Data is
transferred through the network via a Jogical connection between
the two communicating processes. This 1logical connection is
called a logical link. The End Communication layer creates,
desttoys, and manages the logical link between two communicating
processes, A logical link permits two-way simul taneous
transmission of normal data messages and independent two-way
simultaneous transmission of interrupt messages. Figure 4-1
illustrates a logical link created by the End Communication layer
over different physical 1links between two nonadjacent network

nodes. .
/’-"' = ——
- LOGICAL LINK — ™™~ __
e 0
PHYSICAL PHYSICAL
LINK LINK
NODE A NODE B NODE C

Tx.107%%

Figure 4-1 A Logical Link vs Two Physical Links

The End Communication layer uses a protocol called the Network
Services FProtocal (NSP). The NSP (detailed later in this module)
performs all of the End Communication layer functions.

4,2 LAYER INTERFACES

There are three layer interfaces between the End Communication
layer and the other DNA layers. Two of these interfaces are to
its adjacent layers, the Routing and Session Control layers; the
third interface 15 to the Network Management layer. Figure 4-2
shows the relationship between the End Communication layer and the
other layers of DNA.



Figure 4-2
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4.3 END COMMUNICATION (NSP) FUNCTIONAL DESCRIPTION

Network Services Protocol {NSP) allows node-to~node and
ptocess-to-process communications in the same or different nodes
within the DEChet network. It performs message handling and

information flow control functions for network message traffic.

While DDCMP, X.25, and Ethernet are called the physical 1link
protocols, NSP is called the logical link protocol. NSP allows

the various operating systems an different network ncdes to
communicate with one another.

NSP performs the following functions:
- Creates and destroys logical links.

- Guarantees the sequential delivery of data and control
messages to a specified destination using an error control
mechanism.

- Manages the movement of interrupt and normal data from
transmit buffers to receive buffers, using flow control
mechanisms.

- Breaks up normal data messages into segments that can be
transmitted individually, and reassembles these segments
in the proper order upon reception.

NSP acts as a multiplexer; 1t receives messages from multiple
processes located in higher DNA layers and passes them over a
single path to the DNA Routing layer. The Routing layer in turn
routes these messages toc the appropriate Data link layer protocol
module for transmission on the physical line to the messages’
destination. Figure 4-3 shows the message multiplexing action
performed by the NSP protocol. The NSP protocol is alse the
user's interface into the network as in Figure 4-4. Figure 4-5
shows that the NSP protocol is also the network's interface to the
USer.
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Figure 4-3 NSP Message Multiplexing
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Figure 4-4 NSP - The User's Interface into the Network
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Figure 4«5 NSP - The Network's Interface to the User

Due to the interaction of the Sessian Control and End
Communication layers, the user need not be concerned with the
physical location of other nodes in the network or transmission of
messages to those nodes. The wuser need only know the name ot
identity of the process and the name or identity of the node on
which it resides. The Session Control and End Communication
layers handle all message segmentation and sequencing; the

Routing and Data Link layers handle all physical link control and
error detection functions.

NSP depends on the lower DNA layers (Routing and Data Link layers}
to provide error-free physical links and pass any message to the
proper destination. The destination's Routing layer passes the
received message up to its End Communication layer where its NSP
protocol handles the logical link, end-to-end error checking and
message cesegmentation. Figure 4-6 shows the end-to-end, logical
link functions performed by the NSP protocol.
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Figure 4-6 NSP End-To-End Logical Link Functions
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N3P attempts to establish a communications path (legical link)
between two uSer level processes. Once the leogical link is
established, NSP allows the processes to exchange messages (Refer
to Figure 4-7).

NODE A NODE 8
E i E
SESSION SESSION
CONTROL CONTROL
NSP NSP
ROUTING ROUTING
DATA DATA
LINK LINK
LEGEND
LOGICAL LINK
——— AS SEENBY
THE USER
— PHYSICAL LINK

Tw. 10733

Figure 4-7 The Logical Link from the User's Perspective

The creation of a logical 1link s a cooperative arrangement
betwean two processes, each indicating its desire to establish a
mutual link. Once a logical link is established, data can be
exchanged between the two processes. One process cannot send a
message without the receiving process first requesting the
transfer, and allocating buffer space to hold the resulting
messaqe. This ensures that the links do not become congested with
unwanted traffic. It also helps to minimize system buffer
oCcupancy.

There is an exception to this rule that allows a process to send a
short, unsolicited interrupt message to another process to notify
it of an error, or to wake it up if it is dermant. To do this,
however, a logical 1link must already exist between the two
processes.

4-12
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£ither process can direct its NSP to destroy the 1logical 1link.
The NSP module at one end of the logical link (Channel) notifies
the NSP module at the other end of the link (Channel) that it s
disconnecting the logical link., Logical links created for other
processes will still exist, Processes are not limited to only one
logical link; they may have many logical links at one time.

The NSP modules at each node in the network can identify the
logical 1links for which they are responsible. This enables the
NSP to pass messages over the correct logical link and to destroy
only the specified logical link whose destruction is reguested.
NSP modules do this by identifying each logical link with a unique
number . This number is known as a logical link address. Figure
4-8 shows how an NSP module assigns a number to each logical link
it has created.

NSP provides a single facility fot two processes {called dialeque
processes) to communicate with each other. This facility is
called logical link service. The lojical link service allows a
dialcgue process to establish a connection to another dialogue
process, Once the logical link i§s established, the dialogue
processes can exchange data via the logical link. When the data
transfer is complete (ne more data to be exchanged), either
dialogue process may request that the logical 1link be
disconnected. A logical link provides both a quaranteed delivery
{a guarantee that the exchanged information went to a storage area
that is accessible by the destination dialogue process) and a
guaranteed sequentiality. {when the receiving user process reads
the data from the receive data buffer, the data is guaranteed to
be in the same seguence as it was when the sending user process
queued it for transmission.}

L-”  LOGICAL LINK #3 "~

O et - .
+5+" LOGICAL LINK #2 e .
£ ,---..‘ 0y L
LOGICAL

USER wink #1 | user USER
LEVEL LEVEL LEVEL
PROCESSES PROCESSES PROCESSES
NODE A NODE B NODE C

TR-10782

Figure 4-8 Logical Link Number Assignment
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4.4 NSP OPERATIONS

The operations performed by the NSP Protocel consist of four
functions:

1. Creation, maintenance, and destruction of logical links
2. Segmentation and reassembly of data

3. Error Control

4. Flow Control

The NS5P functions are accomplished through the use of NSP
messages. There are three basic types of NSP messages:

1. Data
2. Acknowledgement
3. Control
Table 4-1 summarizes the different NSP message types and gives a

brief description of each. Each message type is detailed later in
the NSP Message Formatting section of this module.

———

Table 4-1

END COMMUNICATION LAYER

NSP Messages and Descriptions

Type

Message

Description

Data

Data
{(also called
Other Data)

Acknowledgement

Data Segment

Interrupt

Data Request

Interrupt Request

Data Acknowledge-
ment

Other Data
Acknowledgement

Connect

Carries a portion of a
Session Control message.
(This has been passed to
Session Control from high-
er DNA layers and Session
Control has added its own
control information, if
any.)

Carries urgent data, origi-
nating from higher DNA
layers. It alsc may con-
tain an optional Data
Segment acknowledgement.

Carries data flow control
information and optionally
a Data Segment acknowledge-
ment (also called Link
Service message).

Carries interrupt flow
control informaticn and
optionally a Data Segment
acknowledgement {Link
Service message}.

Acknowledges receipt of
either a Connect Confirm
message ol ohe or more
Data Segment messages,
and optionally an Other
Data message.

Acknowledges receipt of
one or more Interrupt,
Data Request or Interrupt
Request messages, and
optionally a Data Segment
message.

Acknowledges receipt of
a Connect Initiate message.
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Table 4-1 NSP Messages and Descriptions (Cont)

be

Message

Description

ntrol

Connect Initiate
and Retransmitted
Connect Initiate

Connect Confirm

Disconnect Initiate

No Resources

Disconnect Complete

No Link

No Operation

Carries a logical link
connect rtequest from a
Session Control Module.

Carries logical link
connect acceptance from
a Session Control Module.

Carries a logical link
cannect rejection ot
disconnect request from

a Session Control Module.

Sant when a Connect
Initiate messaje is re-
ceived and there are no
resources to establish

a new logical link {alsn
called Disconnect Confirm
messaje).

Acknowledges the receipt
of a Disconnect Initiate
messale (also called Dis~-
connect Confirm messaqge).

Sent when a messaqge is
received for a nonexistent
lagical link {also called
Disconnect Confirm mescage).

Does nothing.

END COMMUNICATION LAYER

Due to network constraints, a dialogue message may not be sent in
one piece. In that case, either NIP or the user (depending on the
user’'s operating system) breaks the message into smaller units
(dialogue segments), transmits them through the network, and
reassembles the segments to form the original message for final
delivery to the dialogue process. To efficiently break up
dialogue (data) messages into segments, a single parameter is
required by the transmitter for each logical link. This parameter
is called Transmit Segment Size, It is important to note that the
NSP segmentation is done only for data, not for Interrupt or Link
Service (Control) messages. {These types are explained later in
this module.) .

When a dialogue process requests a connection to establish a
datapath to another process, NSP attempts to create a logical
link. To provide such services, the NSP in one node'must be able
to exchange messages with the NSP in another node.

For the logical link service, NSP guarantees that messages sent
over a logical link are delivered to the destination process in
the same order in which they were sent, If NSP is wunable to do
this {for example, if there is a broken physical link}, the send-
ing user is notified.

Data messajes ususlly are not transmitted from the sending process
until the receiving process lissues a receive reguest that is
transmitted to the sending node. A data message is not sent until
NSP knows that there is buffer space available at the destination
to receive the message. 1If a message arrives and there is no
receive request outstanding, a fatal error occurs and N5P discon-
nects the logical link.

4,4.1 Creation, Maintenance, And Destruction Of Logical Links

The primary functions of NSP are to create, operate {(maintain),
and destroy logical 1links at the request of the Sessicon Control
layer {(the next higher DNA layer). A logical link may be thought
of as a full-duplex logical channel between two users. The users
are guaranteed that, in the absence of a network fajlure
disconnecting them, data sent on & logical link by one user will
be received by the other user in the order in which it was sent.
An eguivalent term for logical link is Virtual Circuit. The NSP
mechanisms that set up a link, check for data errors, and manage
the data flow, are all transparent to the user processes,
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There can be several logical links at any given time, even to the
same two NSP implementations. Any Phase III or IV node can
establish a logical link with any other Phase III or IV node in
the same network. Figure 4-9 shows some typical logical link
connections. Notice the differences between the network physical
links and the NSP created logical links. Also, notice the logical
link from node N to node N: this logical link is connecting two
user processes on the same node {(node N).

N5SP [y
NODE A L]
\ \
LOGICAL
LINKS Y \

NSP \\ pd
NODE X

NSP %
=1 ~opE N \\—
PHYSICAL

I LINK

NSP
NODE B

17

N5P
NQODE ¥

~ LOGICAL LINK
BETWEEN TWO PROCESSES ON THE SAME NODE
TR OB 48

Figure 4-9 Typical Logical Link Connections

NSP establishes, maintains, and destroys logical links by
exchanging control messages with other NSP modules on different
nedes, or by exchanging the same control messages with ({tself to
Create, manage, and destroy logical links between two local user
processes. (Refer to the logical link connections for node N in
Figure 4-9.) Figure 4-10 shows a typical control message exchange
used to create, manage, and destroy a logical 1link. In this
figure, an NSP module first initiates a connection, then sends
data, and finally, disconnects the 1link, based on commands
received from the Session Control layer. The messages used to
control the data flow (Flow Control messages) are not shown; they
are detailed later in this module.
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o User a1 Node A requesty connechon,
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——{ v
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User a1 Node A requests thal a message (that s two segments long) be wansmitted. NSP at Noae
A sends tne 1irst dala segment

NSP a1t Node B acknowledges receipt of the first dats segment.

—{=)

User at Node A sends the second data segment

NSP at Node B acknowi/edges receipt of the second data segment snd gives the message 1o the

user at Nooe B,
=

o User at Node A requests a disconnection and NSP a1t Node A sends a Disconnect Iniliate message

[oisconnEcT INITEATE s
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Figure 4-18 Typical Message Exchange Between Two NSP Modules
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NSP operates in full-duplex on a logical link. The user process
at either end of the link can disconnect at any time.

Logical links are made up of two subchannels, each carrying
messages in both directions:

- Normal Data Subchannel - Carries Data Segments (data
messages)

- Other Data Subchannel - Carries:
Interrupt messages
Data Request messages

Interrupt Reguest mesSages

4,4,1.1 Segmentation and Reassembly of Data - Since the Routing
layer limits the amount of data that can be sent in any single
datagram, the NSP protocol must break up user messages passed down
from the Session Control layer for transmission. NSP breaks up
normal user data buffers into smaller message buffers called
seqments. These segments are numbered and appended using control
information by the NSP, Once numbered and formatted correctly,
they are passed down to the Rzuting layer for transmission. The
receiving NSP module uses the numbers (called sequence numbers)
and the control information for each data seqment appended by the
transmitting NSP, to reassemble the received segments into a
correctly sequenced user message. The user message is placed inte
a receiving Session Control buffer according to each segment's
sequence number, Thus, the received message is passed to the
destination user process in the exazt sequence in which it was
jJenerated by the source user process.

NSP only segments normal data messages; it does not segment any
intertupt messages. Interrupt messages are limited in size and,
therefore, always fit into a single Routing layar datagram,
Figure 4-11 shows the operation of data message segmentation and
reassembly by two legically linked NSP modules.

@ Node A's Session Control queues a user data message for
transmission.

€) NSP First segments the message into smaller units ({called
datagram segments) and issues a sequence number to each as
they are segmented.

END COMMUNICATION LAYER

‘, Itlthen appends control information to each data segment
prior to passing it Jdown to the Routing layer for
transmission.

o ] The Receiving NSP module strips off the control
information and checks the received datagram's sequence
number .

‘, The datagram, now called a data segment, s placed into
the receive buffer allocated by the Session Control layer.
The NSP module handles the placement of the data segments
into the receive buffer.

‘, Once the entire data message is received, NSP turns over
contrel of the ©buffer to the Session Control layer for
further processing.

NODE A NODE
' RECEIVE
UsEA
CaTaA SESSION CONTROL BUFFER
MESSAGE ANDCLUERT USER DATA o
LAYERS MESSAGE

—— e ——— e e . . e — — —— ——— ———————— — —— —

N=]

.

LAYERS

]
i i COMMIUKICATION t
0 i
_ -

AOUTING DATA ROUTING DATA
LiNd, AND LINK AND
PHYSICAL LINK PHYSICAL LINK
LAYERS LAYERS

DATA FLOWTO NDDE R

CERCECRECm—

LEGEND

MESSAGE SEGMENT
EV] WITH SEOUENCE
NUMBER ASSIGNED
MESSAGE SEGMENT
AFPENDED BY
CONTROL INFORMATION ARl L]

Figure 4-11 Data Message Segmentation and Reassembly
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4.4.2 Error Control

The NSP modules at each end of a logical link must positively, or
as an optional feature, negatively acknowledge received data. The
decision to acknowledge on a segment or message basis is made at
the time the logical 1link is connected. Messages received in
error ot out of seguence are discarded, then negatively
acknowledged.

Acknaowledgement or negative acknowledgement takes place in much
the same way as did message acknowledgement under the contrgl of
DDCMP. Acknowledgments or negative acknowledgementa can be direct
or implied. Direct acknowledgement/negative acknowledgement is
when each message received is either acknowledged or negatively
acknowledged as it is processed. Implied acknowledqemeqt/-
negative acknowledgement is when the last message/segment received
without error is acknowledged and all other previocusly regeived
messages/segments from the source NSP are assumed to be without
error.

1f the transmitting NSP receives a negative acknowledgemept or
fails to receive a positive acknowledgement during a timeout
interval, it retransmits the data.

Figure 4-12 shows data segmentation, reassembly, and acknowledge~-

ment operations performed by the NSP modules Eor two communicating
user processes.

4-22

—— e— —

END COMMUNICATION LAYER

o The data- ransmiTuing NSP assigns 5 transmit Aultber 10 the Medge, snd TLAMTS & teng-

________ ranymi nember * N
Dats Segment Mesage |~~~ T T T 7T ™
Dats transmiting Datarectving
NEP NLF
________ VBNITIT fumBEr = M
Oiner Dats Message [

Da1a Sutchanrels
° 14 the mer LMes Oul, the MLage 1 FEt anymitled
o 4 the mer GO NOE Lirhe oul, aNd the liow control mechanam sliowy snother mewsape 16 De went the Gats

transmitiing NSP s1igns 1 11anienl Rumnber plut 0N to I NERl D414 MELARE trantmited i Lhat
Jubchanng!

trangmat number = o0«
Dats Segment Menssge

Dats trangmiting
NSP NP
Wanymit number = m + 1
Other Dats Maazage

Data rece ving

Da1a Subcnanness

o When the Meusdge with tne iegt HaNEMIT RPUMDE! f F8CEved Dy (Ne Jaleé recewing NSP it relurng that
UMD’ 33 8N S0k NOW IFUGMENT NuMBEr wilhi the ikl acknowogment

° 11 1he next 0als MEIIAge IrANEMIT NUMbEr FRCEved 1 £GLE1 10 INE CUTIENT JCKNQW [e0gment NuMUE? Dlut ONE,

the date receving NSP accepts tne dsla messepe inCrementing 1NE acknowledgment number bk 10en sendy
1he AEw FECHIVE SCRNOWILOMEN| NuMber back 10 (NE dats (ransm.11ng NGP wiltun an acknow.eoyment
meuage

r FRCRIVE #Ch NuMDEr = A 1 rece e ach homber * aoe |
Dala Agkaowleogment L Das Acknowisdgment -
1 Mesape | Mestage”
F

Data cransmitung
NSFP NSP
rective ach Number = m
o - - ———— Othe: Daws Ackiowieggment e e = e e e
Mesage

Da1a raceiving

Dats Subchannel;
*The gate receiving NSP might not send an stk nowisdgment for gach (sl Mamige MCEved  The fective
SRROWHEGMENL Numbe! 1Mphies IRt 8)) PREvIous NUMDE L Wil FeCh i,

o Howewar, if the dete receiving NSP raceives 2 001 mexmiage transmit numier beas than ot #Gup! 10 the curren

TeCEvE sk nowitdyment numbes 1or 1hat subchannel, 1he dats mgment s dicarded  Tre date g NSP
SNa3 BN SCKNOWwROgment Dack 10 the dsta Trenbmitting NSP. The schnowi#0gMant (oAt N receve
Bk AOW HOMEn] Aumiber.

o It the date receiving NSP receves & Jala MEEEQe 1HANETIT NuMber greates thak 1/e currehl receive
BCKNOwItagAnT AumbE Dlut Gt 167 1781 Subchannal, 1ha dals wgmant may bE FEID untl The prectding
GMEniE aTe FRCEIved OF 11 May be ducarded

T

LRI

Figure 4-12 NSP Error Control via Data Acknowledgement
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4.4.3 Flow Control

NSP's flow control mechanisms ensure that data Is not lost or that
deadlocks do not occur for lack of buffering capability. Both
normal and interrupt data are flow-controlled.

Deadlock occurs when a node's transmit and receive buffers are all
full and cannot be returned, for example, normally, once a
message is transmitted, it must be acknowledged by the receiving
station before the buffer can be returned as complete. The
acknowledgement of thé transmitted buffer must be received by the
spurce node which must have an empty receive buffer to receive the
acknowledgement., If all of the transmit buffers are full, no more
messages can be transmitted until some of those allocated transmit
buffers are returned as complete, If all allocated receive
buffers are full, the acknowledgement cannot be received.

The data-receiving part of NSP controls data flow. When a lagical
link is first created, each NSP informs the other of the way in
which it wants to control the flow of data as a recelver. The
teceiving NSP chooses one of the following three types of normal
data flow control:

1. MNone

2. Segment - The receiver sends a request count of the number
of segments it can accept.

3. Message - The receiver sends a request count of the number
of Session Control messajes it can accept. (Note that
message flow control is obsoclete.)

Flow control uses a request count message to carry a request count
from the receiver to the transmitter. The transmitter uses the
request count to determine when data may be transmitted to the
receiver. In addition, the receiver can always tell the
transmitter via a request count message ta either stop or start
sending data under the normal request count conditions previously
set up. The receiving NSP alsc controls interrupt data flow usling
an interrupt tegQuest count messaqge., The fnterrupt request count
is the same as the normal data request count, except it has only
one mode of operation: interrupt flow control at the messaqge
level.

e $ $Paw B w0 SEmp et AR 0 el ey e

vy
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Flow control incorporates the implied and piggy-backed
acknowledgement technigues wused by the DDCMP Data Link layer to
perform NSP data acknowledgements. The following message types
may contain an acknowledgement for a Data Segment message:

~ Data Reguest message

- Interrupt Request message

- Interrupt message

- Other Data Acknowledgement message

In addition, the Data Segment and Data-Acknowledgement messages
may contain an acknowledgement for an Other Data message.
Combining acknowledgements with either data or control messages
reduces the number of NSP messages required per user message and,
therefore, increases the DNA's effectiveness and performance,
giving the user a more cost-effective network. Fiqgure 4-13 shows
the NSP's flow control operation.
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Figure 4-13 Segment Flow Control
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4.5 NSP MESSAGE FORMATTING
Logical link service, flow control, and error control for DNA are
provided by NSP messages and the functions they perform. There
are three types of NSP messages:

1. Data Messages

2. Acknowledgement Messages

3. Control Messages
Table 4-2 summarizes the functions performed by each NSP message

type.

Table 4-2 NSP Messages

Type Message Description

Data Data Segment Carries a portion of a
Session control message.
(This has been passed to
Session Control from higher
DNA layers and Session
Control has added its own
contrel information.)

Data Interrupt Carries urgent data, origi-
{also called nating from higher DNA
Other Data) layers.

Data Request Carries data flow control

information (also called
Link Service message).

Interrupt Reguest Carries interrupt flow
control information (also
called Link Service message).

Acknowledgement Data Acknowledge- Acknowledges receipt of
ment either a Connect Confirm
message or one or more Data
Segment messages, and option-
ally an Other Data message,
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Table 4-2 NSP Messages (Cont)

Type Message Description
Other Data Acknowledges recelpt of
Acknowledgement one or more Interrupt,
Data Request or Interrupt
Request messages.
Connect Acknowledqges receipt of a
Acknowledgement Connect Initiate messaqge
or Retransmitted Connect
Initiate messane.
Cantrol Connect Initiate Cartries a logical link

connect request fromm a
Session Conttol module.

Carries a logircal link
connect acceptance from
a Session Control module.

Connect Confirm

Disconnect Initiate Carries a loqgical link
connect rejection or dis-
connect request from a
Session Control module.

Sent when a Connect Ini-
tiate message {(or Retrans-
mitted Connect Initiate
message) is received and
there are no resources to
establish a new port (also
called Disconnect Confirm
message) .

No Resources

Disconnect Complete Acknowledges receipt of a
Disconnect Initiate message
{also called Disconnect
Confirm message).

No Link Sent when a message is re-
ceived for a nonexisting
link (also called Disconnect
Confirm message).

Does nothing (included for
compatibility with NSP V3, 1).

No Cperation

END COMMUNICATION LAYER

All NSP messages have the same basic format; only their contents

ETHERNET | HEADER

differ. Figure 4-14 shows the basic NSP message format.
[} [}
f |
DATA LINK | ROUTING | END COMMUNICATION [NSP) LAYER
f messace | | |
DDCMP PACKET | FLAG | NSP MESSAGE
x 25 aouting | FIELD | DATA FIELD

MESSAGE I DESTINATION LOGICAL SOURCE LOGICAL TYPE DEPENDENT
IF LAGATYPEI| LINK ADDRESS LINK ADDRESS INFORMATION

| |

o m Q2 03 04 05 BYTES

TE-taTec

Figure 4-14 Basic NSP Message Format

The basic NSP message is divided inte two fields:

1. Message Flag Field - Indicates the type of NSP message
{Data, Acknowledgement, or Control). It is wused to
indicate the function the NSP message is to perform (e.g.,
create a logical link, transmit data, disconnect a logical
link, acknowledge the receipt of data over the logical
link, etc.).

2. Message Data Field - Contains either data or control
information that 1is to be exchanged - Contains control
information (Source and Destination Logical Link
Addresses) and either client data or NSP control
information. The exact contents of this field wvaries
depending upon the type of N5P message being discussed.

For details on the specific subfields contained in each major

field of NSP messages, refer to Section 8.9 in the NSP Functional
Specification, Phase 1V, Version 4.90.
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End Communication Layer
MODULE TEST

Answer the following questions by circling the letter next to the
best possible solution. After you have finished the test, check
your answers against the Answer Sheet provided in your Tests and
Answers booklet. Do not proceed to the next module until you have
answered all of the following questions.
l. What protocol is used by the End Communication layer?

a. DDCMP

b. Routing Algorithm

c. DAP

d. NSP

2. Which of the following is not an NSP message type?
3. Acknowledgement
b. Control
c. Data
d. Interrupt
3. What DNA layer requests the End Communication layer to
establish logical links?
a. Network Management
b. Session Control
c. Network Application

d. User

s

s
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£ND COMMUNICATION LAYER

What message type is used by the End Communication layer to
establish a legical link?

a. Acknowledgement
b. Control
¢. Data

d. Intertupt

How many generic fields are in an End Communication layer
message header?

a, 2
b. 4
c. 6
d. 8

The End Communication layer identifies a message's source and
destination by .

a. Circuit identification numbers
b. HNode names
C. User Process names

d. Ltogical Link addresses

Two communicating processes are called processes.
a. Logical
b. Talking

c. Dialogue

d. User

1e.

END COMMUNICATION LAYER

What is a major difference between a Physical and a Logical
Link?

a. Logical Links exist only between adjacent nodes.

b. Physical Links exsit only between adjacent nodes under
DDCMP control.

c. Logical Links are made over many Physical Links.

d. Logical Links are made over only one Physical Link.

what End Communication layer message is used to destroy a
Logical Link?

a. Connect Initiate

b. Data

c. Disconnect Initiate

d. Other Data

which of the following is not a method of Fiow Control used by
the End Communication layer?

a. Packet

b. Message

c. None

d. Segment
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INTRODUCTION
This module introduces, describes, and illustrates the operations

performed, and message formats used, by the Session Control layer
of the DNA,

OBJECTIVES

To use DECnet in technical support of applications environments,
Suftware Services and Customer Personnel must be able to:

1. Define and illustrate the terms associated with the DNA's
Session Control layer.

2. Identify the Message Formats used by the DNA's Session
Control layer.

3. Describe the functional operations performed by the DNA's
Session Control layer.

LEARNING ACTIVITIES

1. Study the information in this module.

2, Read Chapter 5, The Session Control Llayer, in the DECnet

DIGITAL Network Architecture {(Phase IV) General
Description.

3. Take the module test at the end of this module.

4. Correct the test using the answer sheet provided in the

Test and Answers booklet, Review the material on any
questions you may have missed before going on to the next
module.

RESQURCES

1. DECnet DIGITAL Network Architecture (Phase IV) General
Description

Z. DNA Sesslion Control Functional Specification, Phase IV,
Version 1.0

SESSION CONTROL LAYER

5.1 LAYER PURPOSE

The Session Control layer resides immediately above the End
Communication and directly below the Network Application layers of
DNA. It provides system-dependent, process-to-process communi-
cation functions. The functions performed by the Session Control
layer bridge the gap between the End Communication layer and the
logical 1link functions required by the high-level user processes
running under an operating system.

5.2 LAYER INTERFACES

There are fout interfaces between the Sessicn Control layer and
its environment. Three of these Interfaces are defined by DNA for
interfacing the other layers of DNA. The fourth interface s to
the User Jlayer (the Operating System and User Processes). This

later interface is completely system-dependent.

Figure 5-1 shows the interfaces between Session Control and its
environment:

1. End Communication layer
2. Network Application layer

3. HNetwork Management layer {Normal and Majntenance
interfaces)

4. User layer [Operating System and User Process interfaces)

Unlike other DNA layers or modules covered thus far, the Sesslon
Control layer is not self-contained, It cannot be easily isolated
from other non-DECnet modules., It is the point (or one of the
points) at which DECnet is integrated with an operating system.
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§-1 Sesslon Control Layer Interfaces
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5.3 SESSION CONTROL FUNCTIONAL DESCRIPTION

The Session Control and End Communication layers work together to
make logical 1links available to the end users within a network.
End users are modules that reside 1in the User, Network
Application, or Network Management layers (Figure 5-1). A logical
link is a virtual communication channel that temporarily connects
two end users so that they can exchange data. From the
perspective of the End Communication layer, each logical 1link
connects two 5Session Control meodules in the same or different
nodes. The Session Control layer bridges the gap between the end
users requiring logical 1link service and the End Communication
layer which actually creates, maintains, and destroys the logical
links. .

End users communicate directly with Session Control to reguest
leogical 1link service. This communication, which is the end user
interface, varies from one operating system to another. However,
the functions this interface provides, regardless of the local
operating system, include:

- Requesting a logical link to an end user

~ Receiving a logical link regquest from an end user
- Accepting or rejecting a logical link request

- Sending and receiving data

- Terminating a logical link

These functions are similar to those that Session Control requests
from the End Communication layer. 1In response to requests from
end users, Session Control makes parallel requests to the End
Communication layer. Unlike the end wuser interface, the End
Communication interface is not system-dependent. It is defined
and specified within the architecture of DNA.

An important concept to understand is that the End Communication
layer provides the Session Control layer with logical 1link
service. The Session Control layer, in turn, provides this
service to the end user processes.

g W
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The Session Control layer, using the services of the End
Communication layer, can create one or more logical links to other
Session Control modules In the same or different nodes within the
network., Session Control and End Communication communicate using
individual data bases called Ports. A port is a space In memory
(generally in a designated or shared pool) that contains control
variables for managing the link. £fach node within a network has a
number of available ports, allocated and controlled by the End
Communication layer. Even though the ports are maintained and
controlled by the End Communication layer, they must be opened or
closed by requests from the Session Contrel layer. Since each end
of a logical link has its own port, the creation of a logical link
can be thought of as the temporary association between two ports.

Session Control and End Communicatiaon use the Ports to manage the
logical links they create on behalf of the end user. For this
reason, both End Communication and Sesslon Control refer to
logical links in terms of thelr associated ports.

Session Control reguests that the End Communication layer allocate
or T"open® a port when it recelves an end user request for a
logical link, or when it needs a port open to recejve an incoming
connect request. If sufficient resources are available, End
Communication opens a port as regquested. When Session Control
cluses a port, End Communication deallocates the port's resources.

At any given time, each end or port of a logical 1ink is in a port
state, which 1is determined by Session Control requests and End
Communication messages pertaining to the link. The state of a
port is represented by a variable in the port data base. Session
Control maintains two desta bases: the Port State data base and
the Node Name data base {(covered later in this section). Table
5-1 defines all possible port states. A port can only be in one
state at any given time.

SESSION CONTROL LAYER

Table 5-1 Port States
State Explanation
OPEN (0O) The local Session Control has

CONNECT-RECEIVED (CR)

DISCONNECT-REJECT (DR)

DISCONNECT-REJECT-COMPLETE

CONNECT-CONFIRM (CC)

NO-RESQURCES (NR)

NO-COMMUNICATION (NC)

CONNECT-DELIVERED (CD}

REJECTED (RJ)

(DRC)

fssued an OPEN call which al-
located the port.

RSP has received a Connect
Initiate message.

The local Session Control has
issued a REJECT call while the
port was in the CONNECT-RE-
CEIVED state,.

NSP has received a Disconnect
Complete message while in the
DISCONNECT-REJECT state. (The
remote port is or has been In
the REJECTED state.)

The local Session Contreol has
issued an ACCEPT call, while

the port was in the CONNECT-
RECEIVED state.

NSP has received a No Resources
message while in the CONNECT-
INITIATE state. {The remote
NSP does not have an available
port in the OPEN state.)

NSP has received its own Con-
nect Initiate message while
in the CONNECT-INITIATE state
because Transport was unable
to deliver the message.

NSP has received a Connect
Acknowledgement message while
in the CONNECT-INITIATE state.
{A destinatlion port is or has
been 1n the CONNECT-RECEIVED
state.}

NSP has received a Disconnect
Injtiate message while in the
CONNECT-INITIATE or CONNECT-
DELIVERED state. {The remote
port is or has been in the
DISCONNECT-REJECT state.)
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Table 5-1

Port States (Cont)

State

Explanatlion

RUNNING (RUN)

DISCONNECT-INITIATE (DI)

DISCONNECT-COMPLETE (DIC)

DISCONNECT-NOTIFICATION

CLOSED (CL)

CLOSED NOTIFICATION (CN)

(DN)

NSP has either received a
Connect Confirm message while
in the CONNECT-INITIATE orx
CONNECT-DELIVERED state or
received a Data, Data Request,
Interrupt Request, Data Ack-
nowledgement, or Other Data
Acknowledgement message while
in the CONNECT-CONFIRM state.
The logical link may be used
for sending and receiving data.

The local Session Control has
issued a DISCONNECT-XMT or an
ABORT-XMT call while in the
RUNNING state.

NSP has received either a Dis-
connect Complete message or a
Disconnect Initiate message
while in the DISCONNECT-INITIATE
state. (The remote port is, or
has been in either the DISCON-
NECT-NOTIFICATION state or the
DISCONNECT-INITIATE state.)

NSP has received a Disconnect
Initiate message while in the
RUNNING state., (The remote
port is or has been in the
DISCONNECT-INITIATE state.)

The local Session Control has
issued a CLOSE call while the
local part was in the DRC, DN,
DIC, NC, NR, or CI state. This
is not really a state of the
port, but is used for descrip-
tive purposes to indicate that
the port is not there.

NSP has received a No Link
message while in the DISCONNECT-
INITIATE or DISCONNECT-REJECT
state. {The remote NSP c¢losed
the remote port.)

SESSION CONTROL LAYER

Since logical links are an association between two ports, and
potts have specific states, logical links also have states. The
state of a logical link is determined by the combination of
possible port states at each end of the link. The product of the
port states is called the loglical link state.

When one Session Control module attempts to connect with a second
Session Control module, End Communication places the requesting
port in the Connect-Initiate (CI) state. End Communication then
attempts to associate the scurce local port with a destination
port that is in the Open (0) state. If the association 1is
successful, a logical 1link is formed and its initial state is
€1/0, the product of the two communicating ports' state. Figures
-2 and 5-3 show the normal logical link, port states and state

transitions. Ports and Jogical links can be in only one state at
any given time.

LEGEND:
O CONTAINS PORT STATE ADORESS

> RESULT FROM AN ACTION BY NSP

e RESULT FAOM A SESSION CONTROL CALL

LR LT

Figure 5-2 Port States
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Session Control performs the logical functions associated with the
management of logical link communications; the End Communication
layer performs the mechanical functions associated with the
logical 1link communications. The logical functions performed by

the Session Control layer to facilitate logical link communication
include:

o

- Mapping node names to node addresses =-- A Session Control
module maintains a node name mapping table that defines
the correspondence between a node name and either a node
address or a channel number. (The channel number is used
only for loopback testing, a Network management fault

e isolation tocl  provided to the end user by the Network
g Management layer of DNA.) The node name mapping table
enables the Session Control layer to select the

destination node address or channel number for outgoing
connect tequests to the End Communication layer. For
incoming connect reguests from the End Communication
layer, the 5Session Control layer uses the table to
identify the node from which the request originated.

DMLY IF THI5S CONSTRAINT WAS BEEN MET SIMILAALY AN NSPEXIT FADM
THE D/DI STATE 1S PUSSIBLE ONLY 1F ONE OF THE SESSIGN CONTAQL
MODULES SHARING THE LOGICAL LINK HAS MET THIS CONSTRAINT.

THIS CUNSTRAIMT OUES NUT APPLY WHEN THE D1 PORT STATE IS

ASTAT FROMWHICH AN EXIT CAN BE MADE BY A DOUBLE ARAOW
ENTEHEU BECAUSE OF AN ABURT REQUEST

1S APOTENTIALLY UNSTABLE STATE
COULD BE E1THER THE SESSION CONTROL THAT REQUESTED THE LOGICAL

ASTATE $ROM WHICH THE ONLY EXITS ARE $INGLE ARROWS ARE
LiNK OR THE MUDULE THAE ACCEPTED THE LOGICAL LINK,

STABLE STATES.
HAS PROVICED A& SUkFICIENT NUMBER OF AECEIVE BUFFERS TO RECEIVE

ALL DATA TRANSMITTED BY THE OTHER SES510N COMTAGL MOOULE

ASTATE FROMWHICH AN £XiT CAN BE MADE BY MORE THAN ONE

BOUBLE ARRDW IS A STATE FAOM WHICH THE EXIT 15 NON

DETEAMINISTIC
TRUE BE CAUSE THE SESSION CONTROL REQUESTING A DISCONNECTION

THE LOGICAL LINK STATES PRESENTED ARQVE DESCRIBE THE

BECAUSE OF A DISCONNECT REQUEST BY ONE OF THE SESSION CONTROL
MUOLLES THEN AN MSE EXIT FROM THE DI'AUN QR RUNDI STATES IS
POSSIBLE UL Y FE THE SESSION CONTAQL MODULE 1N THE RUNSTATE
THE UNBROKEN DOUBLE ARROW EXiT FAOM EITHER OF THESE STATES
ME ANS THAT THE #SP GUARANTEES TO MAKE THE EXITEVENTUALLY

DISCUNNECTHON UR ABGRTION GF THE LK FROM THE RN STATE
WHEN REQUESTFD BY EITHER SESSION CONTROL MODULE THIS IS

\F A LOGICAL LINK EMTERS £1ITHER THE DI/RUN GR RUN.GI STATE

- Identifying end users -- A Session Contrel module executes
a system-dependent algorithm to determine if an existing
end user process corresponds te the destination end user
process specified in an incoming connect request,

2
3
4
5
Logical Link States

~ Activating or creating processes -- A Session Control
module may create a new process or activate an existing
ptocess to handle an incoming connect request.

TRANSITION CAUSED BY A SESSION
SESSI0N CUNTROL CALL
NSP DGES ROT GUARANTEE TO

CONTAING LOGICAL LINK STATE
TRANSITION CAUSED BY NSP
MAKE THIS THANSITIUMN

CONSISTING OF THE PURT
STATES AT BOTH ENDS OF

THE LINK

LEGEND
>
—i
I

Figure 5-3
I

Validating incoming connect requests —-- A Session Control
module uses access control information included in a
incoming connect reguest to perform system~dependent

validation functions.

Figure 5-4 shows & model of Session Control operating within a
network node. The Session Control layer requires two data bases:

(:) Node Name Mapping data base

@ STATE FROM

THIS STATE iF THE PORT THATISSTILL GPEN

(:) State gata base

15 CLOSED BY SESSIOM CONTAQL.

* AN EX1T IS MADE TQ THE
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ses ot components required by a Session Control
gzgﬁieda:?ebgperating syztem-dependent. These specific data base:
are not within the scope of this course and, therefore, no1
covered. They are however, covered by other higher-leve
system-specific Data Communications courses.

A NETWORK NODE COMMENTS

~ E~D USERS ARE USER NETWORK
AFPLICATION aND NETWDRK
MANAGEMENT MODULES

END
USER 2
USER
SPACE

END ENG
USER 1 USER 3

~ SESSION CONTROL IS AN INTERFACE
TO NETWORK SERVICES FOR END
USERS AT FUNCTIONS IN CONJUNCTION
WITH THE OPERATING SYSTEM
AND (2) ARE DATA BASES USED BY
SESSION CONTROL.

1

SYSTEM OPERATING session { @
SPACE SYSTEM CONTROL (:)

|

— END COMMUNICATION PROVIDES LOGICAL
LINK SERVICE TO SESSION CONTROL.
ITS FUNCTIONS ARE NOT DEPENDENT
DN NDIVIOUAL GPERATING SYSTEMS,

NETWORAK

P END
SPace. COMMUNICATION

- NETWORK MANAGEMENT INTERFACES
WiTH SESSION CONTROL IN TWO wWaAYS:
(N TOOBYAIN LOGICAL LINK SERVICE
AND (2) TO MONITOR AND CONTROL
SESSION CONTROL OPERATIONS.

THE NETWORK

Tr-10848

Figure 5-4 The Session Control Model

SESSION CONTROL LAYER

5.4 SESSION CONTROL OPERATIONS

Session Control extends the functions offered by the End

Communication layer (NSP} into the end uset layers. These
functions are:

- Regquesting a connection - Requests leogical links on behalf
of end wuser processes. Connections are reguests to
establish a logical link between end users (the source and
destination).

- Receiving a connection - Handles the connection requests
passed up from the End Communication laver to an end user
process.

- Sending and receiving data - Handles data passed between
the End User, Session Control, and End Communication
layers.

- Disconnecting and aborting logical links - Passes
disconnect and abort reguests directly between the end
user processes and the End Communication layer.

- Optionally monitoring logical links - Session Control can
optionally monitor logical link functions in a
system-dependent manner.

5.4.1 Requesting A Connectiaon

When Session Control receives a connection recuest from an end
user process (the source) it performs the following:

1. Identifies the destination node address or channel number
Session Conttol may use either a node name mapping table
or an optional "alias* node name mapping table to identify
the destination node address or channel number. The
“alias"™ node name mapping table is basically an extension
of the mandatory node name mapping table. The existence,
maintenance, and use of either a node name mapping table
or the "alias"™ node name mapping table 1is system-
dependent.

5-15
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Formats connect data to be passed to the End Communicatlon
layer -- The operations invelved with the formatting of
the connect data message is defined by the Session Control
Functional Specification. However, how Session Control
obtains the destination and source end user names, ACCeSS
control information, and end user connect data that make
up the message, ls system-dependent.

Issues a connect reguest to the End Communlcation layer --
Session Control issues the connect request to the Eni

ici s ar
Communication layer. If sufficient resource
available, it opens a port for the connection regquested by
the Session Control layer.

The request is successful 1If the End Communication ~ layer
places the port in the Running state. When the po;t is
i i Control ayer
laced in the Running state, the Session Y
?nforms the end u2er (the source) that the connection
request has succeeded. Session Control must now make the
accept data, iE any. available to the source end user.

The request is unsuccessful, if the End Communication
layer places the port in the No-Resources,
No-Communication, or Rejected states. 1f unsuccessful the
Session Control layer returns infarmatiop to the end user
{the source} indicating that the connection request has
failed. The extent of the Information concerning the
failure is system-dependent.

nally starts an outgoing connectlion timer -- The
gﬂtéging Yconnection timer is opti?nal: timer processéng
is system~dependent. 1f the timer is wused and the1 nd
Communication layer does not place the port assocC ate
with the request In the No-Resources, No-Communxca:ion.
Rejected, ofr Running state before the timer expires,
Session Control returns a timeout rejection to the source
end user and closes the port. The timer value used Ean be
either a Network Management default value ot an error
tolerance® argqument value included in the connect regquest.
I1f used, an argument value will override the default value
set by the Network Management layer; this wvalue ls
system-dependent.

SESSION CONTRCL LAYER

5.4.2 Receiving A Connect Regquest

Session Control maintains one or more ports in the Open state to
detect incoming connect Trequests. The End Communication layer
notifies the Session Control layer of an incoming request by
changing the state of the port from Open to Connect-Received.

When the Session Control layer detects the port's new state, it
performs the following:

1. Obtains data for the incoming connect request =- Session
Control obtains the destination end user name, Soutce end
user name, access control information, and end user
connect data for the incoming connect request. This data

is obtained by parsing the connect data received from the
End Communication layer.

2. Validates access control information - Access control
information is a system-dependent function and may be
processed in any number of ways. For example, one Session
Contrel module may log the logical 1link onto the leocal
system. Another Session Centrol module may perform no
validation of its own and pass the information directly to
the end user process for validation.

3. Ildentifies, creates, or activates the destination end user
Session Control either maps the recelved destination end
user name to an existing end user, or creates or activates
a destination end user to receive the connect request. If
Session Control <cannot ldentify, create, or activate a
destination end user, it issues a Reject to the End

Communication 1layer which causes the logical 1link to be
disconnected.

4. Maps the source node's address or channel number to a node
name, 1f there 1Is one - After identifylng, creating, or
activating a destination end user, Session Control uses a
node name mapping table to map the source node's address
or channel number to a node name. If session Control
cannot find an entry that corresponds to the source node’'s

address or channel number, it identifies the source node
as "unknown®,
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S. Delivers the Incoming connect regquest to the end user
process - If Session Control has identified, created, or
activated a destination end user, it delivers the incoming
connect request to the end user in a system-dependent way.
Session Control also delivers information that ldentifies
the source node who sent the connect request. The form SOuURCE e
that this information takes is system-dependent, but [t SESsIon T 'MATION :
may be one of the following: CONTROL | nsP NsP | Session
Tomnier 1 o - CONTROL
———— > CONNECT INITIATE CONNECT HECEIVED
- L]
Source Node's Name REQUEST I CONNECT ACKNOWLEDGMENT |
| CONNECT CONFIRM e ACCEPT
~ The Source Node Identification, "UNKNOWN® | DATA ACKNOWLEDGMENT -
CONMECTION WITH ACCEPTANCE
- L
Source Node's Channel Number SOURCE T
. SESSION 1 op —~
If the destination end wuser accepts the connection, CORTROL ; NSP I 3$ﬂ2&
Se¢ssion Control issues an Accept to the End Communication CONNECT CONNECT INITIATE . i
REQuest T CONNECT RECEIVED
layer, which then passes the accept in the form of a CONNECT ACKNOWLEDGMERT T
connect confirm message to the source node's end user. If Dﬁg%ggﬁkggFgg:z?N DISCONNECT INITIATE b ResecT
the destination end user rejects the connection, Session LETE - |
Control issues a Reject to the End Communication layer, CONNECTION ATTEMPT WiTH REJECTION
which then passes the reject in the form of a disconnect SOURCE DESTINATION
initiate message to the source node's end user. SESSION 1
CONTRD i NSP NSP T SESSION
: | CONTROL
. : T
6. Optlonally starts an incoming connection timer -- Session CONNE LT e CONNECT INITIATE CONNECT RECEIVED ;
Control can opticnally start an incoming connection timer. NO BESOURCES ::j::)
The timer starts when Session Control makes the connection | !
request available to the destination end user. If the end 1 !
user does not accept or reject the connection request CONNECTION ATTEMPT wWiTH NG RESOURCES
before the timer expires, Sessiocn Control rejects the SOURCE : : CESTINATION
connection request to the End Communicatfon layer, and SESSION { " TSission
causes ft to send a disconnect initlate message back to EONFRO ICONNECT N3P | CONTROL
the source node's end user. The incoming connection timer CONNECT —————g——ee CONNECT INITIATE  — INTIATE T
processing is a system-dependent function. AEQLEST | } RETURNED i
| -7 TOSENDER I
. BY RGUTIN
Figure 5-5 shows the message exchange between two Session Control I o !
and End Communication layer pairs while attempting to establish a CONKECTION ATTEMPT WITH NO COMMUNICATION,
logical link. N

Figure 5-5 Establishing a Logical Link

-
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5.4.3 Sending And Receiving Data

Sending and receiving data is a system-dependent s funcfiﬁ:;
Session Control passes end user requests for sendxn% an1 ;eggntrol
data directly to the End Communication layer. The Sesslio oot e ta
layer handles all initial logical functions necessary1ntequty
exchange, such as: Data buffering scheme, Data Bedr
quarantees, and Data transfer interface type. o ne
Communication layer handles all mechanical functions-1 A Flow
Segmentation and reassembly of data, Error control,

control for transmitting and recelving data.

ol
Since the interface between end users and the Sesshg:dlgonzger
layer is system-dependent, Session Control can e
requests to transmit and receive data in seve:gl wa¥s. For Mote
information concerning the data tran§fer inter acei g qard
buffering schemes, refer to Section 5.3 in the DXNA Session
Functional Specification.

5.4,4 Disconnecting And Aborting A Loglcal Link

i t
Ssession Control passes end user Cproce?s t?;:c?:;:it ;?211:??;‘
i ca .
,quests directly to the End .ommun : A
222ification of a logical 1link glsconnectceg; ag?;irelg_sp::g:s
! i aer pro .
directl te the destination end us s nows
how theySession Control layer passes the disconnect azgais:1gn.
requests directly to the End Communication layer for tr

P ) DESTINATION
soutt — T session
SESSION | NSP NSP I CONTROL
conTROL | .
—— FICATION ————
TIGCONNECT _] = DISCONNECT INITIATE DISCONNECT NOTIFICATIO ;
HEQUEST i .
\ DISCONNECT INITIATE DISCONNECT COMPLETE .
ST COMPLETE
DISCONMECTION
r DESTINATION T
bk f SESSION
SESSION k NSP M5P | CONTROL
controL | T
T

DISCONNECT NOTIFICATION ———

ABORT ' o DISCONNECTINITLATE ;

REQUEST |
]

1
DISCONNECT INITIATE - DISCONNECT COMPLETE ;
- COMPLETE

ABORTION o

Figqure 5-6 Disconnecting and Aborting a Logical Link
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5.4.% Monitering A Loglcal Link

Monitoring is an optional system-dependent function that may be
used for the following purposes:

- Detecting probable network disconnections between the
nodes at either end of the legical link.

Detecting a failure, by the End Communication 1layer, to
deliver transmitted data jin a timely manner.
Since these functions are optional and system-dependent, they are
beyond the scope of this course, However, they are covered In
other higher level system-specific Data Communications courses.
You may also refer to Sections 5.5 and 6.0 in the DNA Session
Control Functiconal Specification for more information concerning

the methods and possibilities available for monitoring a logical
link.

5.5 SESSION CONTROL MESSAGE FORMATTING

Session Control defines only two message types used to create a
logical link:

Connect Data Message - Used to establish or —connect the
logical link.

- Reject/Disconnect Data Message - Used to

destroy the
logical link.

Figure 5-7 shows the format of both message types and 1lists the
names of each field contained within each message type. The

numbers below each message field Indicate its maximum length in
bytes.



SESSION CONTROL LAYER

Connect Data Message Format

RDATA
I DSTNAME l SACNAME l MENUVER l RQSTRID l PASSWRD l ALCOUNT l USRD l

19 19 1 ) 39 9 39 Byies

Ruject/Disconnect Data Message Format

I REASON |DATACTLJ

2 no 2+n Bytes

DSTNAME the destinauon end user name

SACNAME = the 30urce end usér NaMe
MENUVER = the tigld tormat and version format
RQSTRID = the source user identificanion tor access verhicaton
PASSWRD = the access venhcaton password
ACCOUNT - ne hink Or service account dats
USRDATA = (ne end user Process CONNECT data
- # reaon code
g::i?‘.:k_ - user data Liength of 1ie1d determined Dy the totdl lengtn aft

repect of ghsconnect dats receed lrom the End Comrmun
cauan layer)
TR.1018]

Figure 5-7 Session Control Message Formats

Session Control Layer
MODULE TEST

Answer the following questions by circling the letter next to the

best possible solution. After you have finished the test, check
Your answers against the Answer Sheet provided in your Tests and

Answers booklet. Do not proceed to the next module until you have
answered all of the following questions.
1. A Logical Link is an association between two .
a, Operating systems
b. End Communication layers
c. Ports
d. Nonadjacent Routing layers
2, what jnformation is used to wvalidate an incoming connect
tequest at the Session Control layer level?
a. Node Address information
b. Access Control information
€. User Process identification information
d. Connect Injtiate message information

3. What message is issued to the End Communicatlon layer from the

Session Control layer when an end user accepts a requested
connection?

a. Accept
b. Reject
c. Go-Ahead

d. Initiate Confirm

5-23
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what is the Caonnect Data Message used for?

a. To connect the Logical Link

b. To disconnect the Logical Link 8.
c. To reject the Logical Link

d. To identify the Logical Link address

Which of the following IS NOT a function performed by the

Session Control layer?
a. Requesting a connection
b. Sending and recelving data

c. Monitoring the Logical Link

d. Establishing the Lagical Link o
How many interfaces are defined by ONA for the Session Control
layer?
a. 2
b. 4
c. 6
a0 le.
The major function performed by the Session Control layer {s:
a. To initialize the Physical link.
b. To bridge the gap between the physical and loglical
functions required for data communications.
c. To buffer End Communication layer functions from Routing
layer functions.
d. To perform network testing when commanded to do so by the

Network Management lavyer.

SESSION CONTROL LAYER

What does CI/0 mean In terms of ports and port states?

a. GSession Control has cleared the Logiral Link to perform
input/output functions.

b. An association between two network nodes has been formed
and they are ready to print a user data buffer on an
output device.

€. An association bewteen two ports has been established and
they are currently both in the run state ready to perform
input/output functions.

d. A Logical Link has been fotmed and it is currently in the
Connect Initjate/Open state, .

How many information fields are c¢ontained in the Session

Control Connect data message?

a. 3

b 3

c. 7

d. 9

How many bytes are wused in the Reject/Disconnect message

Reason field?

a. 1
b. 2
c., 8
d. 16
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NETWORK APPLICATION LAYER

INTRODUCTION
This module introduces, describes, and illustrates the operations

and message formats used by the Network Application layer of the
DNA . .

OBJECTIVES

To use DECnet in technical support of applications envirenments,
Software Services and Customer Personnel must be able to:

1. Define and illustrate the terms asscociated with the DRA's
Network Application layer.

2. ldentify the message formats used by the DNA's Network
Application layer.

3, Describe the functional operations performed by the DNA's
Network Application layer.

LEARNING ACTIVITIES
l. Study the information in this module.

2, Read Chapter 6, The Network Application Llayer, in the
DECnet DIGITAL Network Architecture (Phase IV) General

Description.

3. Take the module test at the end of this module.

4. Correct the test using the answer sheet provided in the

Tests and Answers booklet. Review the material on any
questions you may have missed before going on to the next
module.
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RESQOURCES
1. DECnet DIGITAL Network Architecture (Phase 1V) General
Description

2. DNA Data Access Protocol (DAP} Functlonal Specification,
Phase IV, Version 7.0

3., DNA X.,25 Gateway Access Functional Specification, Phase v

4. DNA SNA Gateway Access Functional specification, Phase IV

5. DNA Network Vittual Terminal Functional Specification,
Phase 1V

NETWORK APPLICATION LAYER

6.1 LAYER PURPOSE

The Network Application layer provides generic network
applications to end users in the DNA User Layer. Any DECnet user
is free to design, implement, and install protoccls that meet the
functional requirements of this layer.

6.2 LAYER INTERFACES

There are four interfaces defined for the Network Application
layer:

1. HNetwork Management Interfaces - One for Normal and one for
Maintenance functicns

2. Session Control Interface - Normal or Client interface
between layers

3. Data Link Layer Interface - Used on Gateway Systems to IBM
SNA and/or PPSN X.25 networks

4., User Layer Interface - Task- eor "application-dependent.
There can be many user tasks or processes interfacing the
Network Application layer at any given time.

Figure 6-1 shows the interfaces between the Network Application
layer and the other layers defined by DNA.
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6.3 NETWORK APPLICATION LAYER FUNCTIONS AND OPERATIONS

The Network Application layer contains a number of {ndependent
protocel modules. These modules access data or provide
communication services to end users. Currently, there are five
DNA  Phase 1V DIGITAL-supplied protococl modules in the Network
Application layer, but their number is not restricted. Users are
not restricted to DIGITAL-supplied protocols. The Network
Application layer can contain and use as many protocol modules as
the wuser wishes. The only requirement is that the user-written
protocel modules meet the functional requirements of the layer.

The five DIGITAL-supplied protocol modules are:

1. Data Access Protocol (DAP) - DAP permits remote file

access and file transfer independent of the operating
system's I/0 structure,

2. Network Virtual Terminal Protocols - These protocols
Permit terminals connected locally to a host DECnet system
or to a Terminal Concentrator system to access remote host
DECnet systems. This remote access allows the user to
issue interactive commands and run application programs on
the remote host DECnet system as a local system user.

3. X.25 Gateway Access Protocol ~- This protocol permits
user-written modules in a host DECnet system to
communicate with peer modules in & non-DECnet system
across an X.25-based Public Packet-Switching Network
(PPSN). The user's process need not reside in the DECnet
system directly connected to the X.25 PPSN (the DTE Node
for the X.25 network).

4. SNA Gateway Access Protocol = This protacol permits
user-written modules and a number of DIGITAL-supplied
modules to communicate with IBM host application programs
and application subsystenms in a Systems Network
Architecture (SNA) network. The user's process need not
reside in the same DECnet system that |Is directly
connected to the SNA network.

5. Uloopback Mirror - This protocol consists of three messages
and 1is used to interface between the Network Management
Loopback Access Routines and the Network Application
layer's loopback mirror. These protocol modules are used
to test logical links and are covered iIn the Network
Management Layer module of this course.

Each of the following sections covers the functions and operations
of the different Network Application layer modules,

6-7
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6.3.1 Data Access Protocol (DAP)

The Data Access Protocol is an application level protocol. Its
primary purpose is to permit the wuser to access remote files
within the DECnet environment. This file access is accomplished
regardless of the remote operating system's [/0 structure. DAP
makes the DECnet network's resources avallable to all valld,
authorized end users.

6.3.1.1 DAP Functional Description - DAP is a set of messages and
rules governing the exchange of messages between two cooperating
processes that provide DECnet remote file access. Table 6-1 llsts
and briefly describes the most commonly useq DIGITAL-supplied
DEChet remote file access facilities. These facilities reside in
the User layer and intetface directly between the DAP protocol and
the end user.

DAP is designed to minimize the amount of protocol overhead
required for rtemote file access within a computer network. For
example, DAP uses default values for specifgeq fields wherever
possible. In addition, a file transfer eliminates the nged for
DAP control messages once the file data flow begins. Finally,
relatively small file records can be blocked together and sent as
one large message under the control of the DAP module.

Within DECnet, DIGITAL Operating Systems can use DAP to provide
the following functions and features:

- Sypport heterogeneous file systems

- Retrieve a file from an input device {a disk or tape file,
card reader, terminal, etc.)

— Store a file on an output device (a magnetic disk or tape,
line printer, terminal, etc.)

- Transfer files between DECnet nodes
- Suppotrt deletion and renaming of remote files
- List directories of remote files

- Recover from transient errors and reporting fatal errors
to the user

- Allow multiple data streams to be sent over a logical link

-~ Allow remote command file submission and execution

NETWORK APPLICATION LAYER

- Permit sequential, random, and indexed (ISAM) access

records

- Support

sequentlial, relative, and indexed file

organizations

- Support using wildcards as file specifications

sequential

file retrieval, file deletion, file renaming,

and command file execution

- Permit the use of an optional file checksum wvalue
ensure file integrity

Table 6-1

DECnet Remote File Access Facilities

Facility Name

Description

File Access
Listener {FAL)

Network File
Transfer (NFT)

Record
Management
Services
{RMS)

FAL receives user 1/0 requests at the
remote node and acts on the user's
behalf. This is a remote DAP~-speaking
server process.

NFT operates at the user level. It
interfaces to a DAP-speaking accessing
process to provide DAP functions, and
provides network-wide file transfer and
manipulation setvices.

RMS5 {s the standard file system for
many of DIGITAL'S operating systems.
RMS can transmit and receive DAP
messages over loglical links. These
DAP messages are sent to a remote

FAL to complete the request. To the
user, remote file access is handled
as local file access, except that a
remote node name, and possibly access
contrel information, is necessary for
remote file access,
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Table 6-1 DECnet Remote File Access Facilitles {Cont)

NETWORK APPLICATION LAYER

Facility Name Description

Network File NFARs are a set of FORTRAN-callable
Routines subroutines. NFARs become a part of the
{NFARs) user process; they cooperate with FAL,

using DAP, to access remote files for
user applications. RSX DECnet uses
NFARs to prcvide DAP functions,

VAX/VMS VMS commands pertaining to file access
Command and manipulation interface with RM3 to
Language provide network-wide file access.
Interpreter VAX/VMS does not require NFT ta

access remote files.
Network Network Management modules use DAP
Management services to obtain remote files to
Modules down-line load ather temote nodes

and transfer up-line dumps for

storage.

Figure 6-2 shows a file transfer between two DECnet nodes using

the DAP protocol and DECnet remote file access facilities.
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SESS«ON CONTROL LAYVER SESSI0M CORTROL LAYEH
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Figure €-2 Node-To-Node File Transfer Using DAP
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6.3,1,2 DAP Operations - DAP allows two cooperating processes to
exchange data files: the local user's process, and the servet
process that acts on the user's behalf at the remote node.

The user's I/0 commands for accessing the remote file are mapped
to equivalent DAP messages and transmitted via a logical link to a
server at the remote node. The server interprets the DAP commands
and actually petforms the file 1/0 functions for the user.

Figure 6-3 shows the DAP message exchange between a user and a
server process when a remgte file is accessed by the user. The
following is a list of messages in the order they are exchanjed
during a remote file access, The user 1s accessing or requesting
to transfer a sequential file from a remote DECnet node.

@ Configuration messages - Provide information about the
operating and file systems resident at the two
communicating nodes.

@ Mttributes messages - Supply information about the (file
itself.

Access Request messages - Used to open the requested file
at the remote node,.

o

" Data Stream Set Up and Get messages - A series of control
and acknowledgement messajes to sSet uUp the data flow
stream for both sequential and random access file
transfers. A control message is used to inttiate the data
fiow and another control message is used to actually get

the data.

(’ Access Complete messages - Used to terminate the data
stream after the completion of the file transfer.

NETWORK APPLICATION LAYER

LSER NODE MESSAGE
DESCRIPTION MESSAGES

CONFIGURATION INFORMATION
[EG BUFFERSIZE Q5 FILE
SYSTEN' DECnet PHASE NO , AND
DAP VERSION NUMBER)

CONFIGURATION MESSAGE

CONFIGURATION MESSAGE

FiLE CHARACTERISTICS(EG OATTHIBUTESMESSAGE
TyPE BLOCK SIZE AKND -
RECORD SIZE

ACCESS REQUEST o ACCESS MESSAGE

ATTRIBUTES MESSAGE

ACKNOWLEDGE MESSAGE

CONTROL {INITIATE

SET UP DATA STREAM o DATA STHEAM! N'ESSAGE

ACKNOWLEDGE MESSAGE

o CONTROL (GET] MESSAGE

REQUEST START OF DATA RECORD 1
TRANSFER AND DECLARE
MODE OF TRANSFER

RECORDN

STATUS MESSAGE

agouEsT 0 TEAMINATE Fie € ACCESS COMPLETE MESSAGE
ACLESS

ACCESS COMPLETE RESPONSE

REMOTE NODIE MESSAGE
DESCRIPTION

CONFIGURATION
INFORMATION RETURNED

ACTUAL FILE CHARACTERISTICS
RETURNED

FILE OPENED

DATA STREAM ESTABLISHED

DATA SENT IN RECORDS

END OF FILE DETECTED

AEQUEST COMPLETED
SUCCESSFULLY

TH-1BTPY

Figure 6-3 DAP Message Exchanges for Sequential File Retrieval
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Table 6-2 lists the different types of messages exchanged by

DAP-speaking processes to access remote files. Table 6-2 DAP Messages (Cont)

Message Function

Table 6~2 DAP Messages

Alloration Attributes

: Specifies the ch -
Message Functlon Extension aracter of the al

location when creating or explicitly
extending a file.

Exchanges system capabillty and con- s
figuration information between DAP- ummary Attributes Re .

spzakinq processes. Sent immediately Extension £i;gfns sumnary infermation about a
after a logical link is established,
this message contains information
about the operating system, the file
system, protaocol version, and buf--
fering capablility.

Configuration

Date and Time

. Specifies time- i ;
Attributes Extension P time-related information

about a file,

Protection Attributes

; Specifies file i
Extension protection codes.

Attributes Provides information on how data is
structured in the file being accessed. Name Sends name information when renamin
The message contains information on a8 file or obtaining file directory g
file organization, data type, format, data. .

record attributes, record length, size,

E

=

Access

Control

Continue-Transfer

Acknowledge

Access Complete

Data

Status

Key Definitlon
Attributes Extension

and device characteristics.

Specifies the file name and type of
access reguested.

Sends Control information to a file
system and establishes data streams.

Allows recovery from errors. Used for
retry, skip, and abort after an error
is reported.

Acknowledges access commands and Con-
trol messages used to establish data
stream.

Denotes termination of access.

Transfers file data over the logical
link.

Returns status and information on error
conditions.

Speclifies key definitions for indexed
files.

-



NETWORK APPLICATION LAYER

6.3.2 Network Virtual Terminal Protocols ({NVT)

The Network Virtual Terminal Protocols are application 1level

protocols, Their primary purpose is to permit the user to access
Iemote nodes within the DECnet environment as a local command
terminal. The remote or Host Node access |is accompllished

rejatdless of the node's operating system. NVT makes all of the
DECnet nodes in a network available to end users who are valid,
authorized users.

6.3.2.1 NVT Functional Descriptfon - NVT service provides the
following functions and features:

- Distributes terminal handling functlens between two
operating systems.

- Supports heterogjeneous host systems. Allows different
operating systems to cooperate via common protocols, and a
host operating system to manage a terminal independently
of the server node.

- Allows a server node to connect to a specified host node,
or a host node to connect to a specified server node
remote terminal.

- Provides terminal input/output characteristics .and
management functions at the operating sSystem services
level.

- Offers standard terminal services, featuring qood
performance and device independence. Optional!y, it
offers methods for controlling the terminal's behavior in
considerable detail.

- Supports high-availabtlity implementations. The NVT
protocels contain functions that restart interrupted
communication.

NETWORK APPLICATION LAYER

The NVT protocols are divided into two sublayers in the Network

Application to accemmocdate future enhancement. The two NVT
sublayers are:

- Command Terminal Protocol - Allows terminal communication
with Command Lanquage Processors and application level
pPrograms. Its functions are oriented mainly toward
command line input and output, but are general enough to

support a broad range of video and hardcopy terminal
applications.

- Terminal Communicaticn Protocol = Controls the 1leogical
connections between applications and terminals. It
extends the services offered by the DNA's Session Control
layer by establishing logical links between two endpoints
that are specific to terminal services. The endpoint at
the host system is called a Portal; the endpoint at the
server is called a Logical Terminal. The NVT connection
created between the portal and the logical terminal is
calied a Binding.

Figure 6-4 shows the organization of the Network Virtual Terminal
service protocels within the Network Application layer.
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Figure 6-4 Network Virtual Terminal Service Protocol Organization
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6.3.2.2 NVT Operations - In a typical network command terminal
session, a terminal management module at a server node system with
an active terminal requests a binding to some host node system.
The binding is done by invoking & Terminal Communication Services
function. (This is done typically in response to a wuser DCL
command such as "Set Host" from the terminal operator.) Figure 6-5
shows the typical NVT protocol messages exchanged during a remote
network command terminal session.

The Terminal Communication Services protocol module {nitiates a
logical link wvia the Session Control Jlayer's 1logical 1link
functions to lts counterpart in the host system. On discovering
the incoming logical 1link, the host's Terminal Communication
protoce]l module allocates a portal, thus beginning the formation
of the binding. The host module then accepts the logical link.
Once the logical link has been formed:

€@ The server module sends a Bind Request message to the host
module.

€© A Terminal Management module in the host recognizes the
binding reguest, and causes the Terminal Communication
Services protocol module to send a Bind Accept message.
{The Terminal Management module may be acting on behalf of
the host system's login process.)

‘) Once the binding has been formed, the host readies the
binding for the Command Terminal protecol by sending the
Enter Command Mode message. (This action takes place in
connection with the first terminal input/output request
from the Login process at the host systam.)

@ The respective protocol modules can now begin speaking the
Command Terminal protocol 1language by each sending an
Initiate message to the other.

‘, After jnitialization, the dialogue of the remote terminal
service session can begin.

The remote terminal service dialogue is a series of requests and
responses. The terminal service requests normally originate with
an application program iIn the host system, The application
program Issues requests to the host system's terminal services
process which in turn issues the requests to the host system's NVT
protocel module. The server system's NVT protocol module receives
and reproduces those requests remotely and reissues them to the

server system's terminal services process.
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Termination of the remote terminal session can come about in a
number of ways. A typical shutdown begins with a Loqoutlcommzag
by the application ptocess in the host system. As a resu t:l,J e
host's Terminal Communication Setvices module sends an Unblin
Request message to the server. The server responds by releasing
its resources.

Em NODE MESSAGE
HOST NODE MESSAGE NESSAGLS SERV
DESCRIPTION DESCRIWPTION

T MESSAGE o REQUEST A BINDING WITH A
fBTND REQUES S SPECIFIED HOST

o BIND ACCEPT MESSAGE

ACCEPT BINDING

ESTABLISH COMMAND oENTER MODE MESSAGE

MODE ]
CONFIRM MODE MESSAGE SERVER ENTEAS COMMAND
MODE
INITIALIZE COMMAND o INITIATE MESSAGE
TERAMINAL PROTOCOL
INTTHATE MESSAGE o INITIALIZE COMMAND
N TERMINAL PROTOCOL
secin TeamiNALSERVICE € crant mean wessace

DIALOG
tS5UE READ REQUEST

READ DATA MESSAGE o ACCEPT AND PAQUESS A LINE

OF INPUT
HOST TERMINAL SOFTWARE  QuUT OF BAND MESSAGE USER TYPES AN OQUT OF BAND
NOTIFIED OF QUT OF BAND - CHARACTER
CHARACTER .
. DIALOG CONTINUES
DIALDG CONTINUES
APPLICATION LOGS OFF, UNBIND MESSAGE RELEASE SERVER AESOLRCES

RELEASE HO5T RESQURCES

Te.10T12

Figqure 6-5 NVT Protocol Message Exchange
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The messages used by the NVT protocol modules are specific to each
Sublayer module. Table 6-3 lists the different messages used by
the Command Terminal! Protocol module. Table 6-~4 1lists the

different messages wused by the Terminal Communication Protocol
module.

Table 6-3 Command Terminal Protocol Messages

Message Function

Initiate Carries initialization information, as

well as protocol and implementation
version numbers,

Start Read Requests that a READ be issued to the

terminal.
Read Data Carries input data from the terminal on
the completion of a read request.
Qut-of-Band Carries out-of-band input data.
Unread Cancels a prior read request.
Clear Input Requests that the input and typeahead

buffers be cleared.

Write Requests the output of data to the
terminal.

Write Complete Carries write completion status.

Discard State Carries a change to the output discard

state due to a terminal operator reguest
{via an entered output-discard character).

Read Requests terminal characteristics.

Characteristics Carries terminal characteristics.

Check Input Regquests input count (number of characters
in the typeahead and input buffers
combined).

Input Count Carries lnput count as requested with
the Check Input message.

Input State Indicates & change from zero to non-zero
or vice-versa in the number of characters
in the input and typeahead buffers
combined,

6-21
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Terminal Communication Protocol Messages

Message

Function

Bind Request

Rebind Request

Unbind
Bind Accept

Enter Mode

Exit Mode
Confirm Mode

No Mede

Data

i i i ies the
Requests a binding and 1qentlf
ve?sion and type of sending system.

Requests a rebinding {used to
rezstabllsh a broken communication).

Requests that a binding be released.
Accepts a Bind Request message.

The-only
Requests entry of a new_mode. {
moge currently defined is commendlmode.

ich selects the command termlna

;?éiocol as the higher-level protocol.)
Requests that the current mode be exited.

Confirms the entry of a new mode.

Indicates that the requested mo@e is
not available or confirms an exit
mode request.

Carries data (i.e., Command Terminal
Protocol information).

NETWORK APPLICATION LAYER

6.3.3 X.25 Gateway Access Protocol

X.25 Gateway Access is designed to make the full capabilities of
the CCITT X.25 Packet Level interface available to user programs
residing anywhere in a DECnet network. To accomplish this, X.25
Gateway Access communicates with a DECnet node that Is a DTE on
the X.25 network over a DECnet logical link. The  wuser pProgram's
local node need not be directly connected to the X.25 network.
The wuser program's 1local node Network Application layer
communicates from its X,25 Gateway Access module to the remote
{(DTE} node's Network Application layer X.25 Gateway Server module.
The gremote node's Gateway Server module In turn communicates via
the Datalink Control layer's X.25 level 2 and 23 modules to the
X.25 network DCE. The node that is a DTE to the X.25 Network (the
X.25 Gateway Server node) is often called the Gateway System. The
Gateway System makes X.25 Network facilities available to all
remote nodes in the DECnet network. The X,25 Access and Gateway

modules communicate by exchanging X.25 Gateway Access Protocol
messages.

Figure 6-6 shows the relationship between the DNA X.25 modules and
the X.25 network foreign DTE. It also shows the interactions
between the user, X.25 Gateway Access, X.25 Gateway Server, and
the Foreign DTE processes.
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X.25 Gateway Access Functional PDescription - The X.25
Access Protocol provides the following functions and

features to the DECnet network user:

Supports communication between user-written programs in a
host DECnet system and modules in a non-DECnet system over
an X.25-based public data network. {Two DECnet systems
may communicate over an X.25 network using standard DNA
protocols without using this gateway function. Refer back
to the Datalink Control layer, X.25 modules.)

Supports all facilities and modes of operation defined In
CCITT Recommendation X.25, except Datagram Service and the
Delivery Confirmation bit.

Supports user access to both Permanent Virtual Circuits
[PVCs) and Switched Virtual Circuits {SVCs)., Switched
Virtual Circuits may be referred to as virtual calls.

L]
Permits user-written programs te access PV(s or iIssue
virtesal calls from any DECnet system containing an X, 25
Gateway Access module. The user program need not reside
in the Gateway System to the X.25 network,

Permits incoming virtual calls to be directed to a  user
process residing at any node in the DECnet network. A
Network Management function maps call data from Incoming
virtual calls to a DECnet process description so that the
call may be directed to the correct pProcess or
destination. .

Allows user access to all X.25 packet fields, such as More
Data, Qualified Data, etc..

Recovers from transient errors, and reports fatal errors
to the user.
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DECnet uses the following protocol modules to provide the X.25
Gateway Access service:

~ X.25 Gateway Access Module - Interfaces with user—grltt:n
programs and communicates via the DiCnet network wet: Eae
DTE directly connected to the X.25 PPSN (the ateway

system}.

- w Server Module - Resides in the DTE on the
i:gz G;;;N?y This is the module that gives the G:teway
System its name, The Gateway Server module communnggte:
with the X.25 Gateway Access module over the zg
network's logical links and acts on requests made ?y e
X.25 Gateway Access module and the X.25 network. g uzei
the facilities of the Datalink Contro} layer X.25 ac 25
level modules (levels 2 and 3) to gain access to the X.
PPSN,

- Module Level 3}y ~ Resides in the
3;5215:2k3§a;::310£ ZhelGatéway system and acts as the DTE
on the X.25 PPSN, It interfaces with the X.ZS‘Frame level
module for its connection to the X.25 DCE. This module is
described in detail in the Datalink Control Layer module
of this course,

- Level Module (Level 2) =~ This module also
fé:?dzgamfn e:he Datalink Control layer of the Gatewa{
system. It provides the X.25 Frame level protoco
communicates with the X.25 PPSN's DCE. This modute is
also described in detail in the Datalink Control ayer

module of this course.
6.3.3.2 X.25 Gateway Access Cperations - The X.25 Gateway access
uperations involve three processes:
1. The user's process
2., The X.25 Server process

3. The foreign X.25 DTE process

NETWORK APPLICATION LAYER

The user process accesses the X, 25 packet level protocol functions
by issuing calls te the lecal X.25 Gateway Access module. The
user's calils to the Gateway Access module are converted to  X.25
Gateway Access Protocol messages, then issued as calls to the

local Session Control layer for transmission over the DECnet
logical links to the X.25 Network Gateway system.

The Gateway system's lower DNA layers receive the X.25 GCateway
Access Protocol messages and pass them up to the Network
Application layer X.25 Gateway Server module for ptocessing. The
Gateway system's X.25 Gateway Server module accesses the Datalink
layer X.25 modules directly. The Datalink layer X.25 modules then
establish the connection or channel to the X.25 DCE node for
access to the X.25 Public Packet-Switching Network. The user 1is
now logically connected to a foreign (non-DECnet) DTE pProcess
through the X.25 network.

In a typical X.,25 Gateway Access Protocol dialogue, the first
messages exchanged between the User's node and the Gateway system
open a Permanent Virtual Circuit or place a virtual call (Switched
Virtual Circuit) to the X.25 Gateway system's DCE to the X.25
network. The PVC or SVC are opened when the user's process Issues
calls to the X.2% Gateway Access module. The X.25 Gateway Access
and Server modules then exchange the following protocol messages:

‘, The X.25 Gateway Access module transmits either an Open
message (for PVCs) or Outgeing Call message (for SVCs) to
the Gateway system's X, 25 Gateway Server module.

‘, The user process {s informed by an Incoming Accept message
that the Foreign DTE has accepted the call,

€© Once the PVC has been opened, or the 5VC has been

accepted, the user process can exchange data with the
Foreign DTE process.

@ When the user Process wishes to terminate the virtual

call, a Clear Regquest message |s sent to the X, 25 Gateway
Server.

‘, The Server then clears the call by issuing a Clear Request
Packet to the X.25 Network.

@ The user process is informed of the termination by recelpt
of a Clear Confirm message from the Gateway system's X.25
Gateway Server module.

Figure 6-7 shows X.25 Gateway Access Protocol message exchange

between a user process and the Gateway system (PPSN DTE node) via
the X.25 Gateway Access and Server modules.
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USER NODE MESSAGE
DESCRIPTION

AEQUEST TOPLACE A
VIATUAL CALL

AEQUEST TO SEND A
DATA PACKET

USER RECEIVES DATA
SENT 8Y FOREIGN GTE
PROCESS

MESSAGES

QUTGOING CALL MESSAGE

INCOMING ACCEPT MESSAGE

o DATA MESSAGE

.
-

.
DATA MESSAGE

DATA MESSAGE

USER RECEIVES INTERRUPT INTERPUIPT MESSAGE

DATA

REQUEST TQO TEAMINATE

(CLEAR) VIRTUAL CALL

VIRTUAL CALLIS
TERMINATED

INTERRUPT CONFIRMATION

MESSAGE -

CLEAR REQUEST MESSAGE

_ CLEAR CONFIRM MESSAGE

GATEWAY NODE MESSAGE
DESCRIPTION

GATEWAY SEAVER PROCESS
ISSUES CALL REQUEST PACKET
TO X 25 NETWORK

CALL ACCEPT PACKET
RECEIVED FROM X 25
NETWORK

DATA PACKET SENT Ol
VIRTUAL CIRCUIT

DATA PACKET RECEIVED
FROM VIRTUAL CIRCUIT

INTERRUPT PACKET RECEIVED
FRAOM vIRTUAL CIACUIT

CLEAR PACKET ISS5UED TO o
% 25 NETWORK

CLEAR CONFIRMATION
PACKET AECEIVED FROM
X 25 NETWOAK

NETWORK APPLICATION LAYER

Table 6-5 lists the X.25 Gateway Access Protocol messages used to
communicate between the X.25 Gateway Access and X.25 Gateway

Server modules.

Table 6-5 X.25 Gateway Access Messages

Message

Function

Te.10787

Figure 6-7 X.25 Gateway Access Protocol Message Exchange

Open

Open Accept

Open Reject

Outgoing Call

Call Reject

Incoming Accept

Incoming Call

Outgoing Accept

Clear Reduest

Clear
Indication

Clear Confirm

Reset Request

Reset
Confirmation

Requests the use of a Permanent Virtual Circuit
[PVC}.

Accepts a PVC Open request and allocates the PVC
to the Gateway Access user.

Rejects a PVC Open request, refusing allocation
of the PVC to the Gateway user.

Requests that an outgoing Virtual Call be placed
by issuing a Call Regquest Packet to the X.25
network.

Indicates acceptance of an outgoing or incoming
virtual call for lack of rescurces.

Indicates acceptance of an outgeing virtual call.

Indicates that an incoming virtual call has been
received.

Accepts a previously received incoming virtual
call.

Requests that a virtual call be cleared.

Indicates that a clear request packet has been
received from the X.25 network.

Indicates that a clear confirmation packet has
been received from the X,25 network.

Requests that a virtual circuit be reset.

Indicates a reset confirmation by either user
of the X.25% network.




Table 6-5

NETWORK APPLICATION LAYER

X.25 Gateway Access Messages (Cont)

Message

Function

Reset Marker
Data
Interrupt
Interrupt
Confirmation

No Com

No Com
Seen

Marks the place in a stream of Data messages *
where a reset occurred.

Contains Data Packets outbound from, or in-
bound to, a4 user Pprocess.

Contains Interrupt Packet data outbound or
inbound to a user process.

Confirms the receipt of an Interrupt message
(used for flow contral). :

Indicates that a PVC entered a no-communica-
tion state,

Indicates that the user of a PVC acknowledges
a No Com message, and thus has been_not1f1ed
that there have been one or more failures of
the X.25 network (e.g., Restarts).

NETWORK APPLICATION LAYER

6.3.4 5SNA Gateway Access Protocol

The SNA Gateway Access is designed to make the full capabilities
of the SNA Data Flow Control, Transmission Control, and Path
Control layers available to user programs (at times called SNA
Secondary Logical Units or SlUs, in IBM terminology) residing
anywhere in a DECnet network. To accomplish this, SNA Gateway
Access communicates with a DECnet node that acts as a Physical
Unit Type 2 (PU2} on the SNA network over a DECnet 1logical 1link.
The wuser program's local node need not be directly connected to
the SNA network. The user local node's Network Application lavyer
communicates from {ts SNA Gateway Access module to the remote
{PU2) node's Network Application layer SNA Gateway Server module.
The remote node's Gateway Server module in turn communicates via
an SNA Protocol Emulator to gain access to a process (called a

Primary Logical Unit or PLU) in the SNA Network Host (called a PUS
node) .

The SNA Access and Gateway modules in the DECnet nodes communicate
by exchanging SNA Gateway Access Protocol messages.

Figure 6-8 shows the user program’'s local node, the DECnet Gateway
System, and the SNA network,
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LOCAL NCDE

USER LAYER

THE ACCESSING PROGRAM

15LU) .
SNA REMOTE JOB ENTRY
J77GEMULATION
A USER WAITTEN

PROGRAM
L

GATEWAY NODE

~ETWORK APPLICATION LAYER

SNA GATEWAY ACCESS

MODULE :

-
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SHA GATEWAY
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\
)
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FLU
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E G CICS. IS, JES2.
€53 ETC}H
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SESSION CONTROL LAYER
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SESSIUN CONTROL LAY ER

SMNA PHdTOCOL

END COMMUNICATION LAYER
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Figure 6-8

PUZ o PHYSICALUNTITYPE2 =eeme

SNA Gateway

PHYSICAL UNIT TYPE 4
A ONA NODE PERFORMING SWITCHING

e
ShA NETWOHAK

— A PHYSICAL COMMUNICATION LINK

«-— APATH THROUGH A NETWORK

— = s DATAFLOW THROUGH SNA GATEWAY ACCESS
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Access Module Relationships

6.3.4.1
Gateway Access

NETWORK APPLICATION LAYER

Access Functional
Protocol provides the

SNA Gateway Description = The SNA

following functions and

features to the DECnet network user:

DECnet implementations require the following protocel

Supports communication between user-written (and a number
of DIGITAL-written} programs in a host DECnet system and
modules in a IBM host (PUS5S) system over an SNA network.

Supports programs in DECnet systems that act as SNA
Secondary ULogical Units (SLUs} of any of the defined SNA
Logical Unit Types (LUs).

Allows wuser programs full access to the facilities
provided by the SNA Transmission Control and Data Flow
Control layers.

Communicates with the SNA network as a Physical Unjt
2 (PU2).

Type

Permits user-written programs to exchange data in GNA
sessions from any DECnet node whose DNA contains an SNA
Gateway Access module. The user program's local node does
not have to be the SNA network's PU2 node, nor does it
have to be directly connected to the SNA network,

Automatically manages the SNA session pacing for the user.

Recovers from transient errotrs and reports fatal errors to
the user.

modules to

provide SNA Gateway Access facilities and services:

SNA Gateway Access Module -~ Must reside §n the user
program's local node. It receives user SMA session
requests and communicates with the DECnet system that s
directly connected to the SNA network {the PUZ node}.
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-~ SNA Gateway Server Module - Must reside in the DECnet
system directly connected to the SNA network. This DECnet
system acts as a PUZ node to the SNA network. The PU2 to
the SNA network can also be referred to as t?e Ga;euzg

j the DECnet X.25 DTE node was relerred
§§Stiﬁé J;fgsascateway system. This Network Application
layer module communicates with the SNA Gateway Access
module over a DECnet 1logical link and acts on requests
made by the SNA Gateway Access module in the remote DECnet
node and the PLU in the IBM PUS5 node. The SNA Gateway
Server uses the facilities offered by the SNA Protocol
Emulator to gain access to the 5NA network.

- SNA Protocol Emulatsr - Is a set of protocel modules in
the Gateway system that perform the functions of SNA Path
Control and Data Limk Control. It connects the Gateway
system to the SNA network as a Physical Unit Type 2 (PU2)
node. The SNA protocol emulation modules also perform t?e
functions necessary to communicate with the SNA network's
System Service Control Paoint (S5CP) that controls the SNA
network functions, sSuch as network startup, control, and
shutdown.

6.3.4.2 SNA Gateway Access Operations - There are three processes
involved in the SNA Gateway Access operation:

1. The user's process
2. The SNA Gateway Server process
3. The IBM Host application process (PLU)

The user's process gains access to the SNA SLU functions by
issulng calls on the SNA Gateway Access Routines In its local
DECnet node. The routines translate these calls into SNA Gateway
Access Protocol messages and transmit them over a DECnet logical
link to the SNA Gateway Server process. The process transmits and
receives SNA Basic Information Units (BIUs) by accessing the
functlons of the SNA Protocol Emulator. The SNA Protocol Emulator

irectl to the SNA network as a PU2 node. The SNA
i?ﬂ:gg;f Egulatoryalso contains the functions of the 5NA Path

Control and Data Link Control (SDLC} layers.

NETWORK APPLICATION LAYER

The messages are exchanged during a normal SNA Gateway Access
session:

@ The first message exchange establishes a communication
session with a PLU in the PUS node {an IBM Host node
process). A typical SNA Gateway Access protocol dialogue

is started by the Gateway Access transmitting a Connect
Data message.

‘, The Gateway Server acting as the Gateway system exchanges
Init-Self and Bind messages with the PLU after receipt of
a Connect message from the Gateway Access process.

‘) Once the Gateway Server receives the Bind message from the
PLU it will send a Bind Data message to Gateway Access
process.

‘, The Cateway Access process transmits a Bind Accept Message
te acknowledge receipt of the Bind Data message.

(s ) Once Binding is complete the Gateway Access and Gateway
Server modules exchange data with the PLU by sending and
teceiving Normal Data and Interrupt Data messages.

(, The user preocess terminates the session by informing the

PLU wusing the appropriate Data Flow Control Request Unit
(RU) .

€ The PLU can then terminate the session by sending an
Unbind message to the Server process.

(’ When the Unbind message is received by the Server process,
the session terminates with an approprlate reason code,
and the Gateway Server sends an Abort message to the user
Process.

‘) The user process senses the session termination when it

receives the Abort message from the Gateway Server
process.

Figure 6-9 shows the GSNA Gateway Access protocol messages
exchanged between the Gateway Access and Server processes when a
session with a PLU |s requested by a user process.
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NETWORK APPLICATION LAYER

To accomplish SNA network remote access, the SNA Gateway Access

and Server modules exchange SNA Gateway Protocol messages. These
messages are listed in Table 6-6.

USER NODE WMESSAGE

DESCAIPTION MESSAGES

REQUEST TO ESTABLISH A o CONNECT MESSAGE -
LOGICAL UNIT TO LOGICAL

NIT SESSION
Y s _ BIND DATA MESSAGE o

o AIND ACCEPT MESSAGE
USER ACCEPTS SESSION AS
PROPOSED BY BIND

NORMAL
USER RECEIVES NORMAL - DATA MESSAGE ‘,
FLOW DATA

NORMAL

DATA NMESSAGE

NORMAL
DATA MESSAGE
USE R SENDS NORMAL FLOW o
RUTCFPLY INTERRUPT
DATA MESSAGE o
INTERRUFT

! A
USER SENDS EXPEODITED o DATA MESSAGE "
FLOW DATA TOPLU

NORMAL
USER SENDS DATA o DATA NMESSAGE o
FLOW CONTAQL REQUEST
AU TOPLY
AT MESSAGE
USER SENSES SESSION o -— ABD ES o

TFAMINATION

GATEWAY NODE MESSAGE
DESCAIPTION

GATEWAY SYSTEM ISSUES AN
1817 SELF MESSAGE TQ THE
SNA NETWORK

BIND RECEIVED # HOM PLU

GATEWAY ACCEPTS SESSION
TOPLU

NORMAL FLOW RU RECEIVED
FROM PLU

EYPEDITED FLDW RU
RECEIVED FROM PLU

PLY SENDS UNBIND TO
TEAMINATE SESSION o

TR0

Figure 6-9 SNA Gateway Access Protocol Message Exchange

Table 6-6 SNA Gateway Access Messages

Message

Function

Connect

Listen

Bind Data

Bind
Accept

Normal
Data

Interrupt
Data

Disconnect

Disconnect
Complete

Abort

Requests that a Session be established with
a Primary Logical Unit (PLU) in an SNA Host.

Waits for a Session to be established by
a PLU,

Indicates that a Bind has been received for a
Session solicited with Connect or Listen.

Requests that the Session being established
with the Bind be accepted and placed in the
running state.

Carries data on the SNA Session's normal flow
to and from the PLU.

Carries data on the SNA Session's expedited
flow to and from the PLU,

Reguests orderly Session termination.

Indicates normal Session termination has
successfully completed.

Requests abnormal termination of a Session,
er indicates that an Unbind has been
received from the PLU,
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6.4 NETWORK APPLICATION LAYER MESSAGE FORMATTING

Network Application layer protocol messages are similar in format.
However, each message's exact field format and length depends on
the Network Application layer protocol module and the message type
specified.

For a detailed description of the different message types, refer
to the following references:

- DNA Data Access Protocol Functional Specification, Section

i.e

— DNA Network Virtual Terminal Functional Specification,
Section 4.16

- DNA X.25 Gateway Access Functicnal Specification, Saction
4.2

- DNA SNA Gateway Access Functional Specification, Section
3.2

Figure 6-1® shows the general format of messages used by the DAP
protocel module.

OPERATCR OPERAND
' -_-_-——-—.--.-_-'—-_
| ———
TYPE FLAGS STREAM ID LENGTH |CFTIONAL FIELDS!
1BYTE EX5 (BM) 1BYTE JEBYTES MAX
1BYTE

OPERATOR DESCRIBES THE CHARACTERISTICS AND
1DENTIFIES THE DAP MESSAGE TYPE.

CONTAINS DAP MESSAGE DATA. THE
INFORMATION IS DEPENDENT UPON THE
OPERATOR TYPE FIELD CONTENTS,

OPERAND

Tr. 10780

Figure 6-1¢ General DAP Protocol Message Formatting
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Figure 6-11 shows the general format of me
ssages used by th
X.25, and SNA protocel moedules. K Y ¢

MESSAGE TYPE MESSAGE DAYA

MESSAGE TYPE A VARIABLE LENGTH FIELD THAT

CONTAINS DATA RELATIVE TO
THE SPECIFIC NVT, X 25 OF SNA
MESSAGE T¥PE DEFINED BY THE
MESSAGE TYPE FIELD

MESSAGE DATA AFIELD THAT SPECIFIES THE NVT

X 25 OR SNA MESSAGE TYPE FIELD

LENGTH AND CONTENTS DEPERD ON

THE MESSAGE TYPE SPECIFIED

IR ADTIE
Figure 6-11

General NVT, X.25, and SNA Protoceol
Message Formatting

NVT,
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Network Application Layer
MODULE TEST

Answer the following questions by circling the letter next to the
best possible solution. After you have finished the test, check
your answers against the Answer Sheet provided in your Tests and
Answers booklet. Do not proceed to the next module until you have
answered all of the following questions.

1. Wwhich of the following interfaces 1S5 NOT defined by DNA for
the Network Application layer?
a. Network Management Interface
b. Session Control Interface
c. Data Link Interface
d. Routing Interface

2. How many DIGITAL-supplied protocel modules are in the Network
Application layer?

a 3
. 5
C. 7
da. 9

3. What is the major function performed by the DAFP protocol?
a. Provides Remote File Access
b. Contreols the Mail Utility
c. Allows User-to-User Communication

d. Provides SNA Gateway Services
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What is FAL?

a.

b.

C.

d.

File Access Looker
File Access Listener
Fault Analysis Language

Fault Analysis Logger

what is NFARs?

A standard file access system used under VAX/VMS operating

a.
systems

b. A standard user access system used under RSTS operating
systems

c. A set of FORTRAN-callable subtoutines used under RSX
operating systems

d. A set of FORTRAN-callable subroutines that interface IBM
SNA nodes

what DAP message is exchanged after the exchange of

Configuration messages?

a.
b.
C.

d.

Access message
Attributes message
Acknowledge message

Control (Get) message

what function is provided by NVT?

a.
b.
c.

d.

Remote File Access
User-to-User Communication
Remote Terminal Access

Public Packet-Switching Network (PPSN) Access

19,

NETWCRK APPLICATION LAYER

Which npode transmits the NVT Bind Request Message?

a.

b.

C.

d.

Server Node
Hust Node
Remote Node

Distant Node

what is the function performed by the X,25 Gateway Server

module?

a. Alluws remcte DECnet nodes access to a DECnet Gateway
Node.

b. Allows the DECnet Gateway node access tu a PPSN network
DZE node.

c. Communicates directly toc any Data Link Contrcl layer
protocel module.

d. Allows the DECnet Gateway node to function as a DCE for
the PPS5SH,

IBM SNA netwocrk nodes see the DECnet SNA  Gateway node as a

noude.

a, PU2

b. PU4

c. PUS

d. PLU

6-43
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NETWORK MANAGEMENT

NETwORK MANARGEMENT LAYER

INTRODUCTION
This module introduces, describes, and illustrates the operations

performed, and message formats used, by the Network Management
layer of the DNA.

OBJECTIVES

To use DECnet in technical suvpport of applications environments,
software Services and Customer Personnel must be able to:

1. mefine and illustrate the terms associated with the DNA's
Ketwork Management layer.

2. Identify the Message Formats used by the TDNA's Network
Management layer.

3. Describe the functional operations performed by the DNA's
Network Managemrent layer.

LEARNING ACTIVITIES
1. Study the information in this module.

2. FRead Chapter 7, The Network Management Layer, in the
DEChet DIGITAL Network Atchitecture (Phase IV) General

Descriptien.

3. Take the module test at the end of this module.

4. Correct the test using the answer sheet provided in the

Tests and Answers booklet. Review the material on any
questions you may have missed before going on to the next
module.
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RESQURCES

1. DECnet DIGITAL Network Architecture (Phase IV) General

Description

2. DNA Network Management layer Functicnal Specification,

Phase IV, Version 4.9

3, DNA Low-Llevel Maintenance Operations Architectural
Specification, Phase !V, Version 3.0

NETWORK MANAGEMENT LAYER

7.1 LAYER PURPOSE

The Network Management layer provides the network manager, network
operators, and wuser-written programs with tne ability to plan,
control, monitor, and maintain the operation of centralized or
distributed DECnet networks.

7.2 LAYER INTERFACES

There are five interfaces defined for use by the Network
Management layer:

€© User Layer Interface - Normal adjacent layer interface
that allows user access to Ketwork Management functions.

© Network Application Layer Interface - Provides certain
Network Testing functions (described later} to users via
Network Management layer functions.

‘) Session Control Layer Interface - ©Provides the Network
Manager with direct access to the Sessicn Control's
logical link functions.

@ Data Link Control Layer Interface - Used for maintenance
testing, line servicing and remcte system loading and

dumping functions. It allows the Network Management layer
direct access to the Protocol Modules in the Data Link

layer.

@ detwork Management Maintenance Interface - Connects the
Network Management layer to all the other DNA layers.
This interface is used for Network Management functions
such as setting parameter values for the lower DNA layers,
or monitoring the values of the various counters resident
in lower DNA layers.

Figure 7-1 shows the different interfaces between the Network
Management layer and the other layers defined by DNA.
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Network Management Layer Interfaces

NETWORK MANAGEMENT LAYER

7.3 MNETWORK MANAGEMENT LAYER FUNCTIONAL DESCRIPTION

The Network Management layer allows the system manager, network
cperators, and user-written programs to control and monitor
network operation. It also provides information for planning angd
troubleshooting a DECnet network,

The Network Management layer performs the following functions:
- Loads and dumps remote operating systems - A system
manager can down-line lecad an operating system into an
unattended, remote DECnet node; a remote node can up-line

dump its operating system to a host node for examination
by the system manager or network operator.

- Changes and examines network parameters - Network
Operators and system managers can set and change local
node and network parameters such as:

Circuilt parameters
Line parameters
Module parameters
Node parameters

Logging parameters

The Network operator and system manager can also examine
local and network parameters such as:

Timer settings
Line types

Node names

- Examines network counters and events that indicate network
performance =~ The Network Management layer contains an
Event Logger routine that records significant events that
happen in the lower DNA layers.

~ Tests links at both the data link and logical link levels
A system manager or operator can queue a test message for
transmission to be looped back to its oricin from either a
hardware or logical (scftware) point in the network.
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- Sets and displays the states of lines and nodes - The
system manager or operator can reconfigure the network by

turning nodes and links on and off.

The Network Management layer is actually a group of software
modules called components. The Network Management components, for
the most part, reside in the Network Management layer, however,

there are some Network Mapagement components in other DNA layers,
inciuding the WNetwork Application and User layers. Another
component, the Event Logger, resides in the Network Management.

layer, but has a queue in each of the lower DNA layers.

The Network Management layer has four outstanding characteristics
that make it a very versatile part of the overall DNA structure:

terminals can access and contrecl a

1. Both programs and ‘
a set of functionally discrete calls

DECnet network via
and commands.

2. Coentrol over a DECnet network can be either distributed or

centralized. Distribution of control ¢an be either
partial or complete.
1, HNetwork Management is Modular; a DECnet system 1s not

required to implement the architecture in its entirety.

4. Network Management is a set of primitive funct§0n5 or
“tools." The system or network manager can fashion them
into a management system that meets his or her specific
requirements. This allows the managers of a network to
construct their own network management philosophy.

7.4 NETWORK MANAGEMENT OPERATIONS

Table 7-1 lists the Network Management components, gives a brief
summary of their functions, and the location of their DNA layer.

Figure 7-2 shows the relationship between the Network Management
components listed in Table 7-1,

Table 7~1

NETWORK MANAGEMENT LAYER

Network Management Components,

Location and Function

Component Location Function
Network User A user-level utility that inter-
Control Layer faces with the lower level mod-
Program ules. NCP can be used to control,
{NCP) monitor, and test the DEChet
system and network. Refer to
the DNA Network Management Func-
tional Specification, Section
4.8, for specific information
concerning the use and commands
provided by the NCP Utility.
Network Network Provide generic Network Manage-
Management Management ment functions. The routines
Access Layer communicate across logical
Routines links with the Network Manage-
ment Listener by exchanging
Network Information and Control
Exchange (NICE) Protoccl messages.
Network Network Receives Network Management com-
Management Management mands from the Network Manage-
Listener Layer ment level of remote nodes via
the NICE protocol. In some im-
plementations, it also receives
commands from the Network Manage-
ment Access Routines via the NICE
rotocol., The Network Management
1stener passes function requests
to the Local Network Management
Functions,
Local Network Take function requests from the
Network Management Access Routines, translating the
Management Layer requests into system-dependent
Functions calls.
Link Network Senses requests for service on a
Watcher Management link from an adjacent node. The
Layer Link Watcher handles state chang-

ing for automatic remote load,
dump, and trigger functions.
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Table 7-1

NETWORK MANAGEMENT

LAYER

Network Management Components,
Location and Function

(Cent)

Zomponent

Location

Function

“aintenance
Functions

Link
Service
Functions

Erent
Laiger

Loopback
ACccess

Routines
and Loopback

Mirror

Network
Management
Layer

Network
Management
Layer

Network
Management
Layer

Network
Application
Layer

Provide the actual protocol oper=-
ation to support system mainten-
ance functions such as down-line
load and data link loopback test-
ing. The protocol used is the

Maintenance Operation Protocol
(MOP}.

The higher-level Network Manaqge-
ment modules interface to the

Link Service Functions for
services that require a direct
connection to the Data Link

layer. This function bypasses

the Session Contrel, End Communi-
cation, and Routing layers of DNA,

Records significant events occur-
ring in the lower layers. DNA
specifies the event types in the
Network Management interface to

each lower layer. An event proc-
essor within the Event Logger takes
Paw Events queued in each layer and
tecords events of the types speci-
fied by the system and system manager.
Using the Event Logger Prectocol, an
event transmitter can inform receiv-
ers at other nodes of event occur-
rences. Events travel to a specified
Sink Node for console, file, or moni=-
tor output.

Used for legical link lecopback tests,
the Local Network Management functions
can interface to the Loopback Access
Routimes, which use the Locopback
Loopback Mirror ptotocol to loop test
messages to or from a temote Loopback
Mirror.
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NETWORK MANAGEMENT LAYER

There are three major functions performed by the ﬁetwork
Management Layer:

1. Network Control
2. Monitoring
3. Testing

Contrs!l and monitoring use the following Network Management
protocols:

1. HNetwork Information and Control Exchange (NICE} Protacol

2. Event logger Protocol
The network testing functions are divided into two categoriles:

1. Node Loopback Testing - Uses gnother Network Manaqe:?gg
protocol called the Loopback Mirror protoco% with ;he
protocol. This method of testing uses logical links to
loopback test messages from other network nodes to the

message ocriginator.

2. Circuit Loopback Testing - Is performed in a special mode
of operation called the Maintenance Mode using the
Maintenance Operation Protocol (MOP}. The MOP protocol
resides in the Network Management layer anq acts on
requests from the Network Management layer, but is not a
Network Management protocol. The specific MOP functions
are described later in this module.

NETWORK MANAGEMENT LAYER

7.4.1 Network Control And Monitoring

Network managers or network operators (under certain conditions)
can contrel and monitor both the local node and network functions.
Access to the Network Management layer functions of control and
monitoring can be from either wuser-issued NCP commands ot
user-written program commands. Regardless of the access method,
the wuser's management commands are translated by the Network
Management Access Routines into NICE protocol messages for network
functions, or function requests for local system-dependent calls.

Network Management controls and monitors both the local node and
the DECnet network using:

- Parameters -- DNA specifies line, circuit, node, module,
and logging parameters that are accessible through the
Network Management layer. Parameters are internal network
values that are important to the System manager. The
system mapager can examine, and, in some cases change,
these values to control and manage the network. These
values are clasgsified as:

Characteristics « Generally remain constant wuntil
changed by the system manager.

Status - Reflect the condition of lines, circu:its,
nodes, modules, or loggers.

- Counters - DNA specifies line, circuit, node, and module
counters that are internal network variables. These keep
track of network and system errors and activity at each
DNA layer in the local node. Counter values are returned
to the users in response to user level requests.

- Events - Events are significant changes in the network.
For example, changes in certain error counters may trigger
several events that are automatically stored for the user
by the Event Logger.

Each DNA layer's Functional Specification contains its Network
Management interface, including Parameters, Counters, and Events.
The DNA Network Management Functional Specification {Section 3,49)
contains tables that define all of the Network Management
Parameters, Counters, and Events.
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7.4.2 MNetwork Node Level Loopback Testing

Node level loopback testing consists of sending test messages over
a logical link to be looped back at a specific point. The message
sender is called the Executor; the message's destination 18
called the Target. The network operator may set a hardware
lcopback device on a line, line device, or modem between the
executor and its adjacent target. Alternatively, software
components can loopback test data. For example, FAL (a user
program} or the Loopback mirror can loopback to their associated
sccess routines. Figures 7-3 and 7-4 show some Etypes of node
level loopback testing available to network operators and
managers.

There are two basic types of node level loopback testing. One
type uses the Network Management layer Loopback Access routines
and Loopback Mirror in the Network Application layer. These tests
use logical links and the Loopback Mirror Protocol to send,
receive, and loopback test data from the executor to the target
node. The other type of node level loopback test doces not use the
Network Management software. This type of loopback testing allows
a wuser task to loop back test data for another user task. For
example, a file transfer can be used to test the logical link.
Figures 7-3 and 7-4 give some examples of node level loopback
testing using Network Management or User tasks to test logical
links.

Figure 7-3 shows the loopback test data path after the user issued
an NCP command calted SET NODE node-id CIRCUIT circuit-id. This
command causes the test data to be transmitted over a particular
lrgical citcuit and insists that the data be looped back either
from a hardware loophack device that acts as an adjacent neode, or
the actual adjacent network node's Routing layer software. In
either case the data is queued for transmission over 2 specified
logical circuilt path.
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Figure 7-4 shows node level loophback testing without the SET NODE
node-id CIRCUIT <circuit-id command. I[n these examples, the test
data is transmitted over the cheapest logical path to the target
node. The target node in these tests does not have to be adjacent
to the test executor and may be executor, itself. This method of
testing only verifies the ability of any two network nodes to
communicate; it does not verify that the least-cost circult path

is operatioconal.

In these examples, the test data is routed through tho network to
the target node over what each route-thtough node (if applicable}
believes to be the least-cost path at the time the message was
gueued for transmission. Therefore, if the normal path to a pode
is down, and there is an alternative path for the communicattion,
the routing algorithm at the wvarigus route-through nodes
actomatically reroutes the data over the now cheapest path to the
destination. {(Remember that with the Routing layer, if a circult
is down, its cost is raised to an infinite value and, therefore,
not chosen by the routing algorithm as the circuit to use for the

message exchange.)
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7.4.3 Network Circuit Level Loopback Testing

Network Management uses the Maintenance Operation Protocel (MOP)
to perform remote loading, dumping, contrelling, and circuit level
loopback testing. The functions of remote loading, dumping, and
controlling are presented later in the MOP section of this course
module. Circuit level loopback testing is & procedure for
isglating faults in a physical connection between two adiacent
nodes.

The Node level loopback tests described earlier are used to
isolate the adjacent node pairs (where the fault is most likely to
be found) from the rest of the network., Circuit level tests
should be used to isclate the fault to either a hardware or
software area. Software faults are best isomlated using the node
level loopback testing methods shown in Figure 7-4. Hardware
faults are best isolated using the citcuit level loopback testing
methods shown in Figure 7-3.

There are three basic ways to perform circuit loopback tests:

1. Using NCP commands, the operator can set certain line
devices to loopback mode, then perform the loopback tests.
This method places the communications line device into an
internal lcopback mode, and causes all test messages to be
looped back at the communications controller itself. (The
test data is never actually placed on the physical line;
it is turned arcund locally by the communications 1line
device.}

2. Using NCP commands without any hardware loopback devices,
an operator can cause test data to be locoped back from the
adjacent node's Maintenance Functions component in its
Network Management layer.

3. Using hardware loopback devices, such as loopback test
connectors or setting a iocopback switch on a modem, the
operator can manually set the point at which the test data
is to be looped back. Once the loopback point is set up,
the operator can execute the locpback test using NCP
commands .

Figure 7-5% shows the different types

NETWORK MANAGEMENT LAYER

available. Notice that

bypass the following DNA layers:

the

Network Application

Session Control
End Communication

Routing

use

of circuit loopback tests
of the circuit loopback tests
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7.5 MAINTENANCE OPERATION PROTOCOL (MOP) FUNCTIONAL DESCRIPTION

Maintenance Operations are special, primitive functions that must
be available without the services of any DNA layers between the
Network Management and Data Link Control layers of DNA. The

Maintenance mode is used for the following functions:
~ Down-line loading the memory of a remote computer system

- Up-line dumping memory contents, usually

upon a
failure, of a remote computer system

system

- Circuit level loopback testing of the data link and/or its
hardware components

~ 5System console control for a
unattended computer system

remote and possibly

Maintenance operations must be available without the services of
any DNA layers between Network Management and Data Link Control.
This is because one of the nodes involved in the cperation may be
in a state where it cannot support more than a minimal Logical
Data Link; for example, a2 node that is being down-line loaded or
up~line dumped.

At least some maintenance operation is supported in all of the DNA
compatible Data Link Control layer protocols. DDCMP supports all
tunctions in its maintenance mode. The X.25 Frame Level supports
circuit loopback in a special loopback modz. Ethernet supports
all functions as maintenance protocol types.

With the exception of the Ethernet,
accomplished wusing the MOP protocol.
is done by including a
Specification.

maintenance

Ethernet,
standard protocol in

operations are
loopback testing
the Ethernet

Figure 7-6 shows the relationship between MOP and the rest of

the
DNA layers and protocols.
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7.6 HMAINTENANCE QPERATION PROTOCOL (MCP) OPERATIONS

In response to either higher level commands (user level commands)
or MOP messages received from remote systems, MOP sends
appropriate messages within the Data Link message envelope. MOP
messages and  functions handle all message acknowledgement,
time-cut, and retransmission functions that are normally handled
by the higher DNA layers such as the Routing and End Communicaticn
layers.

The node being serviced by the MOP operation (down-line loaded,
up-line dumped, controlled, or tested) is called the Target ncde.
The node providing the services is called the Executor node. This
naming convention is compatible with the normal Network Management
naming convention discussed earlier. MOP messages pass
alternately (this is lcgically a half-duplex message exchange}
between the executer and the target neode. The Executor and Target
nodes for MOP functions must alsc be adjacent nedes.

Ideally, a target node has all the programs necessary to Pprocess
MOP messages availlable in local main memory, Read Only Memory
(ROM}, or mass storage., However, this is not always the case and
programs must be down-line loaded. This need to down-~line load
the desired function extends tc the down-line load itself, which
must wusvally be loaded through stages of progressively more
capable loaders.

In all cases of MCP message interchange, it is the responsibility
of the Reguest For Service message sender to time-out and
retransmit if a response is not received.

7.6.1 Down-Line Loading

Either the target or the executor node can initiate a down-line
load. 1In either case:

‘, The target sends a Program Request message to tell the
executor what is needed and to indicate its willingness to
cooperate.

© The executor node's Link Watcher process receives the
Program Request message and passes it to the Local Netwnrk
Management Function's process for handling.

€ The Local Network Management Function's process responds
by causing the Maintenance Functions and Operations
process to send a Memory Load message (with or without a
transfer address}.
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The major message exchange consists of Request Memory Load
messages from the target and Memory Load responses from the
executor.

The sequence is completed when the executor of host system sendg a
Memory Load with a Transfer Address or a Parameter Load with
Transfer Address message. The Transfer Address causes the_ target
node to begin the execution of the program code loaded into 1t3
main memory by the Memcry Load message ot messages.

On Ethernet Data Links, a target node can multicast its program
reguest and select an executor from nodes that respond with an

Assistance Volunteer message.

Figure 7-~7 shows the operation and message exchange for a
down-line load reguest when initiated from:

1. The target node
2. The executor node
NOTE

Remember, the executor and target nodes must,
in all cases, be adjacent nodes.
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7.6.2 Up-Line Dumping

Up-line dumping is similar to down-line loading. The tarq?t node
starts the memory dump. During the dump sequence it sends:

Request Dump Service messages "
Memory Dump Data messages €
The executor controls the dump process by sending:
Request Memory Dump messages (2 ]
Dump Complete messages (4 ]
Fijure 7-8 shows the operation and message exchange for an up-line

durp sequence.
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Figure 7-8 Up-Line Dump Operation and Message Exchange
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7.6.3 Circuit Testing

MOP tests the data link by looping a test message from a point in
the physical connection. By manuvally moving the loopback peint
and isclating components, the user can diagnose circuit faults.
There are two methods for using MOP tests:

A. Loopback performed by an adjacent node - The executor of
the tests (the active side) sends a Loop Data message "
on the circuit and waits for a response. The passive or
target node returns a Locped Data message " if the
loopback is performed,

B. Loopback performed by other than an adjacent node -
Loopback «can be performed by loopback connectors, modems,
or hard-wired drivers. The active side transmits a Loop
Data message ‘, ;7 the passive side then returns the same
Loop Data messaye ) .

MOP 35 not used for circuit testing on an Ethernet Data Link.
Instead, the Ethernet Standard Loop Protocol is used.

Figure 7-9 shows the message exchange sequences during a MOP
circurt test operation for both types of circuit loopback testing.
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Figure 7-9 Circuit Testing Operation and Message Exchange
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7.6.4 5System Control
MOP can be used to control remote, possibly unattended, systems
through what can be thought of as a virtual console. System

Control functions can:

e

Using the Boot Message " + restart a remote system,

Using the Reserve Console Message @), an executor can take
contro! of a remote system console and proceed through a
complete command dialogue. The user's commands are carried in
the Console Command and Poll Messages @) sent by the
executor. The target node responds with Console Response andg
Acknowledge Messages @ .

Using the Release Console Message )., the executor node can
end the

session. (A lack of executor messages within a
time-out period at the target node also causes the session to
end. )

Figure 7-10 shows the operation and message exchange sequence for
controlling a remote target system.
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7.7 MNETWORK MANAGEMENT LAYER MESSAGE FORMATS

ial
There are three Network Management Protocols and sngthi;e :gisérk
Maintenance Mode protocol that may be accesie rz.
Management components. The three normal protocols are:

1. Network Intormation and Control Exchange (HICE) Protocol -
NICE handles most Network Management functions.
logs significant

2. Event Logger Protocol - Event logger

events from remote network nodes.
resident in the

3. Loopback Mirror Protacol - Physically

Network Application layer,_ it handles thg :gt:git
Management node leopback functions for system an
testing. :

The Maintenance Mode protocol (MOP Protocol}, a special protocol

only used when

layer is
yer. dumping the

resident in the Network Manajement vp-line

testing, controlling, down-line lcading, ot
local or adjacent network system(s).

7.7.1 NICE Protocol Messages

messages and gives a  brief

Table 7-2 lists the NICE protocol Figure 7-11 shows the basic

description of each message function.
NICE protocol message format.

NETWORK MANAGEMENT LAYER

Table 7-2

NICE Protocol Messagqes

- Message

Description

Request Down-Line Load
Request Up-Line Dump

Trigger Pootstrap

Test

Change Parameters

Read Information

Zero Counters

System-Specific
Response

Requests a specified executor node
down-line load a target node.

Requests a specified executor node
dump the memory of a target node.

Requests a specified ewxecutor node
trigger the bootstrap loader of a
target node.

Requests a specified gxecuter node
perform a node, circuit, or line
loopback test.

Requests a specified executor node
set or clear one or more Network
Management Parameters.,

Requests a specified executor node
read a specified group of parameter
or counters,

Requests a specified executor node

to

to

to

to

to

to

5

to

either read and zero, or zero a speci-

fied group of counters,

Requests a system-specific Network

Management function. Provides request

Status and reguested imformation in
response to a NICE reguest.
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REQUEST MESSAGES:

| FUNCTION
CODE I OFTION

PARAMETERS

00 o1

FUNCTION CODE

N BYTES

IDENTIFIES THE MESSAGE TYPE.

OPTION JDENTIFIES THE TARGET NODE
8Y NODED, QA CIRCLITID

PARAMETERS NICE MESSAGE DATA TYPE AND
DATA

RESPONSE MESSAGES
RETURN ERAOR i ERAQR ENTITY I CATA I
CODE BETAIL MESSAGE iD
00 ()] 02 0l ] Mo+ Ny BYTES

AETURN CODE
ERARORA DETAIL

ERROR MESSAGE

ENTITY ID

DATA

IDENTIFIES THE RETURN MESSAGE TYPE

EARQA INFORMATION THAT PERTAINS TO THE
SPECIFIC RETURN CODE TYPE

SYSTEM-DEPENCENT DATA THAT
FUATHER DESCRAIBES THE
STANDARD ERROA DETAIL MESSAGE

IDETIF(ES THE ENTITY TYPE
AEPOATING THE ERROR

INFORMATION RESULTING FROM

A TEST GPERATION OR INFORMATION
RETUANED FAOM A READ OR READ AND
ZERQ OPERATION

TR-1@718

Figure 7-11 NICE Protocol Message Formats

7.7.2 Event Logger Protocol Message
There 1is only one Event Logger Protocol message:
message. It provides the following
occurs:
« The Event Sink (Where the event
File, and/or Monitor)
- The event type and classification
- The date and time the event occurred at the source node
-~ The name and address of the source node
- Wwhether the event related to a module, node,
line
- Specific data concerning the event
Figure 7-12 shows the format of the Event Logger Message.

NETWORK MANAGEMENT LAYER

is to be logged:

the Event
information when an event

circuit,

Conscle,

cr

e

g

LAl

W
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FUNCTION SINK
CODE FLAGS

EVENT

EVENT SQOURCE EVENT EVENT
TIME NODE ENTITY DATA

jole} o1 02

FUNCTION CODE

SINK FLAGS

EVENT CODE

EVENT TtME

SOURCE NQODE

EVENT ENTITY

EVENT DATA

Figure 7-12

04 06 08 10 12 N N+2 N, BYTES

15<N<18) lN*?‘ZN‘( 200}

CONTAINS A BINARY 1 TO INDICATE
AN EVENT LOGGER MESSAGE

INDICATE WHICH EVENT SINKS
ARE TO RECEIVE A COPY OF THIS
EVENT MESSAGE

IDENTIFIES THE EVENT MESSAGE
By EVENT TYPE OR EVENT
CLASS

CONTAINS THE SOURCE NODE, NDBE'S
DATE, AND TIME OF THE EVENT PROCESSING

IDENTIFIES THE SOURCE NODE BY
» NODE ADDRESS
o NODE NAME

{DENTIFIES THE ENTITY TYPE AND
ESNTITY 1D INVOLVED iN THE REPORTED
EVENT

DATASPECIFIC TO THE EVENT. MAY CONTAIN

& EVENT DATA

e DATAENTRIES ASDEFINED BY NiCE
DATA BLOCKS

® PARAMETER TYPES ACCORDING TO
THE EVENT CLASS

¢ ZERQ

TR 10S

Event Logger Message Format

7.7.3 Loopback Mirror Protocol Messages

Table 7-3 lists the three Loopback Mirtor protocel messages and
gives a brief description of each message's function. Fiqgure 7-113

shows the basic message

protocol messages.

format used by the Loopback Mirror

————

NETWORX MANAGEMENT LAYER

Table 7-3 Loopback Mirror Protoccl Messages

Message Description

Command Requests a loop test and sends the data to be looped.
Connect Is sent in response to the Session Control Connect
Accept Rquest message. Informs the loop requestor of the
Data maximum length message (in bytes) that can be looped.
Response Returns status information and the looped back data.

COMMAND MESSAGE

FUNCTION
CODE

00 o1 N BYTES

peta |

FUNCTION CODE A BINARY ZERD THAT IDENTIFIES
THIS MESSAGE AS A COMYVAND
MESSAGE CONTAINING TEST DATA
FOR LOOPBACK

DATA TEST DATA TO BE LOOPED

CONNECT ACCEPT DATA MEGSAGE

1
l MAXIML}M DaTa J

Do 0 Dz BYTES

MAXIMUM DATA 1S THE MAXIMUM LENGTH,
INBYTES THAT THE LOOPBACK

MIRADR CAN LOOP,

RESPONSE MESSAGE

coDE DATA
00 o N BYTES

AETURN J

RETURN CODE INDICATES SUCCESS OR FAILURE
DF THE ATTEMPTED LOOPBACK

DATA THE TEST DATA A5 RECEIVED,
1F A SUCCESSFUL LOOPBALK,

TH.AOTY

Figure 7-13 Loopback Mirror Protocol Message Formats
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7.7.4 MOP Protocol Messages

Table 7-4 lists the

description of each

MOP protocol messages and gives a brief
Figure 7-14 shows the

message function.

general message format used by the MOP messaqges.

Table 7-4 MOP Protocol Messages

Message

Description

Memory Load with
Transfer Address

Memory Load Without
Transfer Address

Regquest Memory
Dump

Reguest Program

Reguest Memory
Load

Request Dump
Service
Memory Dump Data

L]
Parameter Load with
Transfer Address
Dump Complete

Assistance
Volunteer

Loop Data

Looped Data

Loads the image data into memory at the
load address, and the system to be started
at the transfer address.

Loads the image data into memory at the
load address.

Requests a dump of a portion of memory to
be returned in a Memory Dump data message.

Requests a program to be sent.

Requests the next segment of image data
in a loading seguence and provides error
status on the previous segment.

Requests a dump,

Retutrns the requested memory image in

response to a Request Memory Dump message.

Loads system parameters and transfers
control to the lcaded program.

Signals completion of a requested dump.
Indicates the willingness to perform dump
or load service in response to a Request
Program or Reguest Dump Service message.
{Only applies to Breoadcast circuits).

Contains data to be sent back in a
loopback test.

Returns the data from a Loop Data message.

NETWORK MANAGEMENT LAYER

Table 7-4 MOP Protocol Messages {(Cont}

Message

Description

Boot

Request ID

System ID
Reguest Counters
Counters

Reserve Console
Release Console
Conscle Command

and Folil

Console Response
and Acknowledge

Causes a system to reload

itself if the

verification code matches, and the system
is willing to do so. May result in a

down-line load.

Causes a system to send a

System 1D message,

Identifies the sending system by mainten-

ance versich, maintenance
ed, processor type, etc..

Causes a system to send a

Returns Data Link counter

to a Request Counters mess

functions support-

Counters message.

values jin response
age.

Reserves a system's console for dialogue

with the reguester.

Releases a conscle reserved with the Reserve

Console message.

Sends command data to a reserved consocle
and/or polls for response data.

Returns response data and/or acknowledges
receipt of a Console Command and Poll

Figure 7-14

message.
MOP MOP
CODE DATA
00 01 N BYTES
MOP CODE IDENTIFIES THE MOP

MESSAGE TYPE

MOP DATA DATA SPECIFIC TO THE

MOP MESSAGE TYPE

TR.10771

MOP Protocol Message Format

e
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Network Management Layer

MODULE TEST

Answer the following gquestions by circling the letter next to the

best possible sclution. After you have finished the test, check
your answers against the Answer Sheet provided in your Tests and

Answers booklet. Do not proceed to the next module until you have
answered all of the following questions,

1. How many interfaces are defined by DNA for the Network
Management Layer?

a. 1
b, 3
c. 3
d. 7

2. What is NCP?
a. A User-layer utility used to perform network control
b. A User-layer tool used to perform system shutdown

c. A Network management tool that provides Remote system
loading abilities

d. A Network Application layer utility that performs error

checking

3. What Network Management layer protocol performs circuit
loopback testing?

a. NICE
b. MOP
c. NVT

d. Loopback Mirrer



NETWORK MANAGEMENT LAYER

which Network Management layer protocol provides Network

Control and Monitoring features?

a. NICE
b. NVT
c. MOP

d. Event Logger

what DNA layer contains the Loopback Mirror protocel?
a. Network Management

b. Network Application

¢. Session Control

d. User

What method of network testing 1s best suited for identifying

hardware or software faults?

a. Node-level loopback testing

b. Circuit-level loopback testing
c. Component-level loopback testing

d. Communications Controller diagnostics

What is MOP?

a. Management Operation Protocol
b. Maintenance Option Products
¢. Network Management Operations

d. Maintenance Operation Protocol

8.

l9.

NETWORK MANAGEMENT LAYER

?E:ztfzzzgrk Management protocol performs down-line
a. NICE

b. MOP

c. Event Logger

d. NCP

ggz:stfiéwgézsa::gagement protocol provides the
a. NICE

b. MOP

C. Event Logger

d. NCP

Which of the following is NOT a Loopback Mirror

message?

a. Command Message

b. Connect Accept Message
c. Control Message

d. Response Message

loading

Trigger

Protocol

-

L .

PrE



MESSAGE EXCHANGE

MESSAGE EXCHANGE

INTRODUCTION

This module discusses the different message formats used by the
various DNA layers. It gives examples that show sessions between
DECnet network nodes. The protocol messages exchanged between
these DECnet nodes 1is shown at two levels of detail, The first
level is an overall basic representation of the messages that are
exchanged between the DECnet nodes to facilitate user-to-user,
process~-to-process, ©Or user-to-process communication. The second
level details the Data Link Control layer DDCMP protocol message
exchange between the two nodes, It also provides a representation
of the Routing and End Communication layer protocol messages
exchanged between the nodes. (Ethernet and X.25 message exchanges
at the Data Link Level are not presented. Most Customers and
Software Specialists do not have a way to capture these message
types.)

OBJECTIVES
To use DECnet in technical support of applications environments,

Software Services and Custcmer Personnel must be able to identify
and interpret the messages used by the varicus DNA layers.

LEARNING ACTIVITIES
1. Study the informatien in this module.

2. Complete the exercise and module test located at the end
of this module.

3. Correct the test using the answer sheet provided in the
Tests and Answers booklet, Review the material on any
guestions you may have missed.

4. Take the DNA SPI Final Examination found at the end of the
Tests and Answers booklet.

5. Correct your final examination using the answer sheet
provided. Review the material on any questions you may
have missed.
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RESOURCES

1. DECnet DIGITAL Network Architecture {Phase IV) General
Description

2. DNA DIGITAL Data Communicatigns Message Protocol (DDCMP)
Functional Specification, Version 4.1

3. DNA NI Data Link Architectural Functional Specification,
Version 1.0

4. ONA NI Node Product Architectural Functional Specifica-
tion, version 1.8

5., DNA X.25 Frame Level Functional Specification

6. DNA X.25 Packet Level Functignal Specification

9. DNA Routing Layer Functional specification, Phase 1V,
Version 2.0

8. DNA End Communications (NSP} Functicnal Specification,
Phase 1V, Version 4.0

9. DNA Session Control Functional Specification, Version 1.0

1d. DNA X.25 Cateway Access Functional Specification

11. DONA SNA Gateway Access Functional specification

12. DNA Network Virtual Terminal Functional Specification

13. DNA Data Access Protocel (DAP) Functional Specification,
Version 7.8 -

14, DNA Network Management Functional Specification,
Version 3.0

15. DNA Low-Level Maintenance Operations Architectural Funcs

tional Gpecification, Version 3.0

MESSAGE EXCHANGE

8.1 BASIC MESSAGE EXCHANGE

Figure B8-1 shows the sequence of events and the protocol messages
exchanged during a communication session between a local user and
a remote DECnet node process (FAL). In this example, the local

user has reguested to read a file from a disk found on a remote
DECnet node.

The fcllowing list is keyed to Figure 8-1.

I. 1Initialization of the Data Link Control Layer

" The local user enters an operating
command requesting to read a
remote system disk.

system specific
file residing en the

‘) The local operating system passes the request to the
Network Application layer RM5 utility for processing.

The request is either a user-written program, Network
utility, or VAX/VMS DCL command request.
€© RMS, a DAP speaking Network Application layer module,

passes a Logical Link Connect Reguest to the Session
Control layer for processing.

© session Control, after formatting the

issues a Connect Reguest to
layer.

connect data,
the End Communication

€ End Communication passes a Connect Initiate message to
the Routing layer, which begins the process of
establishing a logical link on behalf of the user.

(, The Routing layer determines the least-cost circuit to
an adjacent node that is o©on the path to the
destination node {the node that controls the remote
disk}. If the circuit to the adjacent node has not
yet been initialized, it passes a Routing
Initialization message to the proper Data Link layer
medule. If the «circuit to the adjacent node has
previously been initialized and the adjacent node is
currently reachable, the Routing layer passes the NSP
header and data, as data preceded by the Phase IV Data

Packet Routing Header, to the Data Link Control layer
module for transmission.

e

oy W

P

'
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MESSAGE EXCHANGE

The Data Link layer receives either the Routing
Initialization or Phase IV Data Packet Routing
messaqe. Either message causes it to either
initialize the Physical link to the adjacent node and
transmit the Routing TInitialization message as the
first data message (if the Physical link is not yet
initialized) or transmit the NSP Connect Initiate
message enveloped by the Routing layer's Data Packet
Routing message (if the Physical link has already been
initialized}.

Creation of the Logical Link

o

o

The adjacent node's Communications controller receives
the messages from the source node. It responds with
some type of message acknowledgement {if applicable)
depending upon its circuit type.

The Communications controller (or Data Link Jlayer
Protocol Module, if applicable) passes the received
Initialization ot Connection Request up to the Routing
tayer for prccessing.

The Routing layer processes the received data and
initializes the 1link at the Routing layer level by
exchanging Routing messages with the source node wvia
Data Link layer data messages. Once initialized, the
routing layer allows the N3P protocol to exchange
messages over the physical link to establish the
desired logical link for the user. NSP messages are
exchanged as data by the Routing layers.

The NSP layers may now create and transfer messages
over the logical link.

Session Control must either accept or reject the local
node's user request. If accepted, it exchanges
DAP-formatted data messages (DAP formatted messages
contain the user's reqguested file data) to scurce and
destination nodes.

RMS at the local system and FAL at the remote system
exchange DAP data messages to transfer the user's
requested file data across the network.

MESSAGE EXCHANGE

I1I. Disconnecting the Logical Link

©
©

The DAP speaking processes exchange Access Complete
messages to disconnect the link.

NSP }ayers exchange Disconnect Initiate and Disconnect
Confirm messages to destroy the logical link.

Routing ynd Data Link Control layers still maintain
the physical circuit connection by exchanging:

Data Link Level:
Control Messages

Acknowledgment Messages
Data Messages

Routing Level:

Ethernet Router/Endnode Hello Messages
Nonbroadcast Hello and Test Messages

This message exchange keeps the Data Link and Routing

layers initialized until halt
ed by a Network E
a Network Management command. Y Fret or
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Figure B-1

Basic DECnet Message Exchange

MESSAGE EXCHANGE

8.2 DETAILED MESSAGE EXCHANGE
Figures B-2 through B-4 and Examples B8-1 through B-3 show
exchanges over
remote destination node shown in Figure 8-1.
is shown in detail at the fcllowing three DNA layer levels:
l. Data Link Control Layer
2., Routing Layer

3. End Communication Layer

8.2.1 Data Link Layer

The Data Link layer can be one of two circuit types:
and Nonbroadcast.

1. Broadcast (Ethernet circuits) types do not exchange

control or acknowledgement messages;

message.

message
the physical channel between the local source and
The message exchange

Broadcast

any

they simply exchange

client data contained within a Data Link Data Frame

2. Nonbroadcast (X.25 and DDCMP circuits) types do exchange
Data Link Control, Acknowledgement, and Data messages to

initialize and maintain open communications
between two adjacent nodes.

-~ DDCMP circuits remain on once started until they
commanded to halt or encounter some network error.

~ X.25 circuits are initiated or established for

user request received, Depending

circuits

are

each
on the link type

(Switched or Permanent}, X.25 protocols at the DTE and
DCE exchange messages to open the channel for user

data exchange.
Figure B-2 shows the exchange of Control,

remote nodes when they are connected by a DDCMP circuit.

Acknowledgement,
Data messages used to provide communication between the local

and
and

T

yym
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BUS aua COMMENTS
05NGC 00000017545
DOCMP START | -
O50RC 00000017595
SEE
-] DOCMP START EXAMPLE
1
0%N7CO00000 1 4855
DDCMP START ACKNOWLEDGMENT f————i-
0501C NON001C055
ooCMP
-— ACKNOWLEDGE MESSAGE "0
BYNACHOC01IDY 3E A0 01050062 B0 102000040BCRY
SEE
[ajuielil DATA MESSAGE % EXAMPLE
IDATA IS ROUTING INTHALIZATION) 2

B10ACHON0I01IEA0 01040007 1R01070000408C83

. ODCMP DATA MESSAGE &1
1 IDATA IS AOUTING INITIALIZATION)
AR NG 100019199
DOCMP ACKNDWLEDGE .
MESSAGE 7
05 1NCH100019 735
DOCMP ACKKOWLEDGE
MESSAGE =1
81 07
NOCMP DATA MESSAGE 7
DATA IS SEGMENTED ROUTING MESSAGE)
A o7

DDCMP DATA MESSAGE *2
(OATA 1S SEGMENTED ACUTING MESSAGE}

LRt

Figure 8-2 DDCMP Protucol Message Exchange

8.2.2 Routing Layer Messaqe Exchange

The Routing layer messages exchanged depend upon the circuit type.
The Routing layer distinguishes the difference between Broadcast

and Nonbroadcast circuits.

Figure 8-3 shows the PRouting protecol messages exchanged on
Nonbroadcast DDCHMP circuits.

MESSAGE EXCHANGE

I8
8us Bue COMMENTS
B1 01050002180 1020000408 87
DDCMP DATA CONTAINING
ROUTING INITIALIZATION MESSAGE
L]} 01040007 1801020000408 (87
DDCMP DATA CONTAINING SEE
- ROUTING INITIALIZATION MESSAGE | ENAMELE
0501 i
DDCMP ACKNOWLE DGMENT
o501
-] DDCMP ACKNOWLEDGMENT
LK 070500000200004 005 F 7FONONE BTF 4474
DDCMF DATA CONTAINING SEt
AOUTING SEGMENTED ROUTING MESSAGE Lramet
2
a 075400000 20004000000F E TFFRTF 4478
DDCMP DATA CONTAINING ROUTING
- SEGMENTED ROUTING MESSAGE
o501
DDCMP ACKNOWLEDGMENT
o501
- ODCMP ACKNOWLEDGMENT
81 07050000020000400 190400000E FBEE1Y
1904=0419
DDCMP DATA CONTAINING ROUTING lmnov WCOST
UPDATED SEGMENTEDROUTING MESSAGE or e 1 nor
HOP = 1
COST v 25
21 076400000200004 0000001904 DE FRSIDG
DOCMP DATA CONTAINING ROUTING
- UPDATED SEGMENTED ROUTING MESSAGE
o0
DDCMP ACKNOWLEDGMENT ——— -
L

Figure 8-3 Routing Protocol Message Exchange

o1
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Communication Layer Message Exchange - The End
géi%ﬁé}cai?gn and higher DNA layers function 1ndependent1yhof ;2;
physical circuit type. For this reason Figure 8-~4 showgfft znces
message exchange on a DDCMP circulit. (There are no dlt zircuit;
except for message size, between DDCMP, X.25, or Etherne

at the NSP or higher levels.)

MESSACGE EXCHANGE

BUS ‘ B4 COMMLNTS
9 005
DDCMP DATA
SEGMENTED ROUTING MESSAGE ™
at Q704
1313
-] DDCWP GaTA ErAMPLE

SEGMENTED ROUTING MESSAGE

3

81 0AGA000SR000 1800000106 J9C200010010010062E 2€ 26 544C4B0IO000001 (33 0 sDFFA

DOCMP LATA CONTAINING DATA PACKET
ROUTING HEADER AND NSP COMNECT p————
INITIATE
0501
-— DOCMP ACKNOWLEDGMENT
o0
DOCMF ACKNOWLE DGVERNT |

81 0205000420000 2401 G IBBE

BLOME DATA CORTAINKG DATA FALKET | 5E€
——— ROuUTING HEADERA AND NSP CONMECT EXAMPLE
ACRRON L EDGVENT 3

B! DXOELOG00000 B0 0B OBOYE I X0 DLLA TA
ODCMP CATA CONTAINING DATA PACKET | SEE

W—mm—f KOUTING HEADER AND NSP CONNECT EXAMPLE
COnF AR 3
Bl 0204 (40108 COH00BDELD ]
DDCMP DaTA CONTANING DATA PACKET
ROUTING HEADER AND NSP DATA E—
ACKNCW L EOGMEAT
oLe
e — ODCMP ACKNOWLEDGMENT

81 0208 38D108L10BO0GD00I00]

DDCMP DATA CONTAINING DATA PACKET
w————1 AQUTING HEADER AND NSP

CISCONNECT INITIATE

a1 0204 AB0108010824000D0 1

DOCMP DATA CONTAINING DATA PACKET
ROUTING HEADER AND NSP
CISCONNECT CONFIAM

(-1}

- DOCMP ACKNOWLE DGMENT

LRI

Figure B-4 NSP Protocol Message Exchange
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8.2,2.2

layer's Functional Specification details
each field contained
specific protocol.
you with decoding
and
Figures 8-2 through 8-4.

decoded from,

FIELD NAME
ENQ

TYPE

FLAG

RESPONSE NO.

TRANSMIT NO.

STATION NO.

BLOCK CHECK

Example 8-1

MESSAGE EXCHANGE

in the different

Protocol Message Decoding - The last section of each
the format and meaning of

messages used by

Examples B-1 through 8-3 will help familia

DNA

protocol

messSages. These examples

DNA

that
rize
are

correlated to, the protocol messages shown in

HEX CONTENT

@5

6

co

)
a9
1

7595

INTERPRETATION

DDCMP CONTROL MESSAGE

DOCMP START MESSAGE (1 - ACK

2 - NAK

3 -« REP

6 - STRT

7 - STACK)
SELETT = 1
QSYNT = 1

NOT USED [N CONTROL MESSAGES
NOT USED IN CONTROL MESSAGES
ALWAYS @1 ON POINT TO POINT LINKS

CYCLIC REDUNDANCY CHECK

DDCMP Message Decoding

MESSAGE

Routing Initialization:
Field Name Hex Content

DDCMP HEADER BlOACRQOQED1013E4R

CTLFLG 81
SRCNODE gseg
TLINFO 0z
BLKSIZE 1801
TLVER g2egec
TIMER 40
BLOCK CHECK BCA]

Example 8-2

EXCHANGE

Interpretation

Routing Control FLAG whose format is:
@022 xxxl Hex
where xxx = = Initialization Message
= Verification Message
= Hello and Test Message
= Level 1 Routing Message
“ Level 2 Routing Message
= Ethernet Router Hello

Message
6 = Ethernet Endncde

Helle Message

3 AR

Interpreted as Sourcg Node Number =
2205, which is the Node Rddress
for Node BUS,

Routing Layer type where:

@ = Reserved

1 = Level 2 Routing Node

2 = Level 1 Routing Node

3 = Non-Routing (End) Node
Interpreted as @118 which is 286
Routing Layer Version

Hello Timer Value in Seconds

DDCMP Block Check, CRCZ2

Routing Nonbroadcast Message Decoding

{Sheet 1 of 2)
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MESSAGE EXCHANGE

Segmented Routing Message: ]

NSP Connect Initiate Message:
Field Name Hex Content Interpretation )

Field Name Hex Content Interpretation
DODCMP HEADER Bl ....

DOCMP HEALDER BL2FCPQ204019517

CTLFKG e7 Identifies the message as a
routing information message ROUTE HEADER CEY R R TR GA = 00001010 which according to
the routing specification means
SRCNODE @54d¢ The source node is 0805 ) return to sender if destination
is unreachable.
RES ae Peserved
B428 = Destination Node @084
SEGMENT:
COUNT 02049 Number of Node [Ds the routing @500 = Source Nede BO@S
information field (RTGINFO) 1is o )
reporting for . 99 = Visit Count is @
STRTID @400 First node 1D reported on in NSP MESSAGE 18 NSP Connect Initiate Message
the RTGINFO field FLAG
8430 = Node Address @9@4 or BU4 )
DSTADDR 299e0 Destination Logical Link Addiess
RTGINEO EETF Each RTGINFO field is formatted
@, Hop (5 bits), Cost (12 bits} SCRADCR 2108 source Logical Link Address is @801
[f a node is not up, Or is
unreachable, the value for Hops SERVICES - ¥] Regquest Message
and Cost 1s FF7F or maximum:
INFO g2 NSP V4.0

] 11111 1111111111
Hops Cost SEGSIZE egal Maximum Data Segment is 8100
. (256.) Bytes
FFIF is the Hops and Cost from

Node 5 to Node 4, DATA-CTL P010010062E2E2ES44C4BRIRAOAPRL (33, Bs)
+« + » TLEK
Qo009 200@ 1$ the Hops and Cost from The Connect In:tiate Data Field
Node 5 to 1tself. Notice that with the Task Name and Access
the segmented recuting message Centrol Information
only repcrts on pertinent nodes,
and does not try to report on the BLOCK CHECK DFFE DDCMP Block Check, CRCZ

entire network at one time,

CHECKSUM F57F Checksum for the routing segments NSP Connect Acknowledge:

BLOCK CHECK A47A DDCHP Block Check, CRC2 Field Name Hex Content Interpretation

DDCMP HEADER Bl10980GP404016911
Example 38-2 Routing Nonbrcoadcast Message Decoding

{Sheet 2 of 2) ROUTE HEADER @2ps500048000 See Example 8- for explanation
MSGFLG 24 Connect Acknow.edge Message
" DSTADDR 2168 Logical Link Destination Address =0801

BLOCK CHECK 9886

Example 8-3 NS5P Message Decoding
- {Sheet 1 of 3}
g-16
8-17

ra

e W

e

T



MESSAGE EXCHANGE

NSP Connect Conficm:

Field Name
DDCMP HEADER
ROUTE HEADER

MS5GFLG

DSTADDR

SRCADDR
SERVICES
INFC

SECGSIZE

DATA-CTL

BLOCK CHECK

Hex Content

8110CP24250149817

@20500040009
28

olps

al1e8
a9
a2

eael

20

BATA

Interpretation

Connect Confirm Message

Logical Link Destination Address
is @8et

Logical Link Source Address 1s gBal

Request Message
NSP V4.8

Seqment Size = 0100 (2%96.)
1n Bytes

No User Supplied Data

oRCMP Block Chesk, CRCZ

NSP Data Acknowledgement Message:

Field Name
UDCMP HEADER
ROUTE HEADER
MSGFLG
DSTADDR
SRCADDR

ACKNUM

BLOCK CHECK

Hex Content

8130C@e586010081

@2o400as0e0e
g4

B1@8

¢rLa8

oQ8e

8603

Example B-3

[nterpretation

See Example B-é for details

NSP Data Acknowledgment
Destination Logigal Link Address
Source Logical Link Address

The format for this would be:

15 14 12 11 @
1 QUAL NUMBER

Thus 500¢ means acknowledge NSP
message @.

DDCMP Block Check, CRC2Z

NSP Message Decoding

{Sheet 2 of 3)

MESSAGE EXCHANGE

NSP Disconnect Initiaste Message:
Field Name Hex Content

DDCMP HEADER 810ECROABDOLAER2

ROUTE HEADER ezes

MSCFLG 3g
DSTADDR -BX -E:]
SCRADDR glen
REASON apao
DRTA-CTL ean
BLOCK CHECK 3¢23

NSP Disconnect Confirm Message:
Field Name Hex Content
DDCMFP HEADER BleDCORLEePEL58ED

ROUTE HEADER 0204

MSGFLG 48

DSTADDR ) Plee
SRCADDR eles
REASON 2490
BLOCK CHECK 2oD1

Interpretation

NSP Disconnect Initiate Message
Destination Logical Link Address
Source Legical Link Address

First Two Bytes of Session Control
Disconnect Data

Session Control Disconmect Data =

DDZMP Block Check, CRCZ

Interpretation

NSP Disconnect Confirm Message

Destination Logical Link Address
Source Logical Link Address

Interpreted as @02A or d2.,
which is Disconnect Cocmplete

Example B-3 N3P Message Decoding
{Sheet 3 of 3)



MESSAGE EXCHANGE

8.3 MODULE EXERCISE

Use the following blank pages to decode the protocel messages
shown in Figures 8-2 through 8-4.

a.

Reference your DNA Functional specifications for each of
the indicated protocol layers as you decode each protocol
message.

Check your decoded answers against Examples 8-1 through
8-3 in this module. [f any of your message decodes do not
match, decode the message again. If your message decodes
still do not match, consult your Course Administrator.

Once you have successfully decoded all of the messages
shown in Figures 8-2 through 8-4, take the module test.

MESSAGE EXCHANGE

o

g

g



MESSAGE EXCHANGE
MESSAGE EXCHANGE



MESSAGE EXCHANGE

Message Exchange

MODULE TEST

Answer the following gquestions by circling the letter next to the
best possible sclution. After you have finished the test, check
your answers against the Answer Sheet provided in your Tests and
Answers booklet. Once you have answered all of the following
guestions correctly, take the course Final Examination in your
Tests and Answers booklet.
l. What message type is the DDMCP message Q506CO00PP0E17595 2

a. DDCMP STACK

b. DDCMP STRT'

C. DDCMP DATA

d. DDCMP MAINTENANCE

2. The DDCMP message #501CEQOCPQLICE55 acknowledges what received
message number?

a., @@
b. 21
c. Cé@
da. Ces5

3. What DDCMP message header code is used to carry Routing layer
information?

a. @5
b. 8l
c. 990
d. 96

iy
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Message Exchange

MODULE TEST

The Routing message CTLFLG containing e7

(HEX) identifies this

message as a (an) Rout ing message.

a. Initialization
b. Routing Information
c. Hello and Test

d. Ethernet Endnode Hello and Test

what NSP message type contains a 24 (HEX)
a. Connect Initiate

b. Request

c. Data Acknowledgement

d. Connect Acknowledgement

Wwhat NSP message type contains a 48 (HEX)
a. Connect Initiate

b. Disccnnect Cenfirm

c. Data Acknowledgment

d. Connect Confirm

what node is the message 8l.......

in the MSGFLG field?

in the MSGFLG field?

G?@SBBGBGIGGGGGGFFTEGBBGFSTFd47A transmitted from?

a, @ad¢e
b. 9204
c. @g@as
d. FFIF

1o,

Message Exchange

MODULE TEST

?hat is the destination Logical link address defined by the
ollowing messaje:

8l.,,.... @AQ4QCQ5000¢ 16000P010B09020001.,.......DFFB

a. pace

b. 2198

C. end4

d. OFFB '

what is the socurce Logical Link Address defined by this
message: 8l...... @2040005¢C00 @4P10BRLlOBQEBEBED]

3. 6204

b. 0401

c. @Ples

d. B86D3

What hexadecimal value identifies an NSP Disconnect Initiate

message when it is contained in the NSP MSGFLG field?

a. @1
b. @4
c. 318
d, 48



APPENDIX: Glossary

APPENDIX
GLOSSARY

ACCESS CONTROL -« Screening inbound connect requests and verifying
them against a Jocal system account file. Access control is an
optional Session Control function.

ACOUSTIC COUPLER -~ A device that converts electrical signals into
avdio signals, enabling data to be transmitted over the publac
swWwitched telephone network via a conventlonal telephone handset.

ACTIVE SIDE -- With regard to MOP loopback tests, the node that
controls a test.

ADJACENCY -- A (circuit, node) pair. An Ethernet with n attached
nodes represents n-l adjacencies to a Router on the Ethernet. On
DDCMP and X>25 circuits, adjacencies and circuits are in

one-to-one correspondence, Since these circuits interconnect pairs
of nodes,

ADJACENT NODE -- A node removed from the leocal node by a single
physical line. In Multipoint Networks, all nodes in the network
are Adjacent Nodes. For more details, see circuit and line
definitions.

AGED PACKET -- A packet that has exceeded the maximum number of
visits.

ASCII -- American Standard Code for Information Interchange. This
is a seven-bit-plus-parity code established by the American
National Standards Institute to achieve compatibility between data
services.

ANCILLARY CONTROL PROCESSOR -- A pProgram that acts as an interface
between user software and an 1/0 driver.

AMPLITUDE MODULATION {AM) -~- A method of transmission whereby the
amplitude of the carrier wave signal is modified in accordance
with the amplitude of the signal wave.

ASYNCHRONOUS TRANSMISSION -- Transmission in which time intervals
between transmitted characters can be of wunequal length.
Transmission is controlled by start and Stop elements at the

beginning and end of each character. Also called Start-Stop
transmission.
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APPENDIX

i i i i b the
AUTOMATIC CALLING UNIT (ACU)} -- A d;:}lngdgﬁzé:e :;Eg};id buziness
i i ommon cartier. is s Tens
;ggg?:;caiéonzutgmatically dial calls over the commu
netwark,

stable
BACK-OFF -- The Ethernet Data Link procedure ;hatreigzﬁ;§?55ion ot
behavior on overloaded Ethernets by delaying

reduce the load on the channel.

BANDWIDTH T 5 ned to a channel' the
. -
he range of frequenc1es assigne . ’
difference, expressed in Hertz, between tle llghESt and lowest
i T The liqher the balld\u‘ldth. the thAEEL' the
f:equencxes of a ba d.

data throughput.

i i ich. jobs
BATCH PROCESSING -- A technique of data processing 1gat:h1?s zhus
are collected and grouped before processing.

notmally processed in a deferred mode.

discrete

BAUD -- A unit of signaling speed equal to thg num?ﬁ: :iynchronous
conditions or signal events per second. JURSSS Attt
transmission, the unit of signaling spged hcoétragion " e it
interval is 2@ milliseconds; that 1s, %E the 3 T10h baud o

i i i i ling spee : .
1 milliseccnds, the signa . T enont
;nte;;zl ;:mgg as bit-per-;econd (bps} only if each signa
15 -
represents exactly one bit.

1 i either of the characters
Bit) -- In binary notation, e : : cters
ElgiRi DI?;Ttﬁ is the commonly used abbreviaticn for Binary Dig
| i 1 that
BINARY SYNCHRONOUS PROTOCOL (BISYNC) -- A data link protoco

haracter
a defined set of control characters and.controlOSEd Srer
uSeLsJences for synchronized transmission ofte:Lnary c
g:%ween stations in a data communications Sys .

BIT -- Abbreviation for BINARY DIGIT.

hid transmitte as it ov 1C a c g p

BLOCK Data smitt 4 a u v er wt h odin rocedure
i 4 pplled for ization or error Colltrol putpOSES-
is usuall a Sinchro“

data
PS (Bits Per Second) -- The commonly gsed mgasu;e g?:/sec.,
3ransfer rate {Other notaticns are bit(s), b.P-S.¢
etc.} -
rwise.
BYTE -- Assumed to be 8 bits throughout unless stated othe

Commonly equal to a character.

an Ethernet End Node's

ithin
CACHE -- A temporary storage subarea wit e ently known

Routing layer which maintains a - list of
adjacencies to that end ncde.

APPENDIX

CARRIER -- A continuous frequency capable of being modulated
impressed with a signal.

or
CARRIER-SENSE MULTIPLE ACCESS WITH COLLISION DETECTION (CSMA/CDY -
A distributed channel allocation procedure in which every station
can receive all other stations' transmissions, Each station

awaits an idle channel before transmitting, and each station can
detect overlapping transmissions by other stations,

CCITT ~- The International Telegraph and Telephone Consultative
Committee, the technical committee of the International
Telecommunications Union (ITU), responsible for the development of

recommendations regarding telecommunications, including data
communications.

CENTRALIZED (COMPUTER) NETWORK -~ A computer network configuration

in which a «c¢entral node provides computing power, control, or
other services. Compare: DECENTRALIZED NETWORK.

CHANNEL -- The data path jcining two or more stations, including
the communications control capability of the associated stations.

CHARACTERISTICS -- Parameters that are generally static values in
velatile memory or permanent values in a permanent data base.

CIRCUIT -- A logical point-to-point connectien between two nodes.
On a Multipoint line, where there can be more than two nodes on a
single line, several citcuits can be established over the
line - one circuit between each slave and the master. You can
turn on as many circuits as necessary, up to the maximum number of
circuits allowed by the touting data base for the executing node.
The routing data base has an upper limit of 16 circuits,

single

depending
upon the type of operating system used,
CIRCUIT COST -- A positive integer value associated with using a
circuit. Messages are routed

along the path between two nodes
with the smallest total cost.

CIRCUIT NUMBER -- A circuit number is a decimal number that is
part of the identification of a circuit in a Multipoint line. The
number §s used internally to identify the circuit. For example,
DMP-1.3 is a circuit-id that refers to circuit number 3 on DMP-1,
The node to which the executor is connected by this circuit can be
named BOSTON and have a node address of 27. However, the
tributary address can be 123, which is the number recognized by
the hardware that controls the connection, Note that the circuit

number, node address, and tributary address are unrelated and

can
all be different.



APPENDIX

CLIENT LAYER -- A module or protocol that requests the services of
another module or protocol.

COLLISION -- Qverlapping transmissions'by two or more stagi?giiogg
an Ethernet. The Ethernet Physical Link layer detegtsaia aeaons
and the Ethernet Data Link layer retransmits affecte

random time interval has passed.

COMMAND NODE -- The node where a MNetwork Control Program {NCP)
command originates.

COMMON CARRIER -- In data communications, a public utilityhgs?ﬁani
that is recognized by an appropr@ate ;egulato;y agency asunicat?on
vested interest and responsibility in furn;shanu comm nicarion
services to the general public, e.g., Western Union,

System, General Telephone, etc.

COMPONENT -- An element in the ngtwork that can be controlled and
monitored. Components include lines and nodes.

COMPUTER NETWORK -~ An interconnec;ion of ngemblies of computer
systems, terminals, and communications facilities.

i ice~ de
CONDITIONING -- The addition of equipment to }easeg vo:ziigzzcs
lines to provide specified minimum values of line charac gistice
required for data transmission, e.9., equalization an
suppression.

CONGESTION -- The condition that arises when there are too many
packets to be gueusd.

i t that manages
G N CONTROL -- The routing layer componen
gu??ﬁizlgy limiting the maximum number of packets on a queue for a

line. Alsoc called transmit management.

i l1s activity on a
CONTROLLER -- A hardware device that contro . :
physical line. It resides on the system bus and its o€§:a§lon:
are directed by a device driver. A single DMPll or DMV is
hardware controller.

i K that supervises
NODE STATION -- The station on a network :
igzrng:two:k control procedures such as pgl;;ng, se;e§t1gz, :::
i i blishing orde
. It is also responsible for esta ) t
ifﬁzvefﬁ the event of contention, or any other abnormal sxtuat;::
arising between any stations on the network., {Compare w

TRIBUTARY STATION.)

APPENDIX

COST -- See circuit cost.

CSMA/CD -- See catrier-sense multiple access with collision
detection.

DATA BASE -- The collection of information available to a computer

system; a structured collection of information as an entity or
collection of related files treated as an entity.

CONCENTRATION -- Collection of data at an intermediate point from

several low and medium-speed lines for retransmission across
high-speed lines.

DATA COMMUNICATION -- The interchange of data messages from one

point to another over communication channels. (See also DATA
TRANSMISSION,)

DATA COMMUNICATIONS EQUIPMENT (DCE) -- The equipment that provides
the functions required ta establish, maintain, and terminate a

connection between DTEs using a physical «circuit or a virtual
Cilrcuit.

DATA FLOW -- The movement of data from a source session control to

4 destination session control. NSP transforms data from session
contreol transmit buffers to a network form before sending it
across a Jlogical link. NSP retransforms the data at the

destination from its network form to its receive buffer form.
Data flows in both directions (full-duplex) on a logical link.

DATAGRAM -- A unit of data passed between the Routing and End

Communication layers. When a route header is added, it becomes a
packet.

DATA LINK -- A logical connecticn between two stations on the same
circuit. On a multipoint 1ink there can be multiple circuits.

DATA TERMINAL EQUIPMENT (DTE)} =- The eqguipment, typically a
computer system or terminal, comprising a data scurce and sink
connected to common carrier communication facilities.

DATA TRANSMISSION -- Sending data from one place for reception
elsewhere. Compare: DATA COMMUNICATION.
DATA TRANSPARENCY -- The capability of receiving, without

misinterpretation, data containing bit patterns

that resemble
protocol control characters.

- :
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DATA TYPE -- ASCII data is subject to formatting conyersion b%ngg
DECnet software, depending on the dgta's record attrlbutesiieq Ie
data is a stream of bits to which the software app E
interpretation.

DECENTRALIZED (COMPUTER) NETWORK -- A computer network wherievzgzi
of the network control functions are distributed over
network nodes. Compare: CENTRALIZED NETWORK.

DEMODULATION -- The process of retrieving an oriqingl signal tgrzg
a modulated carrier wave. This technique is used xn_datisse
make communicaticn signals compatible with computer signals.

DCE -- See data communications equipment.

DESIGNATED ROUTER -- The Router cn an Ethernet chosen to perforT
additional duties, such as informing the endnodes on the Et:erner
of the existence and identity of the Ethernet Routers. The Route
chosen is the one with the highest station address breaking ties.

DIAL-UP LINE -- A communications circuit that is estahlished by a
switched circuit connection.

i tion in which at'l nede
DISTRIBUTED NETWORK -- A network configura
pairs are connected either directly, or through redundant paths

through intermediate nodes.

DOWN-LINE LOAD -- The process by which ane node in a E?m?izzg
netwnork transfers an entire system image or a program (tas
to another node and causes it to be executed.

DTE =-- See data terminal equipment.

ECHO SUPPRESSOR -- A device used to suppress the effects of an
echo.

ELA - Electronic Industries Associat%on. A sta:@a;gi
organization specializing in the electrical and functio
characteristics of interface eguipment.

END NODE -- A topological description cof a non-rout;nq ng?:;
Since a non-routing node cannot perform route-through an §zppalso
only a single line, it must be an en@ node.. However, 1t é o
possible for a routing node with a single line to be an end n .

in the ‘“user space” of a
END USER MODULE -- A module that runs in . .
network node and communicates with session control to obtain
logical link service.

APPENDIX

EQUALIZATION -- Compensation for the increase in signal

attenuation that occurs as the signal's frequency increases. Its
purpose is to produce a flat frequency response.

ERROR CONTROL ~-- The NSP function that ensures the reliable,
segquential delivery of NSP data messages. It consists of
sequencing, acknowledgement, and retransmission mechanisms.

ETHERNET -- A local area network using a Carrier-Sense Multiple
Access with Collision Detect (CSMA/CD) scheme to arbitrate the use
of a 17 million bit per second baseband coaxial cable,

EVENTS -- Occurrences that are logged for recording by Network
Management.

EXECUTOR NODE -- An active network node connected to cne end of a

line wused for a 1load, dump, or line loop test; it is the node
that executes the reguest,

FLOW CONTROL -- The NSP function that coordinates the flow of data
on a legical 1link in both directions, from transmit buffers to
receive buffers, to ensure that data is not lost, to prevent
buffer deadlock, and te minimize communications overhead.

The protocol mechanism that ensures that the sending station doces

not overrun the receiving station with mcore data than it can
accept.

FRAME -- A Data Link layer message sent or received by an Ethernet
data link or an X.25 Frame level module.

FRAME LEVEL ~- Level II of the CCITT X.25 recommendation that
defines the link access procedures for data exchange over the link
between the DTE and DCE.

FRAMING -- The Physical or Data Link layer component that
synchronizes data at the bit, byte, and message level.

FREQUENCY DIVISION MULTIPLEXING (FDM) -~- Dividing the available

transmission frequency range into narrower bands, each of which is
used for a separate channel.

FREQUENCY MODULATION (FM) -- A transmission method that changes

the fregquency of the carrier wave to correspond to changes in the
signal wave.

FRONT-END PROCESSOR -- A communications computer associated with a
host computer. It can perform line control, message handling,
code conversion, error control, and application functions such as
control and operation of special-purpose terminals.

A-9
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FULL~-DUPLEX LINE/CHANKEL -- The line can transmit data in both
directions simultanecusly. A full-duplex line allows a node to
send and receive data at the same time. The channel line services
concurrent communicetions in Dboth directions (to and from the
station).

FULLY-CONNECTED NETWORK -- A npetwork in which each node |is
directly connected with every other node.

FULL-DUPLEX CHANNEL -- A channel that prouide§ concurrent
communication in both directions (to and from a station}.

FULL ROUTING NODE -~ An implementation of the ODNA Routing layer
that contains the full complement of Routing components. A full
routing node performs route-through functions.

GATEWAY -- A module or set of modules that transforms the
conventions of one network into the conventions of another.

HALF=-DUPLEX LINE/CHANNEL =-- Transmits data in eithe; direction,
but only in one direction at any given time. The line cannot_be
used to send and receive data simultaneougly. IThe channel_pe:mxts
two-way communications, but in only one direction at any time.

HARDWARE CONTROLLER -~ The control hardware for a line. ‘ For a
multiple line controller device, the controller is responsible for
one or more units. The controller indentification is part of a
line identification.

HIERARCHICAL NETWORK -- A computer network 1in which processing
control functions are performed at several levels by computers
speclally suited for the functions performed (for example, 1in a
factory or laboratory automation).

HOP -- To the transport layer, the logical distance between two
adjacent nodes in a network.

HOST NODE -~ Provides services for another node (for example,
during a down-line task load).

INTERACTIVE COMMUNICATION -- A protocol that allows one system to
interact with a connected system at the transaction level rather

than at the file level.

INTERFACE +-- A shared boundary defined .by common physical
interconnection characteristics and meanings 9f *nte:changer
signals. A device or equipment that allows communication between
two systems, e.g., & hardware component oOr a common storage
register. A shared logical boundary between two software
components.

APPENDIX

INTRA-ETHERNET PACKET -- A packet forwarded by a Router over an
Ethernet to a destination end node; indicates that the source of
the packet is on the same Ethernet.

I50 REFERENCE MODEL -~ The International Standards OCrganization
Reference Model for Open System Interconrection, 150 draft
Proposal DP7498. A proposed international standard for network
architectures that defines a 7-layer model, specifying services
and protocols for each layer.

JAM -- A bit seguence transmitted by an Ethernet Data Link module

upon detecting a collision to ensure that all affected stations
detect the collision.

LEASED-LINE -~ A line reserved for the exclusive use of a leasing

customer without inter-exchange switching arrangments. Also
called a PRIVATE LINE.

LINE -- 4 physical path connecting adjacent nodes, over which
circulits can be established. In Multipoint Networks there is only
one line that is shared by ail nodes in the network.

LINE COST -- An arbitrary integer value assigned to a line between
two adjacent nodes. Each line has a separate cost. Packets are
routed on paths with the least cost. Nodes on either end of a
line can assign different costs to the same line.

LINE OR LINK LEVEL LOOPBACK -~ Testing a specific data link by
sending messages directly to the Data Link layer and over a wire
to a device that returns the message to the source.

LINE NUMBER -- A line number is a decimal number or alphanumeric
name that consists of up to 16 characters and/or numerics to
uniquely identify a specific line on a node.

LINK -- Apny specific relationship between two nodes in a network.

A communications path between two nodes. A data link (refer to
LINE).

LINK MANAGEMENT -- The DDCMP component that controls transmission
and reception on links connected to two or more transmitters
and/or receivers in a given direction. Also, the Ethernet data
link component responsible for channel allocation (collision
avoidance} and contention resolution {collision handling),

LOCAL KRODE -~ A frame of reference; the node at which the user is
physically located (Compare: REMOTE NODE) .

A-11
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LOGGING -~ Recording informaticn from an occurrence that has
potential significance in the operation and/or maintenance of‘a
network where it can be accessed by persans and/or programs to aid
them in making real-time or long-term decisions.

LOGGING SINK NODE -- A node to which logging information is
directed.

LOGICAL CHANNEL -~ An association between an X.25 DTE an its DCE
for a given virtual channel.

LOGICAL LINK -- A cartier of a single stream of full-duplex
traffic betwsen two user-level processes. A virtual channel
between two end users in the same node or in separate nodes.
Session control acts as an interface between an end user tregquiring
logical link service, and NSP, which actually creates, maintains,
and destroys logical links. Many legical links may be sent
{miltiplexed) within a single physical link

LOGP NODE -- A node associated with an adjacency for loop testing
purposes. The NCP SET NODE CIRCUIT command sets the loopback node
namea.

MASTER STATION -- A station that controls a channel at a given
instant for the purpose of sending data messages to a sl§ve
station {whether or not it actually does}. A master station

contrcls the polling of all tributary stations.

MAXIMUM ADDRESS -~ The maximum number of nodes the local node can
handle in its routing data base.

MAXIMUM COST -- An operator-contrclled transport parameter that
defines the peoint where the routing decision algorithm 1n a node
declares another node wunreachable because the cost of the

least-costly path teo the other node is excessive, For correct
operation, this parameter must not be less than the maximum path
cost of the network.

MAXTMUM HOPS -- An operator-controlled transpotrt parameter that
defines the point where the routing decision algorithm in a node
declares ancther node unreachable because the length of the
shortest path between the two nodes is too long. For correct
operation, this parametetr must not be less than the network
diameter.

MAKIMUM PATH COST -- The routing cost between the two network

nodes having the greatest routing cost, where_routinq cost is the
cost of the least-cost path between a given pair of nodes.

A-12
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MAXIMUM PATH LENGTH -- The routine distance between the two nodes
of the network having the greatest routing distance, where routine

distance is the length of the least-cost path between a given pair
of nodes.

MAXIMUM VISITS -- An operator-controlled transport parameter that
defines the point where the packet lifetime control algorithm
discards a packet that has traversed too many necdes. For correct

operation, this parameter must not be less than the maximum path
length of the network.

MESSAGE -~ The unit of communication as seen by the user; it can
be segmented into several packets to traverse the network, or 1in
some cases several messages can be carried in one packet.

MESSAGE EXCHANGE -- The DDCMP component that transfers data
correctly and in sequence over a link.

MODEM -- Modulator-demcdulator. A device that modulates and
demodulates signals transmitted and received over communications
circuits., Often referred to as a DATASET.

MONITOR -- A logging sink that is to receive a machine-readable
record of events for possible real-time decision-making.

MULTIDROP LINE —-- See multipeoint line.

MULTIPLE LINE CONTROLLER -- A contreller that can manage more than
one unit. (CIGITAL multiple line controllers are also called

MULTIPLEXERS.)

MULTIPLEX -- To simultaneously transmit two or more data streams
on a single channel. In DNA, NS5P is the only protocol that
multiplexes.

MULTIPOINT CONNECTION OR LINE -- A network configuration in which
more than two computers are attached to the same line. Use of
this type of 1line normally reguires some kind of polling
mechanism, addressing each tributary station with a unique 1D.
Also called multidrop. (Compare POINT-TO-POINT CONNECTION.)

NETWORK ~- A configuration of twoe or mere computers linked to
share information and resources.

NETWORK DIAMETER ~- The distance between the two nodes cof the
network having the greatest reachability distance, which is the
length of the shortest path between a given pair of nodes.
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NODE -- A network management component consisting of a DIGITAL
system that supports DECnet software.

NODE ADDRESS -~ The unique numeric identification of a specific
node.

NODE LEVEL LOOPBACK ~-- Testing a legical link using messages that
flow with normal data traffic through the session control, network
services, and transport layers within one node, or from one node
to another and back. In some cases, node level loopbacklinvolves
using a loopback node name associated with a particular line.

NODE NAME -- An optional alphanumeric identification assocciated
with a node address in a strict one-to-one mapping. No name may
be used more than once in a node. The node name must contain at
least one alpha character.

NODE NAME MAPPING TABLE -~ Defines the correspondence between node
names and node addresses or channel numbers. Session control uses
the table to identify destination nodes for outgoing connect
requests and source nodes for incoming connect requests.

NQISE -- Undesirable disturbances in a communication system.
Nolse can generate errors in transmission.

NON-ROUTING (END) NODE -- Can send and receive packets to other
nodes in the network, but packets cannot be forwarded or routed
through it. A Phase IIl or Phase 1V DECnet node connected to the
network by a single active circuit.

NULL MODEM -- A device that interfaces between a local peripheral

that normally requires a modem, and the computer npear it that
expects to drive a modem to interface to that device. An
imitation modem in both directions.

OBJECT TYPE -- Numeric value tnat may be used for process or task
addressing by DECnet processes instead of a process name.

OPERATING SYSTEM -- An integrated cocllection of service routines
for supervising the sequencing and processing of programs by a
computer. An operating system provides access to the features of
a central processor, and also organizes and optimizes a centratl

processor and peripheral equipment for a certain range of
applications.

QSI -~ See IS0 reference model.
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OTHER DATAR -- The NSP Data Request, Interrupt Reguest, and
Interrupt messages. These are all the NSP data messages other
than Data Segment. Because all Other Data messages move in the
same data subchannel, it is sometimes useful to group them
together.

PACKETS =-- A group of bits including data and control elements
swiiched and transmitted as a composite whole. The data and
control elements and possibly error control information, are
arranged 1n a specified format. When stripped of its route header

and passed up to the End Communication layer, it becomes a
datagram.

PACKET LEVEL -- Level III of the CCITT X.2% recommendation that
defines the packet format and control procedures for exchanging
packets.

PACKET LIFETIME CONTROL ~- The routing component that monitors
lines to detect if a line has gone down, and prevents excessive
Packet looping by discarding packets that exceed the maximum visit
limit.

PACKET SWITCHING -- See route-through.

PARALLEL DATA TRANSMISSION -- A data commuricatiaon technigue in

which more than one code element (for example, bit) of each byte
15 sent or received simultaneocusly.

PARAMETERS -- DNA values to which Network Management has access
for controlling and monitoring putposes. -

PASSIVE SIDE -- With regard to MOP loopback test, the node that
loops back the test message.

PATH -- The route a packet takes from source node to destination
node. This can Dbeée a sequence of connected nodes between two
nodes.

PATH COST -- The sum of the line costs along a path between two
nodes. Path cost is direction-dependent; cost from A to B is not
necessarily egual to cost from B to A.

PATH LENGTH -~ The sum of the hops along a path between two nodes.
Path length is the number of lines a packet must go through to
reach its destination.

PEER PROTOCOL -~ A protoceol for communication between modules in
the same layer in different nodes.
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FERMANENT VIRTUAL CIRCUIT -- A virtual ;ircuit between two X.fS
DTEs that is always established. A logical channel 1is permaqent y
allocated at each DTE/DCE interface to a permanent virtual
circuit.

PHASE III NODE -- Runs a Phase III implementation of DECnet agd
supports routing as either a full-routing or non-routing {(end)
node. {Refer to ROUTING NODE and NON-ROUTING NODE.)

FPHASE IV NODE -- Runs a Phase IV implemegtation of DE;net agd
supparts trouting as either a full-routing or non-routing {end)
nocde. (Refer to ROUTING NCDE and NON=-ROUTING NODE.)}

PHASE MODULATION (PM) -- Transmission method_that varies the phase
angle of the carrier wave according to the signal.

PHYSICAL LINK -- An individual hardware-addressgble cowmqnic;ticns
path. In terms of hardware, a physical link is a combination of
either a channel and its controllers, or a channel, controllers,
and units.

PIGGYBACKING -- Sending an acknowledgement within a returned data
message.

PIPELINING -- Sending messages without waiting for individual
acknowledgement of each successive message.

FOINT-TO-POINT (LINK/CHANNEL/CIRCUIT) -- The‘dirgct gonnection OE
twa nodes by a single link, channel, or circuit. A networ

configuraticon in which a connection is established Dbetween two
{and only two) computers (compare MULTIPOINT CONNECTION).

inviti i node to
POLLING -- The process of inviting another station or
transmit data (refer to CONTROL STATION and TRIBUTARY STATION).

PORT -- A collection of control variables and parameters for
managing logical links. Each logital link_has a port at each end.
Each End Communication layer at each node in the network has a
number of available ports. When Session Control requests a
logical link, or that a port be opened_ to receive an incoming
connect trequest, NSP allocates a port if sufficient rescurces are
available.

PROTOCOL -- A basic procedure or set of rules that govern an?
control the flow of messages between computers. Also, a set o
conventicns between communicating processes on the format and
content of messages to be exchanged, DIGITAL Network Architecture
{DNA) uses three basic protoccols in a layered structure as the
framework for DECnet,

APPENDIX

RAW EVENT -- A logging event recorded by the source process,
incomplete in terms of total information required.

REACHABLE NODE -- A destination node to which the DECnet routing
module has determined there is a usable path for packet exchange.

REAL-TIME SYSTEM -- A system performing computation Aduring the
actual time the related physical process transpires, so that the
results of the computation can be used in guiding the process.

REASSEMBLY -~ Placing multiple, received data segments by NSP into
a single Eession control receive buffer.

REMOCTE JOB ENTRY {RJE) -- Submission of jebs through an input
device that has access to a computer through a communications
link. The mode of operation that allows input of a batch job by a
card reader at a remote site and receipt of the output via a line
printer or card punch at a remcte site,

REMOTE NODE -- A frame of reference; any node other than the one

at which the wuser is located 1in the network (Compare: LOCAL
NODE) .

REQUEST COUNT

1) Variables that NSP uses to determine when to send data.

Z) Values sent in Link Service (Data Request and Interrupt
Regquest) messages. The flow control mechanism adds the reguest
counts received in Data Request and Interrupt Reguest messages to
the regquest counts to determine when to send data.

RETRANSMISSION -- Resending data messages not acknowledged within

a certain period of time. This is usually part of a protocol's
error control mechanisms.

RECORD MANAGEMENT SERVICES (RMS) -- This file system 1is used o¢n
all major DIGITAL systems except where space is limited (for
example, RT-11), 1In addition to access modes provided by previous

file systems, RMS provides random access for direct and indexed
files and IS5AM,

ROUTER ~- See full routing node.
ROUTE-THROUGH -~ Directing packets from source nodes to

destination nodes by one or more intervening nodes. Routing nodes
permit route-through. Also called PACKET SWITCHING,
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ROUTING -- A network function that directs data message packets
from a source node to a destinaticn node.

ROUTING NODE -- A full routing node can forward packets to other
nodes in the netwark and can be adjacent to all other types of
nodes. A Phase 1!l or Phase IV DECnet node that contains the
complete set of transport ot routing modules, and can deliver,
receive, and route packets through.

SATELLITE (NODE) -- A node that depends on another ncde (host) for
software loading and control. A satellite node has little or no
peripheral equipment of its own.

SEGMENT -- The data carrjed in a data segment message. _NSP
divides the data from session control transmit buffers into
numbered segments for transmission by routing.

SEGMENTATION -- Dividing normal data from session control tran;mit
buffers into numbered segments for transmission over logical
links.

SERIAL TRANSMISSION -- Transmission method in which all

information is sent sequentially on a single channel, rather than
simultaneously, as in parallel transmission.

SERVER -- A module or set of modules in a layer that perform a
well-defined service, such as remote ¢file access or gateway
communication on behalf of another module.

SERVER SYSTEM -- A node that contains one or more Servers. A
server system is often delegated server functions.
4

SINK NODE -- A node that receives and records Network Management
events.

SLAVE NODE (STATION) -- A tributary station that can send data
only when polled or reguested to by a master control statien. In
some multiplex situations, a tributary can act as both a slave and
a master.

SOLICITED MESSAGES -- Normal data messages that network tasks
explicitly send and receive.

STAR TOPOLOGY -~ A network configuration in which one central node
is connected to more than one adjacent end node. A star can be a
subset of a larger network.
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STATION -- With regard to Data Link layer protogol, this is a
termination on a data link. A station is a combination of the
physical link (communication hardware} and the data link protecol
implementation.

STATION ADDRESS -- An address assigned at the data link level to a
station.

STATUS -- Dynamic information relating tc a network such as a line
state. A network Management information type.

SUBCHANNEL -- A logical communications path within a legical link
that handles a defined category of NSP data messages. Because
data segment messages are handled differently from other data
messages, the two types of messages travel in two different
subchannels.

SWITCHED LINE -- A communications link for which the physical path
can vary with each usage, €.9., the dial-up telephone network.

SWITCHED VIRTUAL CIRCUIT -- A temporary association between two
X.25 DTEs.

SYNCHROROUS, SERIAL DATA TRANSMISSION -- Transmission in which the
data characters and bits are transmitted at a fixed rate with the
transmitter and receiver synchronized. This eliminates the need
for start-stop elements, thus providing greater efficiency.
(Compare: ASYNCHRONOUS TRANSMISSION.)

TARGET NODE -- The node that receives a memory image during a
down-line 1load, generates an up-line dump, or loops back a test
message.

TELECOMMUNICATIONS -- Data transmission between a computing system
and remote devices on another computing system.

TIME DIVISION MULTIPLEXING -~ A system of multiplexing in which
channels are established by connecting terminals one at a time at
regular intervals by means of an automatic distribution.

TOPOLOGY -- The physical or logical placement of nodes in a
computer network.
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TRANSPARENT DATA -- Binary data transmitted with the recognition
of most control characters suppressed. CDCHP provides data
transparency because it can receive data containing bit patterns
that resemble DOCMP contrel characters.

TRIBUTARY ADDRESS -- A master control station uses a numeric
address to poll the tributary node. You can set and change these
addresses during network operation. This address is interpreted
by the peripheral eguipment on the multipoint line to determine
which hardware interface should respond. Note that the tributary
address may be different from the node address and circuit number.

TRIBUTARY NODE (STATION) -- A station other than the control
station on a centralized multipoint data communications system
that can communicate only with the contrel station when polled or
selected by the control station.

UNATTENDED OPERATION +- The automatic features of a node's
operation that permit the transmission and reception of messages
on an unattended basis.

UNIT -~ The hardware controlling one channel on a multiple 1line
controller. A unit, a controller, and associated data link
meodules form a station.

UNREACHABLE NODE -- A node to which a routing ncde has determined
that the cost cf the least-costly path exceeds the maximum cost of
the network, or the length of the least-costly path exceeds the
maximum hops of the network.

UP-LINE DUMP -~ Used to send a copy of a target ncde's memory
imaje up a line to a Eile at the host node.

USER -- A person or module that requests service from a DNA layer.
Client is the preferred terminology when referring to modules.

VIRTUAL CALL -- See switched virtual circuit.

VIRTUAL CIRCUIT -- A connection between a data source and a sink
in a nhetwork, They may be tealized by different circuit

configurations. Virtual circuits typically provide guaranteed
delivery and sequentiality of client data.

WILD CARD -~ With regard to DAP, an asterisk (*) that replaces an
element in a file specification. For example, FILE,*;* specifies
all known types and versions of all files named FILE.

WINDOW -~ A range of packets authorized for transmission across an
X.25 DTE/DCE interface.
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