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Abstract

We present results on the reliability of the ab-initio, polarizable and flexible
NCC-vib potential {1,2] in describing the structure and the dynamics of the liquid
and solid phases of water. For both structural and dynamic quantities the agreement
between experimental and numerical results is good. A "substance” very similar to
the "real water” has been indeed created on the basis of ab-inito quantum mechanical
calculations. This gives confidence to use the simulations to examine features that
are not directly measurable, but of central importance for the undlerstanding of the

water structure and dynamics.

Introduction: In the last few years many new potentials have been proposed
to model water-water interactions. The availability of computers with large memory
and fast processing units has made possible to step from the early two body deserip-
tion of molecular interactions toward more complex many body descriptions. This is
particularly relevant in the case of assemblies of water molecules, where polarization
contributions make up a significant part of the total binding energy.

The new many-body potentials should be suitable to describe successfully all
phases of water: the gas phase, the liquid phase and the many forms of ice. Indeed,
one of the major goal of the~e potentials should be to give the possibility to study
phase transitions, inter-phases, water close to biomolecules, ete., within a unifying
framework, i.e. without to chose an ad hoc potential for each specific apphcation.

In literature, two classes of many body potentials have been developed to de-
scribe the water-water interactions: (i) the class of empirical potentials, where the
parameters in the analytic form of the potential energy are parametrized against

experimental data, and (i} the class of ab-initio potentials, where the parameters
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are determined on the base of quantum mechanical calculations on small clusters of
water molecules.

In this paper we review the existing numerical simmulation based on the ab-initio
polarizable potential which has been developed by Nieser, Corongiu and Clementi
(NCC in the following} [1]. Many parts of this article follow the original papers
{2-4], to which we refer the interested reader for further informations. The good
agreement between the experimental and simulated data found in both phases for
static and dynamics properties suggests that a computer "substance” very similar to

real water, based enly on ab-inilo quenium mechanteal calculatsons, has indeed been

created.

1. The NCC potential: The NCC potential has been parametrized against quan-
tum mechanical caleulations at the MP4 level for water dimers and at the HF level
for water trimers [1]. Ii is composed by two contributions: a two body poten-
tial, Viwo -body, and a polarization term, E,,;. The polarization effects in the NCC
potential are represented by a point polarizability along the two OH bonds. An in-

tramolecular term, Vingr,. has been recently added to the NCC potential to take into
account the intramolecular degrees of freedom. The potential is therefore composed

by three terms:
VNCC - V2—body + Vpoi + Vintra (l)
where the V3_,.q4, is an additive term, which takes care of the repulsion between

atoms and of their electrostatic interactions; Vp,r is a polarization term expressed as

New Ne

Vpof = "% Z Zﬁ::d‘é& (2)
A

where E‘f‘ is the electric field generated by the charges ¢ on molecule 1 at the A
position, Ny, the number of molecules in the system, Ny the number of induced
dipole moments on one molecule, [, , given by
Ne N,
= a, (B + Y S T ) (3)
k¢ v

with T the dipole-dipole matrix and &,y the polarizabily tensor.
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The intra-molecular potential, V.4, is also derived from ab nitio computations
{5]. It is expressed, up to quartic terms, in function of the three internal coordinates
of the water molecule, the changes in the OH bond lengths and in the OHO bond
angle. The equilibrium bond length and bond angle predicted by the potential, for
one water molecule in the gas phase, are 0.9576 A and 104.59° respectively, to be
compared with the experimental values [6] of 0.9572 A and 104.5°.

2. Computational Details: Simulations in the liquid phase have been performed
with samples of 512 water molecules at several temperatures, and at a density of
0.997 gr/cm®. Simulations in the solid phase (ice I,) have been performed with
432 molecules [4]. The simulations have been carried out at constant energy and
constant density (NVE ensemble). Periodic boundaries conditions have been applied
to simulate the infinite system. To handle the electrostatie interactions we have used
the Reaction Field technique in the liquid phase and the Ewald summation in the
solid phase. The self-consistent set of induced dipole moments was calculated by an
iterative method, as explained in detail in Ref. [1]. A sixth-order Gear predictor
corrector method was used to integrate the equations of motion with a time step of

0.125 femto seconds. We refer to the original papers for further informations.

3. The Liquid Phase: Static and Dynamic Properties. To stress the reli
ability of our interaction potential we start comparing (Fig. 1A) the experimental
x-ray intensity data (7a] at T=298 K with the same quantity calculated from the MD
simulated data at T=305 K. Notice the overall satisfactory agreement between sim-
ulated and experimental data, the best thus far reported including even those based
on interaction potentials fitted to experimental data. Characteristic quantities in
the x-ray scattering are the position and intensity of the first two peaks, which are
known to vary drastically with temperature [7]. The position of the first and second
structural peaks in S{k) as a function of temperature, for both experimental [7h)
and simulated data are reported in Fig. 1-B.

We notice that, for temperatures above the supercooled region, both, the in-
tensity (not reported) and the position of the first peak grow almost linearly with
temperature, whereas there is a decrease for the second peak; eventually at higher

temperatures than those here considered, the two peaks merge into a single one.
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Fig. 1: A) X-ray scattering intensity: Comparison between simulated and exper-

imental data. B) Temperature dependence of the the first two peeks in Sik}. {+)
experiments (Ref. 7b), (*) simulations (Ref. 3). )

Again, the NCC data agree well, qualitatively and gquantitatively, with the experi-
mental results.

As for the X ray data, we find a quantitative agreement also for neutron diffrac-
tion data (Fig. 2-A). The position of first peak in the structure factor measured by
neutrons decreases on cooling the sample as shown in Fig. 2-B and approaches the
value characteristic of the amorphous low density ice. For a more detailed compari-

son see Ref. 3.
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Fig. 2: (A) Comparison between the experimental and the computed neutron
structure factor. (B) Temperature dependence of the position of the first peek in
the neutron S(k); (+) experiments (Ref. 7b), (*) simulations {Ref. 3).

The data shown agree gualitatively and quantitatively with the experimental
results. Thus, we are encouraged to use the simulations to examine the simulated

partial radial distribution functions in deep detail, even if a clear comparison with
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experiments can not be performed. Indeed, to extract partial radial distribution
functions from neutron scattering experiments one has to join dat.;.\ from mixture with
different water/deuterium content. This introduces a certain amount of ambiguity
due to the different structures of liquid light water and liquid heavy water.

In Fig. 3 we compare the simulated oxygen-oxygen pair correlation function,
goo and gop, data with those obtained from x-ray and neutron diffraction experi-
ments by Narten {7,8] and from neutron diffraction by Soper (9], both at a temper-
ature of 298K, There are notable differences in the two experimental sets of data.

The MD data agree very well with Soper’s data.
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Fig. 3: Oxygen-Oxygen (left) and Oxygen-Hydrogen {right) radial distribution

functions. Comparison between simulated and experimental data.

The gool(r) at four different temperatures are reported 1n Fig. 4. We note the
existence of radial positions [10] where the value of the radial distribution function
does not change. Indeed, as shown in Fig. §-A the difference between any couple
of temperatures is zero exactly at the same points. This property was observed
experimentally by Bosio et al. (Fig. 5-B). Bosio, Chen and Teixeira [7b, 11] made
accurate measurements of the oxygen radial distribution funetion for two different
temperatures T; and T; chosen such that the density p of water is the same for both
temperatures; this is possible due to the existence of a maximum in the function p{T).
By subtracting the respective radial distribution functiens, they obtained tsockoric
temperature differential functions displaying the remarkable property that only the
heights of the peaks and valleys (but not their positions) depend on temperature.

The existence of point invariant for a change in temperature is also found in the
integral of the radial distribution function, i.e. in the number of neighbour found

inside a sphere centered on a selected atom (Fig. 4-B). The properties of invariance
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Fig. 4: A) Oxygen-Oxygen radial distribution function. Temperature dependence.
B} Coordination numbers, Noo(r, T}, at different temperatures
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Fig. 5: A} Agoo(r, AT) from MD simulation. AT = 77,56 and 33°K B)

Agoolr, AT) from experiments. AT = 55,23.7 and 22.6°K (Ref. 11).
shown by the g{r) and its integral speak strongly in favour of a decomposition of the
local environment in two large groups.

If we assume [12], as a first approximation, that in the liquid there are two
species A and B, with temperature-dependent concentrations 14(I") and zp(T) and
with (z4 + zg = 1}, then the total radial distribution function gr is related to the

radial distribution functions g4 and gg of species A and B by the relation
gr{r, T} = za(T)galr) + z5(T)gs(r). (4)

With this functional choice, the points were g4(r) = gg(r) are temperature invanant.
The fortuitous crossing of the different temperature is ruled out by the existence of
more than one invariant point, not ouly in g(r) but also in the integral of g(r}, up

to about 7 A. From Eq. 4 we have indeed

Nootr) = f g7(r, T)r2dr = 24(T) [ ga(rirdr + z5(T) [ gu(rirtdr  (5)
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It the same way the isochoric temperature differential functior. is given by

grir,T3) — or(r, 1) = [z8(T2) — z5(Th )ilgn(r) — ga(r}]. {6)

By using Eq. (6), we can interpret the change shown in Fig. 5 on increasing the 5 — T}
range as an effect of the decreasing concentration of the B species on cooling,

It is impoitant to stress that the two species, A and B, are characterized by a
variety of geometries whose probability distribution is expressed by g4(r) and gg(r}.
Also, being the liquid a mixture of A and B, one would expect a cross term in the
expression for the radial distribution function (Eq. 4). The fact that this term is
not needed for distances shorter than 7 A, suggests that the local structure imposed
by the central molecule extends up to that distance.

From the number of molecules within a radius r equal to the first minimum in
the goo as a function of temperature we can get informations on the properties of
the molecules belonging to group 4 (dominant at low T) and to group B. We find
that type A molecules are surrounded in average by 4 neighbours while the type
B molecules by five or more neighbours. From the shape of the Noo(r) curves we
also see that the low temperature species is characterized by a non-homogeneous
“local” density {structured liquid}, which becomes more and more homogeneous on
increasing the temperature. The presence of more than four neighbour is sometimes
interpreted to mean that the tetrahedral network cannot be perfect but must contain
defects of some sort. The presence of these defects (caused by “extra melecules” in
the first coordination shell) is potentially of considerable importance to the dynamic
properties of water [13,14]. It has been argued that the presence of a fifth molecule
acts as ‘catalyst’ for the restructuring of the HB network even though the thermal

energy kT is much smaller than the HB energy [13,14].

An extensive analysis of dynamical properties in the liquid phase can be found
in Ref. 15. Here we focus only on the low frequency part of the density of states.

The density of states (DOS), a measure of the number of modes at frequency
w available to the atoms in the system, can be obtained from the Fourier transform
of the atoms velocity autocorrelation function. In the hindered translations region

the density of states of the proton and oxygen atoms coincides, being the excitations
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related to the translational motion of the center of mass. This fact, along with the
large incoherent scattering length of the protons, enables the experimental measure
of an effective DOS in the translation region for light water.

Fig.6 shows the DOS(w}. We observe a broad band extending from 0 to about
300 ! with a first peak at about 60 cm™! and a second one at about 170 cm ™!
(easily obtainable by deconvolution). These two bands result mostly from the oxygen
atom trajectories since the oxygen atom motions are very close to the center of mass
of a water molecule. From the figure we see a temperature effect, specifically a shift
towards lower frequencies by increasing the temperature. Therefore, the motions are
becoming more and mare free, the higher the temperature. The first peak has been
associated to the oxygen-oxygen-oxygen bending and the second oue to the oxygen-

oxygen stretching, namely intermolecular motions relating oxygen atoms. (O-H...O).
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Fig. 6: Translational bands. Oxygen power spectrum at the indicated tempera-

tures.

The data of Fig. 6 clearly shows two regions separated by an isoshestic point
at about 130 em~—!. Our data nicely agree with the experimental data of Ref. 16,
where a detailed analysis is reported for liquid water in the temperature range 276-
368 K. In the quoted paper, it is found that the first band covers two different modes;
one at 50 cm~! moves towards lower frequencies as temperature increases, while a
second one, which occurs at 70 em™}, moves instead in the opposite direction, &8s
temperature increases. From Fig. 6 we can not distinguish the two bands, but, since
the first peak is broad, definitely can accommodate more than one component. Work

is in progress to assess the presence or not of two different modes in the frequency
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range 0-100 and to elucidate if this is due to bifurcated hydrogen bonds as proposed
in Ref. 16.

4, The I, Solid Phase: Static and Dynamic Properties. A full account
on the static properties of the simulated solid phase of water can be found in Ref.
4. Here we show only the intermolecular QO radial distribution functions {g(r))
The ¢{r) calculated for the Ice I structuré at T=100 K is drawn as full line. The
broken line shows the g{r) function calculated for the same system after an energy
minimization (T=0 K). We observe that the disorder connected with the proton
positions affects significantly also the oxygen positions and broadens the distribution
for intermolecular QO distance. We find that the first neighbors OO distance at T=0
K (i.e. when only positional disordered is taken into account) has a spread of 0.02

A . The estimated value for the same quantity from the refined neutron data s a

few hundredth of an angstrom [17].

Fig. 7: Oxygen-Oxygen radial distribution function. T=100 K (full line} and
T=0 K (dashed lire).

Fig. B-A shows, for the region 0-300 cm™! the calculated DOS in Iy and the
inelastic incoherent neutron experimental results from Ref. [18].

Our simulation results show several peaks, which correspond to the acoustic
and optical modes of the crystal. We observe that the NCC-vib DOS very well
reproduces the regions below 100 and above 150 em ™!, but fails to reproduce the
correct position of the peaks in the region between 100 and 150 em™*.

We have calculated the dispersion relations along three directions in E space,
(0001, (1120), (0110), which correspond in real space to the c-aris direction and

to two directions perpendicular to the c-axis. On the hexagonal lattice the directions

(1120), (0110) correspond to the two lines connecting first and second neighbors,
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Fig. 8: A) Deuterium atom density of states for [ce Ij (full line) compared with
the low frequency incoherent inelastic neutron scattering data of Ref. [17] {4).
The simulated data have been scaled in the frequency axis by 1.054 to take into
account the different molecular mass of H2( (used in the experiments} compared
to D30 {used in the simulation). B} Dispersion relations for the longitudinal {+)
and transverse {*} acoustic modes in the (0001), (1120), {0110} directions. Note
that the crystallographic point K coincides with k = 4k, in the {1120) direction,
the point M with k = 3k, in the (0110) direction, and the point A with k = 1.5k,
in the {0001). The calculated frequencies are compared with the coherent inelastic
neutron scattering data (o) of Ref. 19. The k, value for each direction is also shown

in the figure.

respectively. The erystal symmetries allow us to average J;(w) with respect to E
vectors with the same magnitude. The dispersion relationships for the three studied
directions are shown in Fig. 8 B. Also reported in Fig. 8-B are the corresponding
experimental points from Ref. [19]. The corresponding acoustic velocities, obtained
as the ratio of frequency and wave vector for the smallest F value available for each
direction, are respectively 2.1, 2.1 and 2.0 km/s for the transverse modes and 3.3,
3.4 and 3.8 km/s for the longitudinal modes to be compared with the experimental
values for polycrystalline ice I of 2.0 and 3.9 km/s [20}.

The agreement between simulated and experimental data is very good in the
(0001) direction (c-axis) and for the transverse phonons in the (1120) and (0110)
directions. Less satisfactory are the results for the acoustic longitudinal phonons
whose values at the zone boundary are in general 10-20 % smaller than the corre-

sponding experimental data. We interpret the disagreement between computed and
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experimental DOS in the 100-140 cm ™! region as originating from the error in the
acoustic longitudinal phonons frequencies. Thus, there is space for further improve-
ment in the more sensitive region of the potential hyper surface that controls the

acoustic longitudinal phonons.

Recently we have also calculated the Raman and Infrared spectra for our NCC-
vib simulation [21]. These spectra have been calculated by using experimental values
for the molecular polarizability, hyper-polarizability ana dipole-quadrupole polar-
izability in conjun-tion with values for the n-pole propagator evaluated from the
trajectories obtained from molecular dynamics (MD) simulations. We have found
that the Raman and IR spectra in ice in the region 0-400 cm ™! are dominated by
the collision induced terms. As previously found for liquid water {22], Raman and
IR spectra of the solid phase are related to the phonens not through modulation of
the molecular polarizability but through modulation of the intermolecular distances.

We refer the interest reader to Ref. 21.

5. Conclusions. The NCC-vib interaction potential has been obtaned by
fitting ab initio data rather than experimental data. This potential represents the
latest evolution which started with a Hartree-Fock potential 23] and later has been
refined with others, including the MCY (24]. Asit is known, this evolution is due both
to increased performance in computational means and advances in the theoretical

development.

The agreement between experimental data and simulation data obtained for
NCC-vib is good both for single particle properties as well as collective properties.
The same potential is able to describe with the same accuracy both the liquid and
the solid phase in a wide range of temperatures. The absence of any "ad hoc”
parametrization in the derivation of the potential makes the agreement in the col-

lective behavior remarkable.

The capability of the NCC potential of reproducing closely many experimental
quaatities gives confidence to use the simulations to examine features that are not
directly measurable, but of central importance for the understanding of water struc-
ture and dynamics. We have presented here one example of such investigations: the

study of the temperature evolution of the radial distribution function in terms of a
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progressive increase on cooling of the fraction of tetrahedrally coordinated molecules.
Further examples can be found in Ref. 15 where the network topology is studied
and in Ref. 21 where the separation of the Raman spectra in its constituent contri-
butions is performed. We stress that computer simulations, once validated by the
comparison with the experimental quantities, become very powerful as techniques
of analysis. The noise level can be controlled since related to the available com-
puter time. In addition, the availability of trajectories produced by MD simulations
enables to perform, in a simple way, checks on the appreximations inveolved in the
calculations of the properties.

Although improvement of the NCC potential is possible and under way, we
believe that this potential can be applied to simulations of more complex systems

as, for example, interphases and biomolecular solutions.
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