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CONFORMATIONAL
SUBSTATES

Up to now we have treated proleins as if they possessed a unique structure,
completely defined by Lhe primary sequence. Theory and experiment both indicate,
however, that such a picture is oversimplified. We therefore discuss here the idea
of conformationa! substates. A protein in a given conformation has a well defined
biclogical function. We will show that it can exist in a large number of structurally
slightly different substaies even in a given conformation. Here we first summarize
the conclusions, then give some simple examples of substates, discuss some of the
concepts underlying the study of substates, and finally show how conformational
substates can be investigated by X-ray diffraction.

The actual situation in proteins and very likely also in fucleic acids is more
complex than discussed in the present chapter and we widl rerum to the problem
again later.

1. Theoreticat Arguments

A strong indication that proteins may have a highly degenerale ground state comes
from the estimate of the fluctuations in intemal energy E, cnaropy S, and volume V.
In Appendix B, it is shown that these fluctuations are large.’ Large flucuadons
imply many states accessiblc at the lemperature under consideration.

A sccond argumeni for the existence of many subsiates comes from
considering imperfections. In Appendix B, we derive the expression

/N = exp[ASuka] exp-HkaT)  (17.1)
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for the fraction ©WN of imperfections in a solid. The first tenm is larger than 1. In
solids, H,. the enthalpy of creating an imperfection, is of the order of 0.5 e VY50 &
W0l and N = 1010 In a biomolecule, however, the bonds are much weaker. A
typical hydrogen bond is of the order of a few kJ/mo) and n/N beromes of the
order of 0.1, Thus the number of imperfections in a biomolecule is very large. As
we will see, the term “imperfection” is misleading—it is simply substates that we are
considering.
A third argument follows the lines of Landau-Lifshitz. The number of states,
W, is connected Lo the entropy of a body by the Bolizmann relation

W = exp(S/ky). (17.2) &

As we will see in the next section,, an amino acid will have a few states with

approximately equal energy. Take Wi 2-3 for an individual amino acid. Assume W,
that there are N amino acids in the protein. Eq. (17.2) demonstrates that W =1 w;

because entropy is additive. Thus !

W (2-38 = 10%, 1.3y

A fourth argument is based on folding. A protein may foid in a ime that is as
short a ms. Computations indicate that the time required (o find the lowest energy
state is very much longer. A solution (o this paradox is to postulate substates. A
protein will initially fold into any one of a large number of substates, all of
approximately equal energy. Conformational relaxation then connects the various
substates. . Weviwhal Qﬂ\.fg&al] .
We can sum up the arguments by stating that the unique physical characteristics
of a biomolecule (small size, strong and weak forces) lead o the existence of many a

2. Rolational Isomers2-4

We discuss here one particular realization of diffcrent energy levels in a complex
molecule, namely rotational isomers. Consider heme, shown in Fig. 4.9. It can be

simplified 1o the sgucture in Fig. 17.1.

single bonds. N

\ Fig. 17.1 Heme simplitied. The central part is planar A number of groups are atlached by /2“

conformational substates. Substates have slightly different

structures, but perform the same function, but possibly with
different rates. We call them substates because most proteins
perform some function that requires more than two states, for
instance hemoglobin with and without bound dioxygen. Each state
then can exist in a large number of conformational substates.
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Fig. 17.2 Rotational isomers for a CHy group aftached 1o the heme central part.

The potential as a function of the rotation angle ¢ is similar to the one shown in Fig.
17_.3 for ethane. In the case of CH,. there are three minima and three barriers, the
minima have.equal energies. The other four groups are not as symmetric md the
nun;lber of minima and their energy values are more difficult to obtain. Sdll. the
basic fc_arure must remain, namely the existence of rotational isomers. Some data
for barrier heights are collected in Table 17.1.
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Table 17.1 Some Barriers to Internal Rotation?®

Farmula Name U (kcal/mole)* State
CH,—~CH, Ethane 2875 + 0125 . Gas
CH,—CHiF Ethyl upride 133 £ 005 Gas | el fwmol =
CH,—CH,CI Eihyl chloride 3.68 . Gas
CH,—CH,8r Ethyl bremide 168 Gas
CH,~CHal Ethyl iodide 3220053 cn  ONB eV =
CF,—CF, Hexrafluorogthane 392 Gas
cCl,—CCO, Hexachtorocthane 168 Gas LB {"d .
CH,—C-C—CH, Dimethylacetylene <003 Gas
CH,—CH;OH Ethanol 077 - 01 Gas
CH,—0H Ethanol” 0.8 Gas
CH,—SiH, Methylsilanc 170 - 01 Gas
CH,—5iF, Methyliriluoroslane 1402 Gas
{CH,— LS Tetrame thy Isiane 14101 Gas
CH,—GcH, NMethylgermane 124 : 0023 Gas
(CH3—)Ge Tetramethylgermane 0.63 Sohd
(CH,—).Sn Terramethylstannane G40 Solid
(CH,—1.Pb Tetramethytlcad 0.8 Solid
CH,—NH,; Methylamine 198 001 Gas .
(CH,—)NH Dimethylamine 362003 Gas
(CH,— )N Trimcthylamine 441 - 00 Gas
CH,—-0H Methanol 107 - 002 Gas
CH,—0—CH, Dimethyl ether 27015 T Gas
(CH,;—1:80 Nimcthy | slfocde 104 Gas
CH,—SCN Methyt tinacyanale 1.9 « 008 Gas
i, —Seld Methyl slenet 10 10D Gas
(1L =0l A ncthy Havane ¢ Gias
HL, =) Zn Frmethy b 6] Gas
CH—NO, Mot o’ [ILTTI Gas
CH,—Cotly Meihiylbensenw® 00139 Gas
Cl1L,C1L =0, T thy lheazone® 21 Gas
CH—Colly Ethylbonrene? 1.3 Gas
OHC—NH, Formannde (LI Sohd

¢ Excerpt from Table 11 of Lawe (1568).

* The definition of £ is given 1n Eq {21}
+ The potential form is not molecular symmetry-

approximalion.

g1t i zero for reasons of symmerry; se¢

diztatcd and is thus ‘an

below; the value given tefers 1o {rrer,
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Since cach of the ¢ight groups shown for heme can be in a differens rotational
state, and since two groups {CH;-CH-CO,) have two more single bonds arcund
which rotations are passible, the tumber of different suites for beme is very large.
We can describe each possible configurational state by a configuration coordinate c.
The Gibbsenergy as a function of the configuration coordinate ¢ then will look
about as shown in Fig. 17.4.

| L Gl borees
[ fuletiuis

4

» ce
configuration coordinate
Fig. 17.4 Energy of the heme group 8s 4 tunction of configuration coordinate.
(Schematic.)

sl
Heme thus can exist in a large number of configurational States that are different in
the rotational position of the side groups.
The number of states in a protein is even larger than in heme. Consider for
instance a piece of the backbone, as indicated in Fig. 17.5. Assume that the two
Cq atoms al the ends are held fixed at 2 distance L. The flexibility and the number

Fig. 17.5 Pan ol the polypeptide bacibone. The endatoms are heid fixed at a distance L

Two possible potentiats for one panticular siom are shown &t nght.

koo

e
of states then depend markedly on L.5 At some distances L, the chain is rather

4

figid, at others very flexible. To describe the possible [staies, we draw for each [ sde

atom a lpowm'al energy curve. The shape of the curves will depend on L, on
sidechains, and on neighboring chains. The main result is the realization that the
iotal number of quasistationary states for a protein is very large.

3. Conformational Retaxation Fluckuokiows

The barrier between any two states depends on the particular property that must
change. Table 17.1 indicaes that fos rotations, barrier heights between about 1 and
100 kJ/mel occur. D'_:pemmg on temperature and on the state of the surmunding,
twO EXITEME C5ES EXiSk

1. Solid surrounding, low temperature, such that

kT << Gyurse (17.4)

Each protein will then be frozen in a particular conformational substate, with the
population of the various substates depending on the temperature at which freczing
occurred. The entire system is not in equilibrium,

2. Liquid surrounding, high temperamure such that

ksT > Gramar (17.5)

Conformational relaxation takes place: each biomolecule changes rapidly from one
conformational substate 1o another, it “breathes”. Typical delaxation times can be of
the order of ns or faster, any observation that takes longer averages over the entire
population.

4. Remarks about the Mdssbauer Effect

The effect of conformational substates can be seen in many dynamic experiments,
such as NMR, fluorescence, hydrogen exchange, and flash photolysis. Is it also
possible 1o see structural cffecis? We will show bere that such observations are
indced possible. To do so we retumn to the theory of X-ray diffraction. At the same
time, we add some remnarks about the Mdssbauer effect.

We begin with the simplest case, the cmission of a ¥ ray by a very heavy
nucleus fixed rigidly in a lattice, as shown in Fig. 17.5. Since a rigidly fixed
nucleus cannot recoil, the emitted photon takes the full transition energy and
possesses the natural line width.

exish
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Fig. 17.6 Emission of a y ray with total fransition
- [ 4l Ly I i
lattice. The emitted photon has the il energy and nz::l?n::::ul:u' fxedradyina

The natral line width is given by the unoertainty relation as
F=4fh (17.6)

where 1 is the mean life. Classically speakin; is emi
! ! A g, the photon is emi | i
:xand.l.hus is ?’:cavc of lcng.u] ct. The nuclijde most ofien wmo:bmi
e T R 8
et = 4.5:10%V, the length ¢t =AY m, and TE, =
If the nucleus is not fixed rigid] i i linear
1s not fix: y. but can move i i ]
Xue = (X7 the situation is very different. Part of "m;‘:?:g; will O@mmm
gcncﬁfuan of this region, another from a different one. The wavetrain mngu;lal.e :
c fully coherent; interference between different pants is reduced or des e e
situation is sketched in Fig. 17.7. The problem can be treated cla.c:?gﬁ'y:’;

quantum mechanically,’ with essentially the (e & o)
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Fig. 17.7 Classical amission of & pholon fro j
is partially destroyed. 1 47 eriended (vbratng} source. Coharence

m;:;;uu:' gmumﬁ"“ fof all gamma rays is emitted without energy loss
A0 hastonergy ditferent Tom . (s 176) e 1o (1-D is greatly broadened
Mossbauer factor) is given by*'® - (Fig- 17.8). fraction f (called the Lamb- I
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Fig. 17.8 Mdssbauer lire and ¥ rays amitted with enargy oss.

fzexpl <X/ X Vs a7.n

Here (x? is the mean square displacement of the emitting mucleus in the direction of
the gamma ray and & = Af2x is Lhe reduced wavelength of the gamma ray. Eq.
(17.7) can be understood intuitively, by looking at Fig. 17.7. If (% << #?, all
photons are emitied from the same point, interference is perfect, and = 1. If {x%
>> &2, very little constructive interference remains and { = 0. Eq. (17.7) is rigorous

only for harmonic potentials. ; —_ e

5. The Debya-Waller Factor

We now retarn o X-ray diffraction. Rercading of the derivation feading to Eq. (ve.28)
(16-63, the structure factor equation, shows that the derivation implied fixed

atoms. We depict the situation in Fig. 17.92 Atoms, however, move. The probiem

of temperature motion was taken up 2s carly as 1914 by Debye.'! and again by
Waller.12 Since then, the problem has been discussed by many authors.'*>'” In Fig.

17.9b, two atoms are shown, each moving wo ¥

* at Rt b
im sL'\'FUn\dJ \ "
(2 (V) T(e) s [T T,
Fig. 17.9 {a) Diiraction trom fixed atoms. (b) Atoms vibrate about therr equilibsium
position.

within a volume characterized by the mean square radius (x3. The charge density
p(7) in Eq. (10.4) must be reptaced by
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p(T) = (Tt T-7) d3r (17.8)

where g{ T') describes the probability distribution of the atom. Since the Fourier
wransform of a convolution is equal to the product of the Fourier transforms of the
two functions, we obtain the replacement

() = (DT (17.9)

T(q), the Fourier transform of g(7), is called the Lemperamure or Debye-Waller
factor. With Eq. (17.9), Eq. (10.5) becomes

1hk 2) = const TH(T) F(hict)a. (17.10)

Assuming isotropic harmonic vibrations about the equilibrium positions, T(q) can
be calculated easily:

T(0) = exp(-W(8)) (17.11)
W) = 2 sin®0 (x?) A2 (17.12)

In the X-ray literature, instead of {x% one ofien quotes
B=8pf(x}. (17.13)

in proteins many atoros are spread out about their mean positions in & non-
harmonic manner. Eg. {17.11) then may be a bad approximation or it may not fit
the data at all. The problem has been smudied in a few papers,’®!%!# but much work
remains to be done.

The Lamb-M#ssbauer factor Eq. (17.7) and the Debye-Waller factor Eq.
(17.11) are closely related. In the Mdssbauer effect, interference occurs “within
one atom™ and only {x3 appears in the exponent. In X-ray diffraction, the X-mys
scartered from different atoms interfere and the path differcnce between two
trajectories, for instance the solid and the dashed ones in Fig. 17.9b. is given by 2
sin® (x3 . Moreover, f describes only emission (or absorption) while X-ray
scattering always involves absorption and reemission; the factor T in Eq. (17.10)
consequently appears squared.

The determination of T(0) and hence {x? for each atom in a protein is in
principle straightforward. In practice, however, very good diffraction data are

required.

We

6. The Debye-Waller Factor In Protelns2®

Eq. (17.10) shows that 1(8) drops with increasing angle because of the decreasing
factor F and the decreasing T(0). Originally, the factor T{(r) was considered to arisc
entirely from the vibrations about the equilibrium positions. In proteins, (x3
calculater from the measured valules of T tumed out 10 be rather large and the
unsatisfaciory results were blamed on “bad crystals.” However, the actual singation
is far more interesting than appeared at first ¥ To discuss the problem in & zeroth
approximation we ask: What phenomena can contribute to {x3? Afier some
thinking, we can write

(& ={xB + (B + (WD + (x3,. (17.14)

Here ¢ refers 1o conformational substarzs, d to diffusion, Ad to Jaice disorder, and
v 0 vibrations. The first term comes from the fact that a given alom in a protein can
be in many different conformational substates. To the X-rays, the various substates
will appear as a farger (x% . The second term can usually be neglected in X-ray
work. If diffusion were impontant, the X-ray pattemn would not be sharp. The third
term is caused by imperfections in the crystals and we assume thal it is temperature
independent and the same for all atoms in the protein. The last ierm comes from
vibrations about the equilibrium position. With Eq. (17.14), T(8) in Eq. (17.10) is
no longer caused only by temperature motion.

In some favorable cases, X-ray diffraction and Mssbauer effect ogether
permit determination of the conformational distribution. From the X-ray intensities,
{x3 is determined for all atoms in a crystal, if possible at many temperatures.
Neglecting diffusion, {(x% is then given by three terms in Eq. (17.14). Lf the protein
contains an iron atom, the Mtissbauer effect can be used w determine the recoilless
fraction {. At temperatures where conformational relaxation takes place, (x% for the
Maossbauer effect contains only two terms, v and ¢. Lauice disorder is not
important, because each iron atom acts independently. Thus from f we can find (x3
which is given by

(D= {x3. + (3, . (17.15)

Thus {xBx — {xMus= {x314: the lattice disorder term can be obtained! Once il is
known, we can find {x%., = {x3, + (x3, for all atoms. The separation of the
conformational and the vibrational lerm requires measurements over a wide
temperature range. However, for the function of a protcin, the sum of the two
terms is important and not the individual one. We will therefore in the following
discuss the behavior of {x3,,. Before looking at some specific examples we note
that computer studies'? show that the standand evaluation of the Debye-Waller
factors gives values for {x3 that are too small. The actual excursions of aloms in
proteins consequently are larger than indicated in the following figures.

A number of proteins have already been explored as discussed above.™* We
present here only a few examples from studies of myoglobin. The initial work on
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Mb? already indicated that protein structural fluctuations are much larger and much
more complex than initially anticipated. Fig. 17.10 shows the backbone of Mb.
The shaded area gives the region reached by fluctuations. [t is defined such that
fluctuations have a 1% probability of reaching outside the shaded arca. The
previous arguments indicate, bowever, that the evaluation underestimates the
motions; the actual displacements may be considerably larger than shown. Fig.
17.10 demonstrates that fluctuations are not uniform as they would bcla solid.

Fig. 17.10 Backbone of myoglobin. The aircles indicate the positions of the alpha
carbons. Displacements of backbone non.hydrogen aloms have a 1% probability of
reaching outside of the shaded region.?!

10 some regions, they are very small, in others, for instance at the comer near 120
{GH comer), they are large.

In Fig. 17.11, the displacements are shown in a different manner. The upper
part gives (a2) at room temperature for the backbone, the lower part
shows the largest displacement for each sidechain as a function of residue number.

AL

Nature

E {x") Main chain

A? b <x’> Side chains

o - [ GRS E i ISR 4

Fig. 17.11 The conformatianai and vibrational displacement {(x%)., for myoglobin. The
upper part gives the average values for the three mainchain (backbong) atnms Cs C N
The lowar presents the largest (x%g, in sach sidechain.2*

In Fig. 17.12, {xB is displayed for the aloms of a particular sidcd'niq. LY_S ?6, for
two related myoglobin forms, Met Fe and Oxy Co. In Met Fe, the iron is in the

Fe++* form and no kigand is boundIn Oxy Co, the iron is replaced by a cobalt alom
and an oxygen molecule is bound 2

NE
2t
A /
0250 I’W
¢y Cis
L d
0201 ca oY/ |
1

—— MET Fe

LYS 96

0 -

SIDECHAIN ATOMS

Fig. 17.12 Mean-square displacemants for the atoms of LY5 96 for two ditterent myoglobin
torms. 28
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More information conceming conformational substates comes from the temperature ;
dependence of (s #' Ina solid, {x? has a lemperanure dependence as showp inFig. 03 _ - L
17.13a Below the Debye temperaure T, {x3 is constant, nbcw_e TD it has ] 1 i
constant slope with an ifitercept that goes through zero. In & protein the situation A ;

can be very different as suggesied in Fig. 17.13b. If substates indeed exist md.m
frozen at very low temperature, the intercept of the intermediale {emperature regume
should not pass through 2ero, but should indicate the value of {x% of the substates
in the low-temperature imil At temperatures wherg transitions among substates
can occur, and where substaies with higher cnergies are populated, () could
increase dramatcally.

RL “‘T\‘ - BT Q0 20 30 40 S0 60 7UR B% 90 100 110 120 130 140 150
v L esdue

PASTEN x> - : :
o) Aagrzgebodone ativaloes for oo glohin vs residue nomber @ 80K, 2, 300 K The sverage is taken over the N, C,. and carbonyl

Jatemiany sinethe 14valuessl iRz caraoayl O atoma are urasliy hogher Anie i of 0045 A has been subtracted from the individua! observed
rvalues W)

}?m

‘ The results already obtained and shown in part in Figs. 17.10-12 and 16.14
indicate that substates exist and that different pants of a protein display very
different spatial fluctuations. The fluctuations are large compared to solids.

w4 k sdedteg

2erogout
mekiow i L

Karptus and collaborators have investigated the mean square deviations from
equilibrium in some proieins by molecular dynamics calculations. ® A rypical result
is shown in Fig. 17.15. The similarity 10 the experimental data is obvious.

T

Fig. 17.13 Tamperature dependence o (x%) . (a) Cabye solid. (b} Protein with substates.

Protein diffraction at low temperatures is not trivial; the crystals can deform or
shatter. Two techniques have been developed lo avoid this problem. Down to
about 200 K, the mother liquor is replaced by a cryopmiteciant ¥ Protein crystals
can be brought to even lower emperatures by shock freezing (plunging it into E?
liquid propane).? The low-temperature data indeed display the expected
behavior.202'2 The mean square displacements for the backbone of myoglobin at

Distance (A2
Vs

e -2
300 and ai 77 K are shown in Fig. 17.14 as example ® 1
0 R ST 40 <0 0
Residue co.
Fig. 17.15
. R.m.. displacements { ) and maximum displace-
menisf. ... . 3 of the o carbons, relative to the dynamical average

siructure.

(N Cammon | (ehm, owd \(nfg:\usa‘l)
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7. Thermal Expansion and Compressibility

X-rays, as we have shown 5o far, yield the static structure of proteins and provide
detailed information about the spatial fluctuations. X-ray diffraction can provide ohs0
i : be used 1o investigale the thermal expansion and the
compressibility of proteins.
For a homogeneous isotropic system. the isothermal compressibility is defined
by

1WEAL
B"‘"V(E)r {17.16)
the linear thermal expansion coefficient by
L 17.17
T a7.1n
Empirically, the two coefficients are connected by the Grilneisen relation,
1
a=7 Prev. (17.18)
L v

Here,  is the Linear dimension, V the volume of the system. X is the specific heat
and § the Grigheisen parameter.

The overall compressibility and expansion of proteins can be measured by standard
techniques:3 33 For myoglobin, the values are

f=10"mMN", = 14010 K (17.19)

Proteins are, however, ol isotropic and homogeneous X-rays permit the
detailed study of compressibiliry and thermal ¢xpansion. To sudy the differennal
comuressibility, the X-ray structure of a protein is determined at different
pressures 2 To find the expansion coefficient, the structure of a protein is carefully
measured at different temperarures. ™3 The change in the distances among atoms
ther. permits the calculation of & and B. not just for the overall protein, but also for
differens regions and directions. @ and [ no longer are scalars, they become Lensor
fields' The amount of detailed information obained is staggering and the best
method by which to exiract meaningful information is hot yet obvious. The overall
result, however, is clear The average values of & and B obtained by these X-ray
techniques agree with the values (Eq. (17.19)) from standard approaches.

Some data on b are summarized in Fig. 17.16, some dala on o are given in
Table 17.2.

Talge ki Expansicn, compressbility, and specific heat, near 300 K.3%

Substance & a Cy
104K 10 4meN° Jiom3K
Cu 17.5 12 34
Mo 115 BS 18
HLO 70 450 418

Benzene 410 950 1.5

o, X<

-2

YA S

Biophysics. Gavish et al
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Fig., 17.6 Schematlc representation of adiabatic compressibility values

for varous substances (ref. 3l}.
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8 Summary

The results emerging from Debye-Waller factor studies and
also from detailed structure determinations can be summarized as

follows :

A given primary sequence does not lead to a unique tertiary
structure, but to a very large number of slightly different
structures. The result can be described in different words by
saying that a given protein can be in a large number of different
conformational substates. Different substates perform the same
function, but possibly with different rates. Some may even be

inactive.

In some cases, the X-ray data are good enough so that atoms
can be seen to occupy different positions. In extreme cases,
entire side chains are in different positions. Example : George
Phillips MbCO at different pH.
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PART ITI
THE ENERGY LANDSCAPE OF PROTEINS
The history of physics and chemistry shows that the exploraticn of energy
levels is crucial for understanding physical systems and for discovering
physical laws. The measurements of the line spectra in atoms led to the
discovery of Balmer's relation, to the Bohr theory of the atom, the Schridinger
and Dirac equations, and quantum electrodynamics, Specific heat experiments
revealed the existence of vibrational energy states in solids and of tunnel
states in glasses, Nuclear energy levels yielded the essential clues to the
building the shell and the collective model. Particle masses and systematics
led to the eightfold way, to the quark model, and to quantum chromodynamics.
Biomolecules have energy spectra that are exceedingly complex. On the one
hand this complexity promlses to be a rich source of informatiom. On the
other hand, the richness makes the path to an understanding of the energy
levels difficult. 1In the present part, we sketch some of the important tools
and describe the major aspects of proteln energy levels.
i8. SURVEY

i8.1 From Nuclel to Proteinsg

Consider the energy levels of a number of eystems. Nuclel, with a
characteristic length of a few fm, possess excitatfon energles of the order of
keV to MeV, A typlcal example Ils given in Fig. 18.1. The first exclted satate

7

5]'l'-‘e 1s at l4.4 keV; it has a mean life of 1.4 x 107 sec.

of the nucleide
The spin of the ground state is 1/2, of the first excited state 3/2. In a
magnetic field, both ground state and excited state show a Zeeman splitting.
In an electric field, the gruund state remalns degenerate, the excited state
splits into twe substates. The domlnant excitation in atoms is electronic and

too well known to be discussed here.
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Fig. 18,1 Ground stare and first excited state of the nucleide ~"Fe.

piatomic molecules possess three rypes of excitation, electronic,

vibrational, and rotational. The essential features are shown in Fig. 18.2,

Energy levels for & simple diatemic

molecule The potential energy theavy

curvelss & function of the internuclear

(- Ex¢ned state dustance (X 58 Two electronic stater

are shown ([ and (I} They deffer in

their polentwl energy and in the

posiion of the misimum, the equil-

brium internucicat distance For each

clectronic staie there are differem

possible levels of vibranonal encrgy

{long, thin lines) and rotational energy

F'““‘{ (shorl lines, shown only for two

vibranonal levelsl A possible elec-

tronx teahsiion s shown by (a) and

2 s vibrauonal tranmton in the elec-
Tan tromc ground siate by ()

- Ground sTate

Energy

Fig. 18.2 The energy levels of a diatomic molecule.

In polyatomic molecules, more complex moticons can occur. As an important

new feature, we menticn the existence of tunnel states In the ammonia

molecule.l) The NH3 {5 sketched in Flg. 18.3, [t can exist in two different

arrangements {or substates in our termiaology}. The degeneracy leads to a

. R. P, Feynman, K. B, Leighton, and M. Sands, The Feynman Lectures on
Physics, Addison—Wesley, 1965, Vel. 111, Chapter 9.
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Fig. 18.3 The two substates of the a.monia molecule.
The ground state 1s split into two tunnel states.

splitting of the energy levels. The splitering is caused by the fact that the
N atoms can tunnel through the barrier formed by the three H atoms. The
tunnel splitting is gilven by

§E = 107 eV = 24 GHz.
In more complex molecules, we can expect more conformational substates, as we
have already discussed for the case of heme in Section 17.2.

Solids also show features that are of importance to biomolecules. The
specific heat, Eq. (B.26), is classically expected to be independent of
temperature. Experimentally, it goes to zero for T » 0. Einstein first
explained this observation with discrete energy levels in solids, as indicated
in Fig. 18.ha.2) A typical value of the Einstein energy is 0.1 eV. Debve
generalized Einsteln's spectrum and a typical Debye spectrum is shown in Fig.
18.4b. A cealistic spectrum is shown in Fig. 1B.4c. Note that b and c use a
different representation from a.

The vibrations in a solid are quantized and called phonons. Phonons are
not the only elementary excitations in solids. Plasmons, magnons, polarone,

and excitons can alse exist.

2. A. Pals, Subtle is the Lord... Clarendon Press, Oxford, 1982, Chapter 20.
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Fig. 18.4 Vibracional gpectra in solids.

In proteins, we expect to see most or all of the various excitations and
energy levels, from tunnel states to electronic states. A treatment of all
possible spectroscoples needed to obtain a complete picture of the energy
levels and the excitations in a protein would far exceed the space and time
avallable here. The following chapters are consequently not exhaustlve, but
should provide a glimpse at the richness of protein spectroscopy. Most of the
time we use heme proteins as example. As indicated in Fig. 18.5, all

components contribute to the excitatious.

Examples

backbone : uv, IR

proximal .
histidipe :Raman

ron : electronic, Mossbauer

IR
R€M® 1 paman
lobin ; IR

Fig. 18.5 Excitations in a heme protein.
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18.2 Units and Typical Energles

In differeat subfields of physics and chemlstry, different units for
energy are used and this fact can lead to confusicn. We therefore summarize
some of the units and conversicn factors here. We first note that we can
aither state the energy per atom or molecule, or per mole. The corresponding

Boltzmann factors and the relations are given in Table 1B8.l. We will

Table 18.1
per rolezule pet mole
exp(EkaT) exp({ E'/RT)
E' = X E
R =X kB

N o= 6,022 x 108 po17!
kg = 1,381 x 10723 5 7

Ro= 8.3 J mot”F ¢!

mhe\tw\b
scmetimes switch without warning from “per " to "per mole”. No harm
should be done! [In the chemical literature energies are frequently given in
k3 /mol. In atomic physics the electron Volt, eV, is a handy unit; every
physicist remembers the sinding energy of the first Bohr orbit of the hydrogen
atom, ~l3.b ev. Spectroscopists either measure energy in terms of frequency,
using the Hertz, Hz, or kHz, Mz, UHz as the basic unit, or in terus of wave-
numbers, cm_l. {.e. the (nverse of the wavelength. These units are related to
the energy proper by the followlng expressicns ‘€
R = W

where h 1s Planck's constant, B = h/l=, v is the frequency in Hz (= |

cycle/sec), w is angular frequency in radians/sec, ¢ ls the speed of light,

and A {s the wavelength, T = i/2», fc = 197 eV onm.

e 13

Energy can also be expressed in rerms of absolute temperature T,
€.
= ’ * = RT.
E = kpgT E RT (AZ)
Conversion expressions are summarized in Table 18.2. BNote that the conversion
'ﬂﬂ(ﬁf&&
switches without warning from "per mole” to "per wdx”. HMoreover, the

equations are dimensionally incorrect. The usefulness of the table is never-
theless clear - it permits changes from one vilue to another,

Table 18.2 Conversions.

1 wi/wol = 0.239 kcal/mol = 10.36 meV = 2.50 GHz = 83.5 et - 120 KL l

In Fig. 18.6, we compaTe energy, frequency, and wavelength gcaies, we
label the various specttoscoplc regions and indicate typlcal atomic or

molecular transitions. As is evident from the diagram, the various types of
‘og oy e
- Ve A
log (£/kd mol™l} viMa) Ne') AR

g - 1\ - ‘2.4 ?"
X rays 9T
[ N % 4 Inner shell electrons
=]
uv b+ q
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Fig. 18.6 tnergles, frequencies, and wavelengths,
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excitation are widely separated in frequency. In particular, there are many
bands in which the molecule does not absorb Qny energy at all. If we tune in
to a specific absorption band of a biomolecule, chances are that the absorption
is due to a localized group only, a so-called chromophore. A typical exaople
is the heme group in myoglobin which accounts for all the visible absorption
and therefore the coler of Mb.

The fact that the electronlc, vibrational and rotational energles of a
molecule are sc far apart is due to the large ratio of the nuclear to the
electronic mass

¢

4 5 |
107, 3
(A)

M/m ~ 10
The zero-point motion of the nuclel 1s relatively small; nuclei have fairly
well defined equilibrium positions about which they oscillate slowly compared
to the electronic motion. The otrder of magnitude of the electronic, vibra-
tional and rotational energies can easily be estimated. The uncertainty
relation ylelds for an electron of mass m confined to a linear dimension

a ~ 0.1 nm

E ~ h2/2ma2 ~ few eV 'E:)
e ‘ S
The ratio of vibrational to electronic energles 1is
E ot
vib m~1/2 -
E;__ ~ (H] » iees E ) 0.01...0.1 eV, gP)

Rotational energy levzls are the result of quantized rotation uvf the entire

molecule about its center of mass; the energles are given by

2 .
g~ PR o7 1070 ev. (6
Tot 2j ]
Here j ~ Mal ig the moment of inertia of the molecule. BEgs. (4) and (6) glve
Bpgp/Ep ~ /M. )
The energy of an excited state 1s thus given by
a.
E= B+ Byyp * Broe (‘E)

If the E levels are closely spaced, band spectra result.

t
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23. THE CONFORMATIONAL ENERGY SURFACE

In Fig. 21.1 we showed vibrational and conformational
levels. The existence of conformational substates implies that
Eq.(18.8) must be generallzed for a complex system to read

E = Eg + Byyp * Epoe * Boong - {23.1)

This equation expresses the fact that proteins with identical
primary sequences but somewhat different structures also have
digferent internal energies. We have treated the evidence for the
existence of structurally different conformations in Chapter 17.
In the present chapter, we treat the conformational energy
landscape. In other words we ask for the energy of a protein as a
function of position in the multidimensional space that describes
a given conformation. While we can already give some insight into
this problem, we should alsoc realize that this discipline is at
its very beginning. We can compare the present situation with
that of atomic physics in 1910, when the Balmer series was known
but spectral lines were not understood. ’

23.1 States and Substates

Most proteins are machines and perform scme function. They
consequently must possess at least two different states like a
switch which can be open or c¢losed. Examples are Mk, which can
have an bound dioxygen (MbO;) or not {Mb), or cytochrome ¢ which
can be charged or neutral. In a given state, a protein can assume
a large number of conformational subsatates {CS) as we discussed
in Chapter 17. This situation is sketched in Fig. 23.1.

Siates Substotes

'EE‘
ﬂ@...@....

fim

e (330
EF s T

Fig. 23.1 Most proteins can exist in at least two different
states, for instance MbO; and Mb. In each state, the protein can
assume a large number of conformaticnal substates.

Two types of motions are thus occurring: Equilibrium fluctuations
(EF) lead from one substate to another. Nonequilibrium motions
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accompany the transition from one state to another, for instance
from Mb to MbO,. We call these noneq&il%brium transitions FIM,
for functionaily important moticns. The following cartoon
explains the equilibrium and nonequilibrium situation clearly.

Fig. 23.2 A system at rest and in action.

EF and FIM are related through fluctuation-dissipation
theorems. We have discussed the simplest case of this theorem in
Section B.7. The connection is important for the studies of the
energy landscape. It means that we can investigate a particular
well in the conformational energy surface either by looking at
fluctuations or by pushing the system into a non-equilibrium
state and watching the return tc equilibrium. Qf course, there
are limitations to this approach : The extreme fluctuations in
equilibrium must reach the regicn that is involved in the non-

equilibrium motion. \ Gust & ¥ D M

We can summarize the most basic feature of the
conformational energy surface of a protein by drawing a cone
dimensional cross section through the hypersurface and we expect
that it will look as in Fig. 23.3, Schematically we can represent
the highly degenerate groundstate by the drawing at right., In
this picture, only the small circles at the bottom represent
conformational substates. The apex is a transition state; a
transition from one substate (1) to another substate (n) occurs
by a passage through the apex.

Fig. 23.3 raises a number of questions. The first, of
course, concerns the validity of the picture. Do substates indeed
exist? What 1is the experimental evidence and what 1is the
theoretical justification? If CS exist, what is the arrangement
and the connection to structure and function?

1 4. Frauenfelder, in Structure and Motions, Nucleic Acids
and Proteins. Eds. E. Clementi, G. Corongiu, M.H. Sarma, & R.H.
Sarma, Adenine Press, 1985. pp. 205-217.

2 A. nmnsari, J. Berendzen, S.F. Bowne, H. Frauenfelder,
I.E.T. Iben, T.B. Sauke, E. Shyamsunder, and R.D. Young, Proc.
Natl.Acad. Sci. USA 82, 5000-5004 (1985).

182

o

> )

Fig. 23.3 a. One dimensional cross ;ection through the
conformational energy hypersurface in a Partlcular state.
b. Tree diagram for the energy surface in a.

23.2 Experimental Evidence for Substates

ter 1B we discussed the fact that both, thegretical
argumé;tghgﬁd experimental facts, lead to the conclusion that
proteins cannot exist in Jjust one unique structure. Here we
discuss additional evidence for the existence of substates.” The
strongest evidence comes from three observatlons @ Reactign apd
relaxation processes at low Femperatures are nonexponential in
time, spectral lines are inhomogeneously broadened, above a
certain temperature proteins show eXxcess states {entropy), and
the specific heat at very low temperatures is glass-like. We
discuss some typical examples.

i i i idence for the complexity
Nonexponential Time Courses. Dramatic eviOen
ggnproteins appears in the rebinding kinetics of small Telecu}es
such as €O and O; to heme proteins at low Femperatures. We will
discuss these experiments in hmore detail in Part IV and only
ential features here. _
descr%ﬁ: E?:bgiitory“ for these egperiments is the inside of.a
heme protein, for instance myoglobin. Fig. 23.§ shows a schematic
cross section through the heme pocket, with a CO molecule
covalently bound at the heme iron (state A). The bond between the
iron and the CO can be broken by a light pulse. The CO then moves
into the heme pocket (state B). At temperatures below 200 K, the
CO cannot escape from the pocket into thg solyenp , but replnqS.
The potential energy surface for photgdlssoqlatlon and reb}nd}ng
is depicted in Fig., 23.4b. The barrier height for the binding
process B»A s Hpa. Above about AOK,.the rate coefficient, Kpp,
can be described by an Arrhenius relation of the form

3 H., Frauenfelder, F. Parak, and R.D. Young, Ann. Rev.
Biophys. Bicphys. Chem. 17, 451-479 (1988).

4 R.H. Austin, K.Ww. Beeson, L. Eisenstein, H. Frauenfelder,
and I.C. Gunsalus, Biochemistry 14, 1541-53173 (1975).
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K o
£ Ba
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& ]
A regction
coordinate

R (o}
Figure J Schematic representation of the heme pocket in heme protewns. (a) Real-space
cross section. (4) Potential diagram. A denotes the stale where the ligand s bound 10 the
heme irom, B the state where the ligand 18 in the keme pocket.

T' is a reference temperature, usually set at 100K, H is the
barrier height {activation enthalpy),and R (= 8.31 J/mog? is the
cas constant. If the preexponential Ag, and the barrier height
HBE have unigue values, then the rate coefficient has a single
value and rebinding is exponential in time,

N(t) = exp{-kgalT) £} . (23.2)

Here N(t) is the survival probability, i.e. the fraction of Mb
molecules that have not rebound a ligand at the time ¢t after
photodissociation.

The experimental results differ from the prediction of
Eg.(23.2). A typical result is shown in Fig. 23.5 for the
rebinding of CO to sperm whale mycglobin. Note that the plot does
not display log N{t) versus t, but log Nit) versus log t. In a
log-log plot, an exponential appears nearly like a step function
and a power law gives a straight line. The nonexponential time
course of N(t) in Fig. 23.5 can indeed be approximated by a
power law,

N{t) = (1 + kot)‘n , {23.3)
where kpy and n are temperature-dependent parameters. The binding

of CO to Mb is not an isolated case of nonexponential rebinding
kinetics. Nearly every binding process studied at low T yields

En
r swMbCO ¢
~ T5% glycerol- water g
- pH T —
- k L1 1 1
-8 T -6 -5 -4 -3 -2 o] ' H 3
u.s Log (1 /sec)
Figure A Time depend of the rebinding siter photod, i of CO o Mb. ¥(1) is

the surhaval probability, the feaction of Mb molecules that have not bound a CO at time ¢
after the Aash. The solid lines correspond to a theoretical fit, based on Equation 5, with the
activation enthalpy distribution g{/f) as shown s Figure & below.

similar curves.3 Nonexponential kinetics has also been observed
by time-resolved electron paramagnetic resonance (EPR) in the
rebind%ng of nitric oxide (NO) to cytochrome c oxidase and Mb at
low T.2 The experimental data for a wide varlety of heme protein-

ligand combinations thus demonstrates that the binding from the
heme pocket at temperatures below about 200 K is nonexponential
in time.

Nonexponential rebinding can be explained 1in two very
different ways, either by assuming inhomogeneous proteins with
each protein having a simple pathway as shown in Fig. 23.4b4, or
by assum%ng homogeneous proteins with different pathways in each
protein. Experiments unqmbiguously show that the £first
alternative is correct.? 4 This explanation is Jjust what one
expects from conformational substates as we now show.

Eq. (23.2) 1is valid if the preexponential Ag, and the
barrier height Hgp have a unique value. We postuﬁate that
proteins in different conformational substates have different
barrier heights and denote by g{HppaldHg, +the probability of a
protein having a barrier height Between Hpp and Hpp + dHga.- Eq.
(23.2) then is generalized to read

Nit) = IdHBA g(HBA) exp{-kBA(HBA;T) t}, (23-4)

where Kpp(Hpp;T) and Hpp are related by Bg. (23.1}. If N(t) is
measures over a wide temperature and time range, the
preexponential Agp, and the activation enthalpy distribution

5 LoBrutto,R., et.al. Biophys. J. 45, 473 (1984).
€ M. Marden, Eur. J. Biochem. 128, 399 (1983).

7 4. Frauenfelder, in Structure and Dynamics of Nucleic
Acids and Proteins. Eds. E. Clementi and R.H. Sarma, Adenine
Press, New York. pp. 369-376 {1983).
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/ gi{Hgp) can be found by Laplace inversios o{ Eg.(23.4). The 186
preexponentials -typically have values near 107 s~ and some . . -
distributions are shown in Fig. 23.6. A Gaussian superposition of Lorentzian lines 1is called a

Veigtian. More general forms may also occur. A nhumber of
different approaches provides information about the 1line
inhomogeneity. By analyzing the shape of thg lines, the
homogeneoug ango the inhomegeneous contrlbutlons. can bhe
separated. A second appfgach uses the lifetime of
fluorescing residues in proteins. Flucorescence lifetimes are
highly sensitive to the environment. "f a protein contains only
one of a given fluorescing residue, say tryptophan, and if the
environmert were identical in each protein molecule, the observed
decay would have only a single lifetime. In ;eal;ty, the abserved
decays can be fit be%{er with a lifetime distribution, implying
inhomogeneocus sites.

0.4

=l
glHgal/mol ki
Q
']

0 5 0 ”4 20 25 The most direct evidence for the Iinhomogeneity comes,
W Hga/kd el however, from hole burning experiments. Because of the power of

Figuref Acuvation energy distnbutions, ¢(Hy.). for rebinding of CO and O to myoglobio these experiments, we discuss two different types. Spectral hole
and the separated beta chains of normal and mutant hewoglobin. burnin; was first introduced to NMR spectroscopy by Bloemberg?n
et al.. We consider the optical version of hele burning here. 314

We repeat here the essential definitions and assumptions Consider first a single homogenecus component in Fig. 23.7. The
underlying the discussion. We have defined ¢§ as having the same line consists of a rnarrow zero-phonon line and a broad phonon
primary sequence, crudely the same structure, but differing in sideband. The zero-phonon line represents transitions in which no
detaill, and performing the same function, but with different phonon is emitted or absorbed. The photon sideband occurs because
rates. The obhservation of the nonexponential rebinding 1led to the environment starts vibrating as a result of the chromopho e
this definition : Eq. (23.4) implies that we can characterize a excitation. The relative intensity of the gero—phonon line is
CS by the barrier height Hgp. In this particular substate, given by the Debye-waller factor (See Section 17.5) exp{-s},
rebinding is exponential and given by the rate kgp(Hgp:T). The where S5 characterizes the strength of the electron phonon
different structures in the different CS result in different coupling. Three different types of hole-burning processes are
barrier heights and hence in different rates. At low T, each important. In transient hole burning, the anLdent laser line of
protein remains frozen in a particular CS and rebinding wavenumber v excites just one homogeneous 11ne {we neglect_the
consequently is nonexponential in time. At temperatures well phonon sideband) and the line after excitation shows a transient
above 200K, a protein fluctuates rapidiy from €5 to CS and hole {(Fig. 23.7b.) The hole will usually be refilled quickly by
rebinding can become exponential in time. the deexcitation. In photochemical hole burning (PHB), the
Inhomogeneous Spectral Lines. If proteins in different substates
indeed possess somewhat different structures, we should expect 8 A. Cooper, Chem. Phys. Lett. 99, 305 (1983).
that their electronic properties also to differ. Spectral lines .
consequently should not be homogeneous, but to consist of a % K.T. Schomacker and P.M. Champion, J. Chem. Phys. 84,
superposition of homogeneous lines as sketched in Fig. 23.7. 5314-5325 {1986).

Volgtian line WA ~ 10 v, srajer, K.T. Schomaker, and P.M. Champion, Phys. Rev.
T Letters 57, 1267-1270 (1986).
Lorentzians r% 11 3.p, alcala, E. Gratton, and F.G. Prendergast, Biophys.
T J. 51, 925-936 (1987).
< > ¥ 12y, Bloembergen, E.M. Purcell, and R.V. Pound, Phys. Rev.

71, 679 (1948).

Fig. 23.7 Inhomogeneous spectral lines. The observed line is .

expected to have a  Voigtian shape, namely a Gaussian 13 5. Friedrich and D. Haarer, Angewandte Chemie, Int. Ed.
superposition of Lorentzians. 23, 113-140 (1984).

14 5. Jankowiak and G.J. Small, Science 237, 618-625 (1987},
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Fig. 23.7 a. Line shape of a chromophore in a perfect
lattice. b. Transient hole purning. The phonon sideband is not
shown. c. Photochemical hole burning d. Nonphotechemical hole
burning.

incident laser beam induces a photochemical reaction. The
spectrum of the photoproduct is usually well separated from that
of the chromopnore and the hole consequently remains until the
reaction has been reversed. In a nonghotochemical hole burning
(NPHB) process, the incident 1light modifies the chromophore-
protein interaction. . The wavenumber of the absorption of the
photoproduct is close to that of the photolyzing light. In other
words, the jnecident light transfers the protein from one
conformational substate toO another. PHR and NPHB are well known
and studied in chromophores included in glasses. Holeburning
experiments with proteins have also been performed and
photochem%ga} a?g non - photochemical hole burning has been
observed. 6 18 These experiments show unambiguously that
the spectral lines of the chromophores are inhomogeneoucly
broadened and add to the evidence for conformational substates.

15 s.G. Boxer, D.J. Lockhart, and T.R. Middendorf, Chem.
Phys. Lett. 123, 476 (1986).

16 g .R. Meech, A.J. Hoff, and D.A. Wiersma, Chem. Phys.
Lett. 121, 287 {1985).

17 w. gshler, J. Friedrich, R. Fischer, H. Scheer. J. Chem.
Phys. 89, 871 (1988).

18 g.g. poxer, D.S. Gottfried, D.J. Lockhart, and T.R.
Middendorf, J. Chem. Phys. 86, 2439-2441 (1987).
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23.3 Glasses (Amorphous Solids).

At this point it is use i isti
progerties of glasses. (wWe useftie tzeg;:cﬂgia:gwe gﬁ;reg;gilﬁtlc
solids" ,nterchapggably.) The physics of glasses was somgwgu:
neglected by physicist for a considerable time. Within the a:t
cne or two decades, however, interest has been increasing ang it
has been real}zed that glasses share a number of fundamental
preperties w;th other complex systems. We sketch here L 2
5Eesaeprzg§;tle§e:2d iﬁf:r to the literature for details. fghso 51
‘ He a man roperties
intuitively understood if we cins?des a ;lassog fgiizieiiqﬁig be

Glass Formation. A ligquid may solidify in two ways, either

discentinucusly to a crystal or c
onti
pathways are shown in Fig. 23.8. puously to a glass. The two

T T v

T "m o' o* Gas

-

VOLUME —&

T i T
1 1 1

) TEMPERATURE —-

Fig. 23.8 Crystallization and glass formation. a. General

picture. b. Route 1 1is the path to the
glass. (After Zalle, ref. 20.} crystal, route Z to the

¢ yc,\rc.\ cs\cﬁa

The fundamental difference between a glass and a crystal is in
the atomic-scale structure. Crystals are pericdic and posse

long-range order. Glasses are aperiodic or randoem and gave zg
éong-rang? order. Ip a crystal! every atom knows where it should
e and has no competition for its equilibrjum position. Glasses

1™ ;
J.M. Ziman, Models of Disorder. Cambridge U. Press,197%.

20%% .
. 2alle Thy . .
York (1983). ' e Physics of Amorphous Solids. Wiley, New

21 3

Amorphous Solids. Topics in Current Physic

_Amc : . , Vol. 24. Ed.
W.A, Phillips. Springer, Berlin, 198l. Y ® ol. 24. &

22 sq s .
Structure and Mobility in Molecular and Atomic Glasses.

??Sgi? N.Y. Acad. Sci. 371, Eds. J.M. O'Reilly and M. Goldstein
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are frustrated23 : many atoms may compete for the same position
and a given atom may have more twa or more quasi-equilibrium
positions. In principle, essentially every liquid can be hrought
to the glassy state by cooling seo rapidly that the atoms have no
time to reach their periodic equilibrium position. For many
substances the cooling rate, however, must be so rapid that only a
computer situation can reach the glassy state., The structure Sn
the glassy state has been studied by many different techniques2 P
but we are not interested in this aspect here apart from the fact
that the arrangement is aperiodic. Finally we note that crystals
are in egquilibrium at all temperatures, whereas a glass is
usually in a nonequil%&r%gm metastable} state.

The Glass Transition.== 26 Fig, 23.8 shows that the liquid e
crystal transition is sharp and a melting or freezing temperature
can consequently be defined unambiquously. The ligquideglass
transition, however, is wide and the glass temperature, Tg,
therefore is not clearly defined. To get some better feeling for
the behavicr of a glass-forming system near the glass temperature
we show in Fig. 23.9 the temperature dependence of the specific
heat and the excess entropy of some glasses. In Fig. 23.10, we

b3Sy

Y T
2 H,50," 3H,0
E 20 :
3 |
: |
¢ .
3
T I
; A
: /B T
P N
ol s 550_=
100 200
200 “00 &00 R e

Fig. 23.9 Typical temperature dependencies of a. the specific
heat, b. the excess entropy. (After Zalle, ref.20.)

23 . Toulouse, Comm. Physics 2, 115 (1977).
24 3. 3ickle, Rep. Prog. Phys. 49, 171-231 (1986}.

25 g, Brawer, Relaxation in Viscous Liquids and Glasses.
american Ceramic Scc. Columbus, Ohio,1985.

26 p.G. Wolynes, AIP Conference Proceedings 180. Eds. 5.5.
chan anrd P.G. Debrunner, pp. 39-65. Am. Inst. Phys. New York
{1988).
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display the temperature dependence of the specific volume and the
vigcosity.

The curves demonstrate that it is difficult to define T
un.mbiguously. It is customary _to denote by Ty the temperature
where the viscosity reaches 10 3 poise . Alternatively one can

500 L
R EIEANE] !
| S + |
ST h
v I T —
PN =
- T — - —] Tiwe uw,ﬁi
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Fig. 23.10 The temperature dependence of the viscosity and th~
specific volume of a glass. {After Brawer, ref. 25.)

call Tg the midpoint of the step in the specific heat , Fig.
23.9a. However, the specific heat curve is largely determined by
the speed with which the calorimeter measures! If a faster
calorimeter is used, the curve shifts to lower temperatures and
this definition of T, conseguently is technique dependent.

We will return to %he behavior of the data shown in Figs. 23.9
and 23.10 later when we compare proteins and glasses.

Thg energy landscape. The energy landscape of a crystal is simple
(Fig. 3.la), that of a glass ngplex and it shows a highly
degenerate ground state (Fig.3.lb).

27

M. Goldstein , J. Chem. Phys. 51, 31728 (19s9]).
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One way to understand the appearance of a highly degenerate
groundstate as in Fig.3.1b follows from a simple
gedankenexperiment, sketched in Fig. 23.11. We consider a large
number of identical glass-forming liquid drops. We c¢ool the
entire ensemble at the same time and each liquid drop will form a
small glass droplet. While the composition of all droplets will
be identical, their structures will be different because they
froze when the atems in the 1liquid had different positions.
Moreover, they will have slightly different energies and will be
separated by energy barriers : In order to move from one
conformation to another, a droplet must partially or completely
melt. We therefore find an energy landscape as also sketched in
Fig, 23.11, with a large number of energy valleys separated by
high barriers.

liquid
drops 2 (:::)
freezing L

ropiets 4 |Sayshats)

energy
landscape
——

» C

Fig. 23.11 An ensemble of liquid drops will form, on cooling, an
ensemble of glassy drop. Each glassy drop will have a different
conformation and a somewhat different energy. To change the
conformation, an energy barrier must be surmounted.

while this gedanken experiment makes the appearance of a complex
energy landscape plausible, it gives no information about the
structure of the landscape. In fact, it is difficult to explore
the landscape in glasses in detail and we will see later that the
corresponding problem is less difficult for proteins.

Tunnel States. At low temperatures, glasses show
characteriigic,phenomena that distinguishes them clearly from
crystals}l we describe here only one, the behavior of the
specific heat or heat capacity, EqQ. {B.26). In crystals, the
Debye theory predicts that the specific heat at low temperatures

1% M.A. Phillips, Rep. Progr. Phys. 50, 1657-1708 {1987).
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is proportional to 73, 29 1+ is therefore customary to plot the
experimental data in tge form of C€/T3. Crystals, as expected,
possess a constant C/T° as is shown in Fig. 23.12. Glasses,

-~
w
d a3
L ‘(,5 3
W e
"
k
~
J
el
e ayM tew ="
i A > T/
LT5Y ] w \p0
Fig. 23.12 The heat capacity C(T) for a crystgl {guartz)
and a glass (vitreous silica) , plotted as log{C(T)/T?} wvs. log

]

however, show a very different behavior3® : Deviations from the
crystalline behavior start around 5 K and below 1 K, C can be
approximated by

c{T) = AT + B T3. (23.5)

The coefficient A describes the amount of excess specific heat.
Glasses thus display additional specific heat. Since the specific
heat describes the amount of energy that the system can take up,
the observation means that glasses possess additional degrees of
freedom that are not present in crystals.

The presently acgspted model was introduced by Phillip531
and by Anderscon et al.. The mocel is sketched in Fig. 23.13.
It is well known that energy levels in a double-well potential
are split. The splitting is caused by tunneling and this
tunneling has been observed in many phenomena. The two most

29 gee any texts on condensed matter physics, for instance
C. Kittel, Introduction to Solid State Physics. John Wiley, New
yYork. Any edition.

30 g.c. zeller and R.O. Pohl, Phys. Rev. B4, 2029 (1971).

31 yw.A. Phillips, J. Low Temp. Phys. 7, 351-360 (1972).

32 p.yw. Anderson, B.I. Halrerin, and C.M. Varma, Phil. Mag.
25, 1-9 (1972).
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spectacular ones are the ammonia maser and the K mesons. 32

Vo

JLiﬁ_
3

Fig. 23.13 Two-level system.

It is straightforward tc¢ calculate the energy splitting28
with the result

E = J{e2 + &%) , {23.6)
where & is the matrix element between the two wells,
& = 2 <2|H|L> . (23.7)

Here 1 and 2 denotes the unperturbed eigenfunctions in the two
wells and H is the Hamiltonian of the system.

At T=0, only the lower of the two levels is occupied. As the
temperature is increased, the higher level will alsoc become
occupied according to the Boltzmann facter. This process , of
course, leads to a contribution to the specific heat that 1is not
present in a crystal without two-level states (TLS). In order to
obtain ‘he term linear in T in Eg.(23.5%), one TLS is not encugh.
However, if a distribution of levels in introduced, the excess
specific heat can be explained.

The properties of glasses enter the arguments in two ways :
The structure has to Dbe such that TLS are possible, and the
disorder (randomness) makes the appearance of a distribution of
TLS plausible. The model hence is nearly universally accepted.

There are, however, some problems : Where are the TLS ? Every
glass, regardless of the structure and composition, shows a
specific heat of the form Eq.(23.5). Why is the distribution

such that BEg. (23.5) results ? Yu and Leggett have recently
looked as this problem and they suggest an alternative
approach. 4 we do not discuss their approach here, but mention it
because it may become important also for proteins.,

33 g.p. Feynman, R.B. Leighton, and M. Sands, The Feynman
Lectures on Physics, vol. I1I, 9.1 .Addison -Wesley,
Reading, 1965.

3 c.c. Yu and A.J. Leggett, Comments Cond. Mat. Phys. 14,
231-251 {198B).
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We have sketched some of the important properties of glasses
here because the similarity between proteins and glasses may be
important fecr an understanding of both systems, as already stated
briefly in Chapter 3. The most prgfound similarity 1is expressed
in Figs. 23.3 and 23.11 : Protelns and glasses both possess a
rugged energy landscape. The energy as a function of the
conformational coordinates possesses a _very large number of
minima or conformational substates. Both figures represent a cne-
dimensional cross section through the energy hypersurface and in
both cases we have just one type of substates. The actual
sjtuation iz more complicated as }S_SUggested by §he data in
Figs. 23.10 and 23.12: The glass transition occurs typically near
300K, but the tunnel states become apparent.near 1 K: The.two
phenomena consequently must involve parrlers dlfferent‘ in height
by about two to three orders of magnitude. How can we incorporate
such vastly different barriers in the energy landscape? It turns
out that proteins may actually be better systems than glasses to
explore this guestion and we therefore return to substates in

proteins.

23.4 The Hierarchy of Substates.

In Figs. 23.3 we have shown the energy landscape to be
arranged in the form of an inverted bush. All substates are
connected through one vertex; while the barriers between
substates are not all equal, it is possible to go from any one cs
to any other in one step. We will show here that it is more
likely that substates are arranged in a hierarchy as shown in
Fig. 23.14.%

o
s

CS\

Q

b.

Fig. 23.14 Hierarchical organizaticen of substates.

In Fig. 23.l4a, we show one-dimensional cross sectiens throucgh
the energy landscape. A protein, say MbCO, 1s 1n the crudest
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approximation described by the single potential well at the top.
Closer inspection then shows that it can exist in a small number
of substates of tier ©0, CSO, which are described as deep wslls
along the contormational cocrdinate ccl. Each of these (CSY s
again furcated inte a large number of substates of tier 1,CS*t.
These are described along a different coordinate, csl. Each of
these is again split into substates of tier 2, C5¢, described
along cocrdinate cc2. The branching may continue to tiers with
increasingly smaller barriers. In Fig. 23.14b, the arrangement is
shown in the form of an inverted tree. The barriers between
substates decrease in height with increasing tier. The barriers
even within one tier do not all have the same height, but are
distributed.

The difference to the bush-like arrangement shown in Fig.
23.3 and the hierarchical arrangement in Fig. 23,14 involves
energy barriers and conformational changes. In a bush, only one
structural change is needed to go from any one CS teo any other.
In the hierarchical arrangement, however, a number of structural
arrangement must occur. To go from a to b, only a minor
structural change must occur and the corresponding barrier is
small. To go from a to z, however, small and 1large changes must
take place. {Note that only the circles at the bottom represent
actual protein states; the higher wvertices simply indicate in
which well of the higher tiers the protein is.)

The Fig. 23.14 makes the experimental and theoretical goals
clear. Experimentally, the arrangement in tiers must be verified
and the properties of the different substates must be determined.
Theoretically, the organization should be understood in terms of
the protein structure.

23.5 Substates of Tier 0.

MbCO Stretch Bands. In heme proteins, nature has provided a
superb tool for the study of some substates, namely the stretch
vibration of the CO bound to the heme ircn (Fig.23.4). CO as a
gas 05 in a ligquid shows a stretch band centered at about 2140
em™1.35 A co molecule bound covalently to the heme iron is
expected to have a somewhat luwer frequency, because the Fe-CO
bond will weaken the C-0O bond. Indeed, the wavenumber of CO boqu
to the iron atom in myeglobin has a wvalue of about 1950 cm™-.
However, instead of just one stretch band, Mbgg shows at least
three as has been known for a considerable time. An example of
the transmission spectrum of MbCO, cbtained by FTIR spectroscopy,
is given in Fig. 23.15. To prove Esai ths Ygominent lines are
indeed caused by €O, a mixture of 140 6/clp was used. Indeed,

35 G.E. Ewing, J. Chem. Phys. 37, 2250-2256 (1992).

36 3.0. alben, in The Porphyrins, WVol. III. Academic
Press,pp.323-345 (1978).
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two characteristic spectra are obtained that are shifted by the
expected amount.

= T T v T
CIZOISI, CIZOIB

60K

TRANSMITTANCE

1 " 1 " 1
1800 2000 2200
FREQUENCY fem™)

Fig. 23.15 The infrared transmission spectrum of MbCO. Two
different isctopes of dioxygen are used.

While the transmission spectrum in Fig.23.15 clearly shows
CO lines, a detailed study is difficult, because it is difficult
to determine an exact baseline (the spectrum of Mb without CO)
Improved spectra are obtained with a difference technique: The
spectrum of MbCO is first measured at low temperature. The CO-Fe
bond then is brcoken by an intense light and the spectrum of the
resulting photoproduct Mb* is determined. The difference spectrum
MbCO-Mb* yields the spectrum of the CO lines both in the bound
and the photolyzed state, as shown in Fig. 23.16. -

The data in Fig. 23.16, taken at 5.5 K, clearly show three
IR bands in the bound and three in the photodissociated state. We
label the bands as indicated in the figure. A weak line may be
present between A and A;. We tentatively assume that each IR
band characterizes a particular substate of tier 0 and dencte
these substates also with Ag, A;, and Ay. In the following we
prove that this assumption is strongly supported by all
experimental data.

Properties cof the CS0. The three substates of tier 0 in MbCO
show a number of remarkable properties. While their wavenumbers
are largely independent of external conditions, their relative
intensities depend strongly on temperature, pressure, pH, and
solvent. As an example, Fig. 23.17 shows the ratic A /Ap as a
function of temperature for three different pressures. (Note that
100 MPa = 1 kbar).
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Fig. 23.16. Difference spectrum for MbCO. The difference in
absorbance between MbCO and Mb* is shown as a functjcon of
wavenumber. The bound states appear near 1950 cm™ the
weak lines of the photcdissociated CC are near 2150 cm'i.
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Oh(b) 200 MPa JEE e
100 MPg 4

1000/ T(K™Y

F.g. 23.17 Temperature dggendence of the ratio hg/A;  at pH
6.6 for three pressures.

The ratio Ap/A; shows four regions : Below about 200 K, it
is constant. Between 200 and 220 K, a gentle bend occurs. Above

200 K, it first gscggaggs, reaches a minimum near 300 K, and then
increases again.

37 1.E.T. Iben et al., Phys. Rev. Letters 62, 1916-1919
(1989} .

38. M.K. Hong et al., Biophys. J., 58, 429-436 {1990 .
39. H. Frauenfelder et al., J. Phys. Chem. 94, 1024~1038 (1990).
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wWith decreasina pH (See Appendix D) the ratio Ap/hq
increases strongly.4

p i i i i .17  can be
he behavior in Fig. 23.1 8
terpretation. T
interégeted by assuming that the three bands represent three cs%.

i i d assume that the two

implicit consider only Ay and Ajp an ‘ .
Eags:ﬂzs hagé gslightly different entroples, energies, and
Qolumes and that the transitions between the two substates are
characterized by rates kgp and kig (Fig. 23.18). Above a certain

Ao /_\A\

o

Fig. 23.18 Substates of tier 0

temperature, T,, transition between the cs® will be s0 fast Ehgt
the two states are in equilibriwm so that the ratio of their
populations is given by

= - - = f 23.8
Ap/hy = exp[- AG/RTY = expl[-{&E + P&V T&S) /RT] ( )

where for instance AE = Eg - Ep. Well below T, ;hctng?§2?2
is so slow that the populations no longer cha?ge an e ratio
becomes constant; the protein ha§ become glassy. ToTverl § ii
scenario, we ccnsider the two regions well below g and we
aboveng é?aggreP§§§:Tléne of the characteristics of a glass_is
metastability; a glass 1is a non—equlllbr}um 'SyiFem tinf tﬁs
properties depend on its histoiy. Mezz&;i?;%tiz lggpéﬁgg, Zn iti

of a system below its glass E *
;E::gry. igtory dependence <Cin be proven bg at geniizi
approach.‘g The properties of the system gre mgasuiﬁ ai a ?T er
temperature and pressure below T after_zeachlngg S potge Soiid
by two different pathways, as shown 1in Fig. 23-1tﬁ n _the solid
pathway, the system is first frozen (F) and then ? llsw iee
(FP); on the dashed pathway, pressurization (P) is ollowe ty
freezing(PF). Fig. 23.20 shows the result of such ?n expe;LTenF,
where the IR spectrum of MbCO 1s mea$ured at the ?TSOEOLE-EO i
FP, PF, and PFR in the TP plane, with Tj=225 K, T¢= ’thlft'
MPa, P¢=200 MPa. The infrared spectra obtaine on e two
pathways differ; metastability 1s proven.

40 A. Ansari et al., Biophys. Chem. 26, 337-355 (1987).
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Fig.23.19 The system is taken - ° . *P
from an initial state (T;,P;) 7
to a final state (T¢,Pgl on o ,--,-w—--.,-n-,iyl
different pathways, e.g. 2007/, 9LASS, TRANSITION Wﬁ%
0-»F+FP {solid path) and I
0+P+»PF (dashed path). I |
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Fig. 23.20 The MbCO stretch spectrum determined at the four
points F, FP, PF, and PFR in Fig. 23.19. (Ref. 41).

The Equilibrium Region. Consider now the behavior of Ap/Ap
well abocve T, in Fig. 23.17. EQ.{23.8) with constant values of
s, E, and g Vv, predicts a straight 1line in a plot of
log(Ag/Aq) versus 1/T and does not explain the opserved change in
slope near 300K. A phase transition near 300K, with alchange from
,e.g., substate Ap to a new substate Ap' can‘flt the @ata.
However, no pronounced change in the position or width of either
stretch band is observed and this explanation therefore is not
attractive. The solution comes from Fig. 23.9b which indicates
that the entropy of a glass or of the liquid above the glass
temperature is not constant, but increases nearly linegrly with
T. A similar behavior has been observed for proteins. We

therefore assume as simplest possibility that the erntropy depends
on T and P as

S(T,P) = 3(0) + sT + VP. (23.9})

The term linear in T is justified by experiment; the term linear

41 G.M. Mrevlishvili, Sov. Phys. Usp. 22, 433 (1979).

G(T)y = G(0} -
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in P is justified by noting that the Maxwell relation (\S/AP)T
~-(aV/3T)p (Table B.1l) yields

V(T,P) = V(0} - vT. (23.10)

The standard relation describing thermal expansion is usually
written as

V{(T) = V(0}[1 + B T], (23.11)

where B 15 the coefficient of thermal expansion and where the
compressibility has been neglected. Egs.{(23.10}) and (23.11, show
that

v = -3 V(CG). {23.12)

At constant pressure, dG = - S dT. With Eq.({23.9) we therefore

get Nt

[ Yo

[$(0)+sT+VP}dT = G{0) - S(0)T - VPT - }sT2, (23.13)

The difference in Gibbs free energy between two substates pecomes
with AG(0) = AE(0)

AG(T,P}) = AE(0) + P AVI(0) - TAS(0) - av PT - & as T2 {23.14).

Fits with Eqs.{(23.8) and (23.14) yield the solid lines in Fig.
23.17. A similar procedure can alsc be used for the ratio A3/By.

We therefore know the relative thermodynamic parameters of the
three substates of tier 0 as a function of T and P and therefare

have made a first step toward the exploration of
landscape of MbCO.

The Structure of the CSQ; A first ste toward the
exploration of the spatial structure of the CS is done by
determining the angle of the CO dipole with reifecz to the heme
normal by using a photoselection technique.43 ) 5 The basic
idea of the technique is simple : Small fractions of MbCO are
photolyzed at low temperatures w.th linearly polarized light. The
absorption is most efficient when the electric vector of the
incident light is parallel to the transient dipole moment of the

the energy

42 H.B. Callen, Thermodynamics, Wiley, New York, 1985. See
in particular Chapter 7.

43 aA.c. Albrecht, J. Mol. Spectrosc. 6, 84-108 (1961).

4 P. Ormes et al., Proc.Natl. Adad. Sci. USA B85, 8492-849¢
{1988).

4SfJ.N. Moore P.A. Hansen, and P.M. Hochstrasser, Proc.
Natl. Acad. Sci. USA 85, 5062~3066 (1988},

i
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heme~CO system. Partial photolysis hence produces a polarized
gsample which shows a linear dichroism. By measuring the linear
dichroism of the different CO stretch bands , the angle a between
the CO dipole and the heme normal is determined. The result,
plotted versus the center wavenumber of the bands, is shown in
Fig. 23.21.
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Fig. 23.21. Correlation of the angle o between CO and ths
heme normal in MbCO with the stretch wavenumber in the CS
substates. The dashed lines represent the wavenumber dependence
of the CO orientation within the AY and the A; substate.(Ref.45)

The results in Fig.23.2l1 demonstrate that the structures of
the three substates of tier 0 are differggt. Fig. 23.22 shows
possible conformations near the heme group.

5 '
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Fig. 23.22 Substates of tier 0 in MbCO.
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XK-ray diffraction 3 MbCo also show the presence of more
than one CO orientation. The data are not vet sufficient to
decide if the different angles a agree with the ones detegmined
by the photoselection technique and if the different CsVY also
have different overall structures. What is needed are experiments
on single crystals with different pH.

Functional Properties of Cs0. Do the different cs® bind co
with different rates? Do answer this gquestion, experiments
similar to the ones discussed in Subsection 23.2 were performed,
but the rebinding of the photodissociated CQ was monitored
separately in the three substates Ag, Ar, and Aj. The result at
one particular temperature, shown 1n Fig.23.23, derncnstrates two
important features: The different sukstates indeed bind CO with
different rates, and rebinding to each individual csl  is
nonexponential in time. Ay is fastest and A3 slowest,

CF @8 e, ...:o s % % sae ..\- . ... 5
-g .l'.
T, s
I . 'o"!
L]
! taa .,
;4‘1- “‘ -.. «
- r *a '-
L]
| o
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I e S N B R z 3 4
Log L1/t

Fig.23.23. Rebinding of CO to Mb after photodissociation in
the three substates of tier C.

The information gathered so far indeed shows that Ay, A,
and Ay are substates : They have similar overall structure;
ntherwise they would noct have essentially the same optical
spectra and the X-ray diffraction data would show evidence for
vastly different structures. They differ in detail; the angles a
are different in each substate. They all have the same function,
binding of €O, but perform it with differgnt rates.

The Biological Importance of the CS~. At this point we can
speculate at the biological importance of the substates of tier
0. First it is tempting to assume that similar substates occur in
other proteins. Secondly we note that many external agents, such
as temperature, pressure, PpH, and solvent, <¢an c¢hange the
poBulation ratio of the three CSY in Mb. Thirdly we know that the
csY in Mb perform the same function, but with considerably
different rates. The csY can consequently be a means for the
control of protein reactions : Rather than change the rate in one

6 1, Kuriyan, S. Wilz, ™. Karplus, and G. A. petsko, J.
Mol. Biol. 192, 133-154 (1986).
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An idea of the richness of substates of tier 0 comes f;om
the figure below (Reinhard Scholl, Thesis University‘of Illineois,
1991). The figure shows that substate§ accur  in .all heme
proteins studied, and that their relative intensities depend
critically cn many parameters.
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given strgcture, control is

achieved by switching the protein
from one CY to another.

23.v Substates of Tier 1.

Fig.23.14 shows each cs? tg be furcated intuv a large number
of substates of tier 1. The strongest evidence for this tier
comes from nonexpconential rebinding observed in the IR. In
Subsection 23.2 we explained nonexponential rebinding in a
straightforward way by postulating that different proteins are in
different substates, with corresponding barrier heights for
rebinding. Fig. 23.23 shows that rebinding of €O to Mb is
nosexponential in time in each cs%. This fact implies that each
Cs* is branched into a large number of substates of tiler 1, just
as shown in Fig.23.14,

A more detailed study of the characteristics of tier 1 is
based on relaxation experiments and will be treated in Part 1IV.
One crucial property of the Csl, however, does not need a
detailed examination and is evident from the rebinding
experiments . These experiments4® demonstrate that rebinding to
individual ¢sY is nonexponential in time up to about 160 K,
Relaxation in this tier therefore does not begin below 160 K and
this cbservation places a lower 1limit on the height of the
barriers between CS*:. § Edqwnzxmumn SVERY TS VNIV D

23.F} Substates of Tier 2.

Evidence for substates of tier 2 comes from the Mossbauer
effect and from rebinding experiments. Here we only describe the
M&ssbauer data, usidng a very simple theory to extract the
essential information.

The MSssbauer Effect. The iron atom in Mb is an excellent
object for MEssbauer studies, 35 gketched in Subsection 22.2. In
the eggeriments discussed hered/ 4 , the iggn in Mb is enriched
with Fe. The transmission of a beam of Fe gamma rays from a
M&ssbauer source through the Mb sample is studied and the
fraction, f£(T), of the gamma rays absorbed without reccil is
determined, It is customary te plot instead f(T) the mean square
deviation of the M&ssbauer nucleus, defined by Eg.(17.7) as <x3>
= - x* In £(T). 1In Fig.23.24, <«<x3> is plotted versus T for a
number of myoglobin systems. Except for the "dry" MbCO, all
systems show the same behavior. Up te about 200 K, <x3> increases
linearly with T. Near 200 K, a pronocunced change in slope occurs

47 g, Parak, E.N. Frolov, R.L. M&ssbauer, and V.I.
Goldanskii, J. Mol. Biol. 145, 825 - 8331 (1981).

48 4. Keller and P.G. Debrunner, Phys. Rev. Letters 45, &8-
71 (1980).

4% p.G. Debrunner, unpublished results.
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and <x?> becomes rapidly larger. The behavior up to about 200 K
is like that in any crystalline solid and 1is explained by an
increased vibrational contribution. The rapid increase above 200
K implies thag new degrees of freedom become available. In other
words, the 7re nucleus experiences new motions. The same
behavior is_ _observed in glasses near and above the glass
temperature. At first sight, the behavior appears toc be just as
expected: above the glass temperature, new motions set in. A
closer look, however, shows that the situation is more
complicated. As we pointed out earlier, nothing important happens
at T,; it is simply the point where the relaxation time is about
103 g. The M?ssbauer effect, however, has a characteristic time
of _about 107’ s and should not be sensitive to motions as slow as
10 s. Indeed, a more detailed analysis shows that the
characteristic energies involved in the Mdssbauer effect are
typical for substates of tier 2, not tier 1. The essential
feature of the analysis can be expressed simply.

ELIE- N Litterst, Nuclear Instr. Metheds 199, 87 {1%82).
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Below about 160 K, <x3> is determined by vibrations and we
c~1l this contribution <x?>, and assume that it is linear in T up
to at least 300K. Above about 160 K, the conformational motion
sets in and we denote its mean-square deviation Dby <x2>.. For
random motions we can write

<x3> = <xid, + «xi>g. (23.15)

For the corresponding contributions to the recoilless fraction we
consequently can write _<<ﬂ% /ﬁ}.
£(T) = £4(T) £.(T), L=< . (23.16)

it is straightforward to extract the <xi>; or f.(T) from Fig.
231.24, For the further evaluation we note that <x3> in Fig. 23.24
refers to the intensity of the sharp MoSssbauer line. We now
assume that the Fe nucleus experiences conformational motions
with an average rate coefficient <k >. The decay rate of the
Mossbauer state is given by ky = éét, where 1t is the mgan_}lfe of
the emitting nuclear level. (TFor Fe kN,* 7.08 x 10° 571). The
fraction f£,(T) of nuclei that remain unaffected by the
conformational motion is given by

£ (T} = exp{-<ky>/ky}t- (23.17)

The average rate coefficient for the conformational motions
hence is given by

<kp> = ky X¥o /N {23.18)

Fig.23.25 gives log <k,> versus inverse temperature for single
crystal decoxy Mb and for MbO; in agueous soluticn. The dat§ shog
Arrhenius behavior between about 200 and ZSO_K. Above 250 K in
agueous solution, a new motion appears to set in. Values of the
preexponential factior and the activatiocn energy are given in
Fig. 23.25. These values also imply that the motion sgnsed by the
Fe nucleus is much faster than motions involved 1n tier 0 and 1.
We will discuss these relaxation phencmena in more detail in PART
IV. The essential conclusion to remember here is that motions
occur even at temperaturers below Tg.
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Fig.23.25 The average relaxation rate for the Mossbauer
effect versus 1000/T.

23.8 Lower Tier Substates

So far, we have explored the substates shown in Fig. 23.14
down to tier 2. No additional tiers are shown in that figure.
There is good evidence, however, of substates with even lower
activation energies. The biological importance of these tiers and
motions is not clear. It is likely, however, that they will be
important for a full understanding of complex systems.
Nevertheless we only make a few short remarks here and treat one
example in more detail.

Evidence for substates of the lower tiegi cgges rom
the excess low-temperature specific heat 5 inelastic

51 v 1. Goldanskii, Yu.F. Krupyanski, and V.N. Flerov, Dokl.
Akad. Nauk SSSR 272, 978-981 (1983).

32 g.p. Singh, H.J. Schink, H.V. Lohneysen, F. Parak, and S.
Hunklinger, 2. Phys. B 55, 23 (1984).

(198 53 1.-s. Yang and A.C. Anderson, Phys. Rev., B 34, 2942-2944
1986).

1T

neutron sggtt§51n954, hggesg bgsningls-la 55, dielectric

relaxation, , and NMR. It is not clear yet if one
tier can explain all observed relaxations occuring between 0.1
and,say, 100 K. Morover, it 1is also not clear if differcunt
proteins behave similarly or not. We describe here only one
beautiful hole-burning experiment.

Hole burning has Tlready been discussed in section 23.3.
Kshler and Friedrich® used this technique to study the
relaxation taking place at very low temperatures. They used a
large protein assembly, phycobilisome, which serves 35 a
molecular light pipe in cyanobacteria and red algae.¢ The
phycobilisomes contain a chromophore, allophycocyanin (APC) at
the core. APC has a broad absorption band arcund 650 nm. Laser
irradiation (wavelength 657.3 nm} at 4K yields the deep hole
shown in the insert of Fig. 23.26. This hole proves that the
absorption band in the APC chromophore is inhomogenecusly
broadened and consequently implies the existence of
conformational substates. At the burning temperature Ty = 4 K,
the width of the hole is nearly time independent. To study the
relaxation of the CS, K&hler and Friedrich used a temperature
cycling technique. After measuring the hole at 4 K, they
increased the temperature by 1 K, stayed at five K for a set
time, rewturned to Ty, and measured the area, the shape and the
width of the hele. The cycling is then repeated by going to a
higher T. The experiment yields interesting results : The line
stays Lorentzian if it was Lorentzian before the burning, the
area changes little, but the width increases with the cycling
temperature T as shown in Fig. 23.26.

54 y, Doster, S. Cusack, and W. Petry, Nature 337, 754-756
(1989).

35 g, Kushida, A. Kurita, Y. Kanematsu, and Y. Touyama, Can.
J. Physics, in press.

56 R, pethig

57 p,. Genzel, F. Kremer, A. Poglitsch, and G. Bechtold,
Biopolymers 22, 1715-1729 (1983}).

58 E.R. Andrew, D.J. Bryant, and E.M. Cashell, Chem. Phys.
Letters 69, 551-554 (1980),

59 M.,A. Keniry. T.M. Rothgeb, R.L. Smith, H.S. Gutowsky, and
E. Oldfield, Biochemistry 22, 1917-192G6 (1983).

60. H.C. Lee and E. 0ldfield, J.Am.Chem. Soc.111,1584-1590{1989).

6l w. Kdhler and J. Friedrich, J. Chem. Phys. 90, 1270-1273
{1989},

82 I,. stryer, Bilochemistry, 3rd ed. p. 531 (1988).
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Fig. 23.26 Insert : Hole burned into the absorption spectrum
of the chromophore allophycocyanin (ACP) embedded in the
protein supramolecular aggregate phycobilisome of the algae
mastigogladus laminosus. Main curve: Broadening of the hole
as a function of the cycling temperature T. (From Kohler and
Friedrich, ref. 61).

The results in Fig. 23.26 can be explained in terms of
substates. In the hole-burning process, a photon-induced process
changes the substate and the CS corresponding toc the wavelength
of the hole are rearranged and moved over the entire absorption
band. Since this process is photon induced, it is not thermally
reversible at low temperatures and the area of the hole remains
essentially constant. Equilibrium fluctuaticns among the
substates change the width of the hole. Fig.23.26 shows two
distinct regions for the substate rearrangement. Below about 37
K, the broadening is proportional to T? and the transitions among
substates in this temperature range OCCUr by guantum-mechanical
tunneling. (We will discuss this process in more §%tail in Part
1V). Above 37 K, broadening is proportional to T3 and it can
be explained as being due to thermally activated transitions.

23.8 Summary and Open Problems

As pointed out at the beginning, the exploration of the
conformational-energy landscape of proteins is at a beginning. We
dimly see the basic features, but most of the lmportant data are
sti1ll lacking. Much experimental and theoretical work remains to
be done before we will have a complete picture.
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PART IV

24. THE FUNCTIONS OF MYOGLOBIN AND HEMOGLOBIN!™®)

FUNCTION AND DYNAMICS Hemoglobin is the vital protein that conveys oxygen from the lungs to the

In the first three parts, we discussed the " primitive" tissues and facilitates the return of carbon dioxide from the tissues back to
aspects of proteins, namely their structure and energy landscape.
The object of <the discussions could just as well have been the lungs. Myoglobin accepts and stores the oxygen released by hemoglobin and
glasses instead of proteins. We did not use the fact that
proteins are parts of 1living systems and have well-defined transpotfls it to the mitochondria. The pathways are shown in Fig. 24.1.
functions. In the present part we turn to the function of
proteins and the connection between structure, dynamics, and co. LUNGS o
function. While we already had to be selective in the first three ! !
parts, here we have t¢ select even more. An encrmous amou.t is N
already known about the function of proteins and in many cases,
the essential features of protein reactions are well known and
well characterized. We are interested here in a more fundamental
approach : Can we connect structure, dynamics, and function ?
Even 1in very simple cases, these relations are not fully
understood and certainly not yet described quantitatively. We
will therefore take some wall ‘wuoww protein reactions, namely
the binding of small ligands such as dioxygen or carboh meonoxide,
to hewe proteins. The biological reaction here appears to be *
extremely simple, namely the association and dissociation of, for
instance, O5, toc myoglobin (Mb} or hemoglobin (Hb)}. Nevertheless,
the detailed study of such a biological reaction
demonstrates that it is exceedingly complex and can already teach
us a great deal about biolegical reactions and biolegical
control. In fact, even now the details of the reactions are not
known and many problems remain to be solved. We consequently take o - o
these binding reacticns as prototypes that will teach us the L :
underlying principles. ’“*"E'“"'”

The approach taken here involves a number of areas:
a. The phenomenclogical description of the function. Fig. 24.% Oxygen is carried from the lungs to the tissues by hemoglebin, and
b. The meclecular descripticn of the same function, assuming carbon dioxide is carried back to the iungs. Part of the C0, transport occurs
essentially rigid proteins {("single particle model". because the amino terminl of the four chains in hemoglobin can bind CO, directly
¢. The exploration of the motions of the protein ( dynamics). to form carbaminc compounds: R—NH2+C02+R—NH—CUO +H". (After Dickerson & Geis)
d. The dynamic picture of the function : connect motions and
function.

In order to treat even a, we require a knowledge of
e. Reaction theory. Because reaction theory 1is involved in all 1. M. Weissbluth, Hemoglobin, Springer, New York, 1974.
aspects, we treat it already after a. 2. M. F. Perutz, Sci. American 239(6), 92-125 (1978). h

3, L. Stryer, Biochemistry, Freeman, San Francisco, 1988, T eA. .
4. M. F. Perutz, #ol. Blol. Evol. 1, 1-28 (1983). 6. Ran. Bioguys. 2k, 38-136 (e

5. R. E. Dickersen and T. Geis, Hemoglobin, Benjamin/Cummings, Menlo Park, 1983,
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Myoglobin is about as simple a protein as can be found and we use it as
prototype for studying many of the aspects of protein physics. Hemoglobin is
already more complex. While Mb {s a monomer, Eb Is a tetramer. Mir—is—very

litele affected hy outside ageats, Hb is the provotype of an allosteric

protein which is regulated by apecific molecules in the environment. Moreover,

Hb shows cooperative behavier: It can bind four oxygen molecules. The first

binds much more slowly than the last. Mb from different species are similar,
Hb shows pronounced and fascinating species adaptation.“‘s)
In the present chapter we give some of the basic features and numbers

concerning the binding of small ligands, 0, and €O, to Mb and Hb.

24,1 Ligand Binding to Myoglebin

We use Mb as prototype of a monomeric protein aud write for the reaction

of deoxyMb with a ligand, for instance 02

kf
on .
+ ), > .
Mb + 0, & Mbo (.\l)
A
off

Here A  1is the rate coefficlent for associarion and hogp the corresponding

coefficient for dissociation. Since these coefficients can change over many

orders of magnitude, we refuse to call them constants. Moreaver, for reasons

that will become clear later, we denote them with A and not with k. We keep k

for «lementacy steps. The prime on Aén denotes that it is a second-order

coefficient, with units different from the first—order ccefficient X _r.; ﬂon
depends on the concentration of the reactants, Aoff does not.  Denoting

concentrations (mol/liter) by [

(Iﬁkl) as

J, we write the rate equation for the reaction

d1Mb]

00y

T T L P R N 1 ) (2

6. fA. . T. North and J. E. Lydon, Contemp. Phys. 25, 3IM1-393 {(]1984).

b S B
2T
In equilibrium, d{Mb)/de = 0, and
At [MbO ]
A ST T - 333N
a Iy [Mbl[0,]
off 2

Here A_ is the equilibrium coefficient for asscciation, connected to the
a
equilibrirm coefficient for dissocliation by
b= 1A, TRy
? .
If the system is unot in equilibrium, the general solution of Eq. gg) depends
on the initial conditioms and is usually found by computer. We return to this

problem later and continue here with the equilibrism case.

Assume that Mb is im a solution in equilibrium. The partial oxygen

pressure above the solution, given by P, is also assumed to be in ecquilibrium
with the solvent. Some Mb molecules will be in the deoxy form, some wiil have

an 0, bound. The degree of fractional saturation is given by

[MbOzl

- RO IrTAET ey WS
¥ 7 oo, [+ M ]
1%
or with Eq. S?)
Afo (0,1
¥ =.££“;] o= = Zn—_ 3 1“_%
1+ a[UZI E025+ a
The 02 concentration is proportional to the partial pressute P of the dioxyygen
and hence
N S Ay N7F
P+P
1/2 )
is 2] jal oxygen pressurc at which half of the Mb molecutes are
Here Pl/Z is the partial oxyg p
in the deoxy state. The pressure is usually yiven in torr, where 1 torr = 1
mm Hg = 133.32 Pa (pascal) and 105 Pa = 1 bar.
In Fig. 24.2, the experimental curves for the tracrional saturation v oare
. .2,

given as function of P for Mb and for Hb. The varve for Mb tullows the
WM.
theoretical expression Eg. gz) well. The curve far Hb, however, does st
fUN S 7
follow the hypetbolic behavior praedicted by Eq. (:1 but shows g sigrotdal

shape.
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Fig., 4.2 Oxygen equilibrium curves of A,myoglobin and B,hemoglobin.

The difference between Mb and Hb becomes even clearer in the Hill

plot, Fig. 24.3. To introduce the Hill plot, we use the ratio of

oxy to deoxy protein (y/[l-y]) and write with Egs.(24.6) and
24.7)

T = e = e, (24.8)
Y .J,\.q Py

OXYy M4 O3y P
deoxy i-
A plot of y/[1-y] as a function of oxygen pressure P should yield
a straight 1line, if _A. 1is constant. As shawn in Fig. 24.3, Mb
yields a straight line, but Hb does not.

24,2 Ligand Binding to Hemoglobin

Fig., 24.2 demonstrates that Hb does not satisfy the simple
hyperbolic relation Eqg. (24.7). T? fit the data, Hill intreoduced
in 1913 a hypothetical equilibrium

Hb + n 0y & Hb(0;)p. (24.9)

The fractional saturation for this hypothetical reaction is given
by
T Wolon, ) i
T meael  vaown
where we have again used the fact that the concentration of O is
proporticnal tc the partial dioxygen pressure. With Eq.(24.10§ we

get .
D A (F_) (24.11)
| —‘>/ Tlh .

(24.10)

21y

.
In a Hill plot, log (y/(i-y)) versus log (P/PI/Z)' Eg. &ll) gives a straight

line with slope n. For Hb, n = j. Fig. 24.3 shows a Hill plot for Hb. At
small and large values of P, n = 1. This result is reasonable: Al very low
P, only a small fraction of Hb molecules are occupied and they have only one
of the four sites occupied. The molecule acts like a monomer and the relation
deduced for Mb applies. At very large P, nearly all states will be occupied
and again Hb acts like Mb, but with swaller value of Pl/Z' In the transition

W,
region, Eq. sel) is a good approximation, with a Hill coefficient n = 2.8,

.
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Fig. 24.3 Hill plot. Hb at pH

~

NOTE &
Do not confuse association rates angd equilibrium coefficients. Mb binds

oxygen more tightiy than Hb, but the binding of 02 to Mb is slower than to Hb.
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24.3 The Bohr Effect

Christian Bohr, 1855-1911, the father of Niels, discovered that the
affinity of hemoglobin for O, depends on acidity. The relevant curves are
shown in Figs. 24.4 and 24.5. The cooperative characteristics are aot
affected by pH. Removal of protens increases the affinity for mvf'

The importance is clear. In the lung, uptake of O2 is facilitated; in thz

tissues, 0 is more easily givea off.

N #0y tmen Hgl
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Fig. 24.4 The effect of pH on oxygen equitibrium curves,

-

Fig. 4.5 Eftect of pH on the aftinity of hemoplobin for vxygen.

For a long time, it was stated that the bindi o i
to Mb is independent of pH. Careful measurements sh;»neq hgwétgindi
small pg depgndence for the binding of CO to Mb. (Q. Doster'et
al., _Blochemlstry 21, 4831-4839 (1982). This effect can be
explained in terms of substates of tier 0.
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7S, REACTION THEORY

Chemical reactions govern all aspects of biological processes, from
enzyme catalysis to transfer of charge, matter, and informatiocn. Any deep
understanding of biological reactions mu.t be based on a sound theory of
chemica' reaction dynamic;. Mast of the knowledge of reaction dynamics,
however, has been deduced from cwo-body inreracrﬂuns of small molecules in the
£as phase.l) In contrast bjiemolecules provide a complex but highly organized
environment which can affect the course of the reaction. Fortunately, the
complexity implies a richness of phenomena that allows the examination of
fundamental aspects of reaction dynamics. Biomolecules, in particular heme
proteins, form an excellent laboratory.

In this chapter we describe some of the main features of reaction theory
and stress aspects where experiments with proteins have yiclded new insight
into reaction theory or call for a reevaluation and exrensjon ot the theorv.
These t~pics include tunneling, friction, gating, adiabaticity versus
nonadiabaticity, pressure, and the role of intermediate states.  The results

indicate that the field is rich., Une word concerns the terms kinetics and

dynamics. With kinetics we mean the descriprion of the time dependence of a
¥

reaction in terms of rate coefficienrs, as—fere-duat + At

Dynamics is concerned with the explanation of they reaction paramcters in terms

of the structure of the protein.

1. $. Glasstone, K.J, Laidler, and H. by, 1!?~£Efﬂfi,iﬂ_;ﬁ1li,K(Tf:ii£i|
MeCraw-Hill, 1941 (the standard WOTK) .,
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If on? looks through a standard text treating chemical
reactions [*], it appears as if the problem had been solved and
anly minor questions remained to be answered. The actual
situation is very different and reactions in complex systems are
still being investigated. In an incomplete and probably
misleading way, we can explain some of the problems in the
following diagram.

- Adiabatiz---------=-=-- e

REACTION <
N Nonadiabatic-----—m-—nn .
simple------=—===-o-——=x o

SYSTEM =
" Complex=-===e———————___ v
Statig--——-—--———-—7 == [

ENVIRONMENT =

TT\Fluctuating--------=-n= s

Any combination of these cases can occur. A reaction can, for
instance, occur in a complex, static (frozen) system and invelve
a non-adiabatic transition. And, to make matters worse, the cases
shown above are limits and most real situations are mixed. A
complete discussion of all cases is far beyond this course..The
treatment should, however, provide some insight into the various
areas.

The standard treatment in biochemistry and chemistry is
based on two equations: The time course of a reaction is usually
fitted to one or possibly twe exponentials,

N{t) = N{0O} exp{-k(T)t},

and the temperature dependence of the rate coefficient k(T) is
usually fitted to an Arrhenius (transition state ) expression

k(T) = A exp{-E/RT}.

The two expressions fit almost any data well. Why do we reject
them? Because the fits are usually done over small ranges in
N{t), t, and T. Since there is no fundamental benchmark by which
the results can be gauged, even totally inappropriate values of A
and E are accepted. The discussions that follow should indicate

where theoretically better founded equations can be found and used.
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25.0 Chemical Kinetics

Chemical kinetics is 1like sleep: it 1is essential, but
boring. It contains no information about the physics or chemistry
of a —-eaction, but is necessary for its descripticn and for the
evaluation of the important parameters. We cnonsequently present

the minipum of equations and refer to the literature for ali
details (1 a3,

First-order reactions.
The simplest reaction is of the form &4 - B. We assume that

the rate of the reaction is independent of the number of species
present s¢ that

dA(t) = - dB{t) = - k A(t) dt.

Here k is the time-independent reaction rate coefficient., A(t)
and B{t) are the concentrations of the species A and B at the
time t. The equation yields

Alt) = A(Q) exp{-kt},

the relation that is most often used, even if inappropriate. The
reaction rate is defined as

R = dA(t)/dt = - kA(t).

While the reaction rate coefficient is independent of the time t
and the concentration of the reacting species, the rate depends
on time and on A{t).
Slightly more general is the reaction
AgE——2 B.
15:78
The differential equation is easily written down. With the

normalization A(t) + B{ct) = 1, and the definition of the
equilibrium coefficient K ,

we get for the case A{Q0) = 1, B(0) = 0

— ' w,
Af{t) = (H-—K- )y o+ (W ) eXP{-(kAB + kBA)t}'

1a . s.w. Benson, The Foundations of Chemical K netics,
McGraw-Hill,NY, 1960; K.J. Laidler, Reaction Kinetics, Mc Graw-
Hill, NY,1965; R.E. Weston,Jr. and H/.A. Schwarz, Chemical
Kinetics, Prentice Hall 1972; H. Eyring, S.H. Lin, and S.M. Lin,
Basic Chemical Kinetics, Wiley, 1980. See also textbooks on
Physical Chemistry.
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Note that the reaction proceeds with the rate Kpp+kpe, even
though some of the ones that have gone from A to B return to A.

The meaning of the equilibriun ceoefficient K is easy to see.
In equilibrium, the concentration rate in the two states A and B
is given by A kpp = B kpp, or
B/A = K

First order reaction.
Consider now the reaction

A+ B > P,
where P denotes the product. The equation govern this process is
da/dt = 4B/dt = - k A B.
Since A and B disappear at the same rate, we can write
B-A=a

where a is the excess (or deficiency) of B compared to A. Then

dA/dt = ~ k A [A + al.
Define
BR=Aa+P, L = a/p.
The normalized fraction of A(t) [ A{(0} = 1] that has not reacted
at time A is given by N{t) = A{t}/B.

If A and B are present in equal concentrations {(a = L = 0),
N(t) is a power law with slope -1 at long times:

N(t) = [1/f + Bkt]~l.
Here f is the fraction of A that participates in the reaction,
£ = A(0)/B.

The general solution becomes
(.
NS T el T
If B»A, B remains essentially constant in time and the reaction
becomes pseudo-first order, with

N(t) = exp{-Bkt}.

226d

Note that the coefficients k ina first and a second crder
reiction have different dime?sionsi k{first order) is given in
s~ , kisecond-order} in s™+ mol™-+.

The time dependence of a second-order reaction for various
values of L is given in the figure below.

T T T T T
L=0.3
-4F . . - 4
- L=0.l
z L=1 L=0.01
— -2t . . . - . . . . . 4
3t L=3 L=0.001
8 i . : : ‘ .
r L=10 L=0
_3E . . . . . . . , . . 4
E Ls30
-4 YT BT IR WE T il YT THEE P TR PO . W UTh
-8 -4 -3 -2 -1 0
Log (t)

Figure A.1: Bimolecular Reaction Bimolecular reaction for various values of I,

(L= % = (—1) where f = 1, ak = 10%/s.
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251l Archenius Transitrions and Tunneling

The reaction rates depead on many parameters, the most important one of
which js temperature. Empirically most reactlon rate coefficients depend
exponentially un temperature,

—E/kBT
K(T) = A E . @aswy
The preexponential or frequency factor A is essentially temperature
independent. The activation energy E controls the "emperature dependence.
Eq. (1) was first given by Hood in L3878, then by Arrhenius in 1887;_1l it s
called the Arrhenius equation. From the measured reaction rates, A and E are
found by plotting log k versus 1/T.{ hemenins Plo¥) »

Let us cunsider a binding process in more derail by using a siwplified
case., Assume that the potential betfween two reactiang particles depends only
on their distance, We represent the situation by the potential energy map In

¥
Fig. J‘ The map shows two wells, separated by a saddle, Well A is much

deeper rhan B. Two cross sections as indicated in Fig. 28,1 are given in Fig.

8.2, A particle placed ian vne well, say B, has a certain probability of

- —— -

R
N '@ B

A
t
!

i
| LA

Fig. 2501 Extremely simplified potential energy map for a transition B + A.

“d: S. arrhenius, 2. Phys. Chem. 4, 226 {1839).

»y vl

\;/
uhuta e Aiaiat. S

~____E_ff____ ' b Cdale

.

> Lhg
AR
Fig. 25:2 Two cross sections through the energy map of Fig. 2%.1.

moving to the other well. What are the essential aspects of such a process?

If well A is much deeper than B, say by about 1 eV (100 kJ/mol), the

transition corresponds to a chemical binding,

The energy levels in the two wells are guantized. An enormous amount of

energy has been spent by many people to calculate energy levels in detailgs)

We sketch in Fig. 2¥.3 the energy levels in a two-well system as obtained in

Fig. 2.3 vVibrational eigenvalues in a double wel].3) Levels below the
separating barrier are predominantly localized in one or the other well.

EB. B. G. Wicke and D. 0. Harris, J. Chem. Phys. b4, 5236-5242 (1976).
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in ref. 4. Since the two wells form one system, energy levels are always
common to both wells, even below the barrier. However, the wave function
[}
depends drastically on level, as sketched in Fig. thd. \ . | -
/ - fr— A .
-t e o = Aﬁhtmus
Wavefunction localized —aman aemn
in well A .
Tunnel
8 3
Low T. Only levels below High T. Some levels above
barrier occupied. Only barrier occupied. Arrhenius
tunneling. and tunneling vccur.

Fig. 2505 Temperatute dependence of transitien B » A,

every field of physics, the single-parricle approach is a necessary first

Fig. 27.4 Localized wave function,

Assume now that a particle 1s fnitially placed in well B ani that there step. Improvenments come when the most primitive approximation is understood,

are very nany idearical systems so that we can consider averages. At a Flg. 25,5 demonstrates that tumneling and classieal morion ate wot fue

temperture T, the levels in well B will be occupied according to a Boltzmann different phenomena, but two aspects ot the sawe process.

. : - . . . .y 2 a 5 i ) & = ' = ST
dlstribution and two situations must be considered as indicated ja Fig. 2805, 25,2 Traesigion State Theory (T5T)

AL very low temperatures, only the lowest levels in B will be uccupied. To A “derivation” of the Arrhenius relation is siven by the Transition state

move ta A, particles have to tunnel through the barrier. At hizh theOTY-l) Here we jgive a Simple“duriValioSqu the corresponcing rare
Lemperatures, some levels above che saddle point will be accupied nd coefficient kTST for the transition over a barrier of hefpht 1L This Dends
particles can move over the barrler classically, by rhe standard Arrhenius essentially to the Eyring relation., This relation has been vsel extensively
motion. We will treat the two cases in more detail ju the aext sections, in chemlstry in the past 50 years. Ne will Tater sihow fhat TS e s aot
The discussion given so far is extremely simplified and corresponds ro a justified in reactions in the comleased phase, fu parriculac do nratern
£ reactions. Nevertheless, it forms the starting print tar meny discassions g

single particle potential model. The romlex many-body system o0 2 protein is
n

. : . X . I3 irs asic o T s e R S amant
replaced by a potential and the particle (CO, tor instance) mowves in a fixed we cherefore need to understand frs baste featurc *

terd . bk . Y

potential. Clearly, such an oversimplified approach misscs manv ot the

essential aspecs of protein dynamics. Equally clearly, as we kaow trom neatly
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Consider the situation shown in Fig. 2¥.6, where E%A denotes the height
of the barier between the well B and the transition state between B and A.
Assume the system to be in equilibrium at temperature T. The fraction of

molecules having an energy E greater than Ega is then given by

LT N

~—> ME) 93 ,Vy

-

o

Fig. 2¥.6 Thermal transitions over the barrier between B and A.
The Boltzmann distribution N(E) vs E for the particles in well B
are shown at right.

j"t exp[~E/RT]dE

Be exp[-‘EgA/RT]. s
foexp[—E/RTidE

The molecules vibrate in well B with a frequency given by hw = kBT, or
k. T

v = Jh_ , (25.3)

about lUl3 5”1 at 300 K. We further denote the number of stares (degeneracy)

in well B by gg» 00 tuop of the barrier by Spa- The rate coefficient with
which a molecule passes from well B to A by overcoming the barrier is given by
the product of attack frequency v, ratio of states gBAIgB' and probability of
having an energy larger than EﬁA:

3
-tF kT
. Ba’ K3
kpgy = v (Bga/gg) @ .

But
Bga/Bp = @ s . lasw,
where StA is the entropy difference between the bottom of well B and the top
of the barrier B + A. The rate thus finally can be written as
+
-F_ /k_T
. BA" "B
Rigr = Ve , 255
where Fi, = £ ~ T §¥, is cthe differ in Helmhol
BA BA BA e ence 1n helmholtz energy between wel] B
ang the top of the barrier {activation Helmholtz energy).
Assume now in addition that the system is placéd under a pressure P and
that the velume of the system is VB in state B and VBA 4t the transition state
on top of the barier. The particle moving from B to A then has to have an [
energy EBA + P VgA, with

+ = - - -
VBa = Vaa " Ve» {254

in order to reach the top of the barrier. Hero VgA i1s called *he acrivaticn

volume. The Iimit of integration Epy 10 Eq. (2) fs replaced by H§A = Eﬁﬂ +
¥ ;
P VEA' the activation enathalpy. H;A then appears jnstead of E;A in all
subsequent equations and the final expression can be written as
kpgp = V exp(-Gj,/RT), Sy
with
¥ o_F F .
Gpa = Hgq — T Sgy, Us.z
and
LR + o
Hpa = Ega + P VE,. (254>
Note that if V;a is regative, rthe reaction becomes faster with incroasing
pressurte.
Wy w
Comparison of Egs. &7)—(9) and Eg. (1) shows that
¥
A= exp(SBA/kBT), [{AWT
& -
E = HBA' (A
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233 the Kramers theory.lO Before doing so, we describe briefly why

the apProach of Kramers is important for biocmolecules.
With Eq.(25.3), EQ.(25.7) becomes the standard Eyring expression Biomolecular Reactions. We have pointed out a few times that
?iotelns are dynamic systems and that we eXpect protein

_ % uctuations to influence rotein reacticns If i i
k = {kpgT/h) exp{-G /RT). (25.12) : p . a protein is
TST B embedded in a  solvent, the solvent will influence the
This relation, in some form or other, is found in most texts.d fluctuations . In particular, we can expect that some protein
while it may be justified for gas-phase reacticns, its reactions will decrease with increasing viscesity. Indeeq,
application to biomolecular reactions pan—lead—to —serious i Meppoyndt experiments show that wviscosity affects for instance ¢pzyme
problems. To discuss improved relations we note that Eq.(25.12) reactions and the binding of ligands to heme proteins, To
is basged on a number of assumptions. The most essential evaluate such experiments, the following general approach can be
assumptions are : used.

{i) The system is in thermal equilibrium.

(ii) A trajectory crosses the barrier only cnce and the
system dces not return from B to A.

{1ii)The system can be treated classicully.

(iv) The reaction proceeds adiabatically.

Assume that we have measured an observable F as a function of temperature

T and viscosity n, keeping other parameters constant. F consequently is a

(v) The reaction surface is statJ}c. function of the two variables T and n, F(T,n), and represents a surface jin a
All of these assumptions are guestionable for biomclecular
reactions and must be removed and the treatment must be T-n plot. For a given solvent, n depends approximately exponentially on

generalized.
temperature. If we plot F vs n, n spans too larye a range. Thus we take log

. n as le. Th i T-1 i s {
25.3 The Kramers Equation. second variable e plot of F(T,n) in a o n oplot is sketched in

. - Fig. 2Bb.¢. 1f th 2 h i assumed that » various
In 1940, H.A. Kramers® treated a simple model of a chemical g 253 1 e surtace is smooth it caa be assumed that the various

reaction, namely the escape of a partigle from a potential well,

by using the Fokker-Planck equation.® For a lorig time, Kramers' solvents do not change the protein in an unacceptable manner. Isothermal cuts
work was appreciated only by a few theoreticians’ and not at all o -

by the experimentalists. Within the last two decades, Kramers' through the F(T,n) surface show how the viscosity atfects Fp ene—wxazple is
work has become the central point of an improved approach to

reaction theory and reactions in solids and it has also been ptver—tmrtr~2F&.  Isoviscesity curs provide the femperature dependence of
discovered by the experimentalists. The number of papers has

become extrsmgly large so that we refer to reviews for a complete F(T,n) at fixed viscosity.

discussion. ﬂ No really simple discussion of the apprcach of

Kramers exists and his original paper 1is not easy to read. We
therefore follow an earlier, somewhat handwaving, intrecductieon to

4 see for instance R.S. Berry, S.A. Rice, and J. Ross, 10 H. Frauenfelder and P.G. Wolynes, Science 229, 337-345
Physical Chemistry, Wiley, New York, 1980. Eg.(30.68). (1985).
5 . ll-\
M. Dresden, H.A. Kramers, Springer New York, 1987. 8. Somogyi and S. Damjanovich, J. Theor. #ial. 48, 193 (19/%)
‘ 12 ==B. Gavish, 8lophys. Struct. Mech. 4, 37 (1978). -
6 H.A. Kramers, Physica 7, 284 {1940). P Gavish and M. M. Werber, Biochemistry 1%, 126% (1y7y).
: . 13 ;
7 H.c. Brinkman, Physies 22, 149 (1956). R. Landauer and B—Gawieh—rnd
J.A. Swanson, Phys. Rev. 121, 1668 (1961). 14 o
2 ' D. Beece, L. Eisenstein, H. Frauentelder, D. Good, . €. Mirde-
P. Hanggi, J. Stat. Phys. 42, 105-148 (198¢). L. Reinisch, A. H. Keynolds, L. B. Sorensen, and K. T. Yue Hi:)("ht“_‘i Cr

. . 19, 5147-5157 (1980),
o, p. Hinggi, P. Talkner, and M. Borkovec, Rev. Mod. Phys. 62,

251-341 (1990).

9a. See also the issiue "Rate Processes in Dissipative Systems: 50

Years after Kramers." Ber. Bunsenges. Phys. Chem. 95,43 (1991).
6% Reprinted in H.A. Kramers, Collected Scientific Papers.

North-Holland, Amsterdam, 1956.



"~ T « constant

log 7

"Fa.‘l.f: ?‘ Idealized plot of an abservable F as a funciion of the two independent vanables T
and log . where T s temperature and n the viscosity. Isothermal (T = constant) and soviscos-
ity i = constand) sections are indicated.

The conc%usion of experiments over a wide range of
viscosity i1 is clear : Protein reactions are strongly
influenced by viscosity. This result implies that pretein motions
are indeed important for protein function and it alsc suggests
that the standard TST relation is not sufficient for the data
evaluation,

Reacticon Coordinate and Friction. 1In Fig. 25.6, we show a
reaction from state B to state A as a transition along a reaction
coordinate rc. Reality is, of course, far more complex. In the
actual reaction, the entire protein and its surrounding takes
part. If we could treat the entire system without approximations,
all dynamical effects would be incorporated and there would be no
need to intreduce viscosity or friction. Indeed, in molecular
dynamics calculaticns such an approach is used. Usually, however,
the reaction is treated by separating the coordinates into a
reaction coordinate and invisikle coordinates. The invisible
coordinates exchange energy and momentum with the reaction
coordinate, Energy and momentum of the reaction coordinate alone
are not conserved; the reaction coordinate can gain or lose
energy and momentum. The effect of this exchange on the reaction
coordinate is called friction. Friction 1is essential for the
trapping of the system in the product state A. The fluctuation-
dissipation theorem {Subsection B.7} tells us that the fricticn
(dissipation} is necessarily accompanied by fluctuating forces,
arising also from the neglected coordinates. When friction is
large the motion along the reaction coordinate looks like a
Brownian motion or a random walk, and not the smooth ballistic
motien required for the derivation of the TST equaticn. Friction
¢an be roughly characterized by a velocity autocorrelation time
Ty which is given by

Ty =g . (25.13)

Here m 1is an effective mass and & is the friction coefficient.

15

of Viscosity on the Photocycle of Bacteriorhodopsin. Photochem.
Photobiol. 33, 517-522 {(1981).

+ Us Beece, $.7. Bowne, J. Czégé, L. Eisenstein, H., Frauenfelder, D. Goed,
M.C. Marden, J. Marque, P. Urmos, L. Reinisch and K.T. Yue, The effact
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In a 1liquid, % is approximately related to the vis i
Stokes law, Y cosity n by

9 = 6mna (25.14)

where a is a characteristic linear distance.

The Transmission Coefficient. Friction will clearly affect
Fhe_rgaction rate coefficient k. The effect of friction (or the
invisible coordinates) can be characterized by a transmission
coefficient, W , by writing

k = % Kpep s {25.15)

where kT%T is given by Eg.{25.7). Kramers' theory shows that «
has the_ orm sketched in Fig. 25.8 : At low friction, is
proporticnal, and at high friction inversely proportiocnal to the
friction coefficient., In the intermediate regime, the value
1 predigted by TST is an upper limit and can be significantly in
error.

N > g Y,

g‘ﬁ¥

Fig. 25.8 General behavior of the transmissicon coefficient
as predicted by the Kramers theory.

The general behavior can be easily understood. At low
friction, the systems above the barrier in Fig. 25.6 guickly
react, but then equilibrium has to be reestablished: Systems with
lower energy have to acquire sufficient energy to move aver the
barrier and this process is proportional to viscosity. At high
viscosity, the system must diffuse over the barrier and this
process is inversely proportional to viscosity.

The rate coefficient k reaches a maximum at a value

L{."“\ = dwmw (28D

16 p.g, Truhlar, W.L. Hase, and J.T. Hynes, J. Phys. Chem.
87, 2664 (1983).
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where W o= 2nYy . and where d is a numerical coefficient that
depends on the reaction energy surface and the damping mechanism
but is smaller than 1. With the Stokes relation, Eg.{25.14), and
d =1, Eq., (25.16) becomes

Meeie = (/3 (m/a)w/2n). (25.1%)
The typical values of m/a = 2 x 1071% ¢ em™! and w/2n = 1613 sec! yield n_ ;.
= 7 millipoise (mP). Water at 300 K has a viscosity of 8.5 mP, so we expect
mnst prokein reactlions to be overdamped.
Whereas the calculation of the reaction rate over the entire range of

i)

‘riction 1is difficultlfi: ;Z:I. the limiting cases g << and 7 >> I

crit crit
can be treaed by using simple physjical arguments based on the two

characteristic lengths in the problem. The first length is the mean free

)
138

path, A, the average distance before the coordinate reverses its direction of
FE A ]

motion. From Eq. (%), A is related to the velocity autocorrelation time Ty

or the friction ¢ by
i oy 172 _
Aoy T, (2mkgT) S g =5 (15 08Y

rms v

where v is the root-mean-square velocity., The second relevant length is

rms

the size of the transition regian, gTS’ defined by the condition that the

energy in tnis region is within kBT of the transition state energy, For a

i
parabolic Gibbs energy barrier with curvature m(w*)“ at the col, as drawn in
Ls.g
Fig. B¥etd, L5 is given by

. 2,172
Lpg = 2[2kgTim(w*) ) 0" o (LMY
where w* s the undamped frequency of motion in the taop of the trausitjion

barrier.

A

9.9
Fiy. 3 Parabolic barrier,

with characteristic jengths. nlv the rop
The transition region ]‘;‘HLH%L A otvpiead

of the barrier is shown.
it e richr.,

trajectory in the overdamped regime is shown

Loy
i/

The characrer of rthe transirion is derermiacd by the oatio Lo, tiven
15 .8 15 Ay '
by Egs. H4%4 and &3 as
3.
(W



239

The system is critically damped if only one collision occurs during the
passage so that A = &g or mm* ~ 2;, This criterion agrees with the general
criterion Eq. (?2). If A 2> ETS' the system moves ballistically, without
collisions, through the transition region; it is underdamped. If A << gTS'
the sysrem undergoes many collisfions in the rtransition state and it is
overdamped. Borh situations can be discussed in simple terms}') We fires
treat the high-friction case,with—a—eHghtiy tHifPTem—approuch than—uset—tn
referonee—d,

High friction. When the friction is high, the reacting system Is always
in equilibrium with rhe surrounding heat bath, but the particle cannot
traverse the transition region In a single attempt. Rather, as sketched in
Fig, 25.53, 4 particle that attempts the crossing will make a random walk over
the transition region. Most of the rime, it will only penetrate a small
distance into the transition region and will then return to the bottom of well
B before trying again. The number of tries required for a successful crossing
is given by the ratio ETSIZX. The transmission coefficient is the inverse of

15
the ratio of tries and thus given by Eq. (20). Introducing this transmission

15
coefficient jato Eq. {J) gives with v = mB/2n
" MRSy Ry CLs.an)
k{T,g) = 7 e . ()
ne b) :
5.

Eq. (21} is the relation Kramers found ar the high-damping Hmit. ®) (This
limit is sometimes called the "diffusiom limit”. Diffusion here refers to the
Brownian passage over the col and not to the ordinary diffusion that yoverns

“diffusion-controlled” biemeleesler reactions,)

240

Low Friction. {if the friction is low, the system, on leaving the

trangition state, will not lose sufficient energy to drop into well A (Fig.

2%.6) bur will bounce off the other side and recross the brrrier. 1f T, is

the time to traverse the well and Tg the time to lose approximately the energy

kpT, the system will go back and forth across the barrier roughly N = TE/T
c T
times before reacting. In general, e is proportienal to the velocity
1BAY

autocorrelation time 1, Eq. (M), and consequently proportional to 1/g. The

transmission factor thus is proportional to the frictien coefficient ¢,

as
shown in the left branch of Fig, lf.;. The same result Is obtained by
considering the time it takes ta activate the system.

The result of these considerations can be summarized simply. Ar low

friction, the reaction coefficient 1is proportional, and at high friction

inversely proportional, to the friction coefficient. In the intermediate

regime, the reaction coetfficient depends somewhat on the potential surface
topography and the fricticnal mechanism, but the valye predicted by TST is

an upper limir that can be significantly in etror.

Experimental Verification of the Kramers Eguation.
Experiments, in particular by Fleming and collaborators+’ , has
confirmed the essential aspects of the Kramers theory. Fig. 25.10
gives the reaction rate for the photoisomerization of stilbene as
a function of the inverse of the diffusion coefficient in gaseous
and 1liguid alkanes. The pattern predicted in Fig. 25.8 is
confirmed. The maximum rate coefficient occurs, however, at a
viscosity lower than predicted by Eq.(25.17).

17 g.r. Fleming, S.H. Courtney, and M.W. Balk, J. Stat.
Phys. 42, 83-104 (1986).
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Fig. 25.10 Experimental verification of the Kramers

relation. From Fleming et al., ref. 17.

Bioleogical Importance. The behavior of the Kramers relation,
as shown 1in Figs. 25.8 and 25.10, can be crucial for the control
of biomoclecular reactions. If the TST relation were correct, a
reaction could be controlled only by changing the activation
Gibbs energy, by either changing the activation energy,
activation wvolume, or activation entropy. Such changes would
usually involve a change within the biomolecule. The Kramers
relation shows that control can alsc be exerted from the outside
by changing the friction through changing the viscosity. Such
changes can occur for instances in membranes where cholesterol is
very efficient in affecting the viscosity.

Additional Remarks. Experimental data
with an Arrhenius relation, kX = a exp[-E/RT], and activation
enthalpy and entropy are obtained with Egs.(25.10) and {25.11).
These approximaticns are based on  the assumpticn of a
temperacure- independent transmission coefficient. Fig.25.10

shows, however, that « depends on fregtion. Friction is
strongly temperature dependent. With

are usually fitted

(23.22)}
L=, uxp{EC/RT)
rhe connections between activarien eathalpies and entropies corresponding tn
. 1
rhe hilgh-damping result ¥q. &21) are W )
* (5.
A TR AL S sy
[ ' o

where T0 is the average tempetature where the data were taken., is hefore #

denotes data taken in a given solveat and * jndicares isoviscosiry data.
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Some Preliminary Remarks Concerning the Tunnel Effect

The tunnel effect is one of the first simple applications

that a physics student learns in QM. The problem is as sketched
in the next figure.

@ e e———— 2 \‘\

Fig. 25... Tunneling through a potential barrier.

A particle with energy E impinges on a barrier. If the energy E
is less than the barrier height H, the particle is reflected in
classical physics. In QM, the particle is described by a wave and
transmission occcurs even for E « H. A simple calculation shows
that the transmission coefficient is given by

-1
Sun o
bWie/m(—8/w)

T = b+

with
—
%k =12 mu-R)

If the transmission is small, the rate coefficient ke for
tunneling can be written as
Ok

ke = Ay (T) exp{-a [2M(H-E}} d/ h}.

The preexponential factor A, contains a number of factors that we
do not treat here. The coegficient a depends on the shape of the
barrier and it is given by a = 4/3 for a triangular barrier,

= n/2 for a parabolic barrier, and a = 2 for a sSguare one..

L Sinmp= % LQK - ))
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25.4 The Tunnel Effect

Quantum-mechanical tunneling is important in nearly every
part of physics, from cosmelogy to condensed matter. We discuss
tunneling here from a restricted point of view, namely the
binding of ligands to heme proteins. The concepts are, however,
valid for many other preocesses in biological physics and
chemistry and addjtjign information is given in a number of
excellent books.%& 18 3& i?

The Tunneling Temperature. In Section 23.2 we briefly
discussed the binding of CO to heme proteins at low temperatures
and used the Arrhenius equation, Eq.(23.1), to evaluate the data.
At first sight it appears that this approach could be used even
at very low temperatures, because quantum-mechanical tunneling
depends exponentially on the mass. However, the activation
barriers , shown in Fig.23.6, are very small,Intuition obtained
from work with standard chemical reactions can therefore fail. To
obtain an estimate of the temperature where tgsneling should set
in, we follow an argument by Goldanskii. The parameters
involved are sketched in Fig. 25.11i. We first assume that
cunneling is given by the well- known Gamow facrtor, calculated in
mest texts.2 Lumping attempt and entropy factors into one
coefficient Ay, we write

Fig.25.11 Parameters determining
tunneling : height Hpa, energy E,
and barrier width &{E).

> RUEY«

19 Tunneling in Biological Systems. B. Chance et al., Eds.
Acad. Press, New York, 1979.

Wer.p. Bell, The Tunnel Effect in Chemistry, Chapman and

Hall, London, 19B0.

20 g, pevault, Quantum-Mechanical Tunneling in Biological
Systems. Cambridge University Press, Cambridge, 1984.

21 y.1. Goldanskii, L.I. frakhtenberg, and V.N.
Fleurov,Tunneling Phenomena in Chemical Physics. Gordon and
Breach, New York, 1989.

22 V. I. Goldanskii, Dokl. Akad. Nauk. SS5R 124, 1261 (1959).

See also P Hinggi et al., Phys. Rev. Lett. 53, 761-764 (1985).

Landau and E.M. Lifshitz, Quantum

23 gee for instance L.D.
Mechanics, Pergamon Press, 1958.
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Y2y eyrn}.

k, = A exp {-Y[(ZM(HBA—E)] 15, 1)
Here, M is the mass of the tunneling system, HBA the barrier height, E the
excitation energy in well B, R(E) the barrier width at the energy E. The
value of the numerical factor vy depends on the shape of the barrier: for a

triangular barrier, y = 4/3, for a parabolic one Y = 7/2, and for a square one

Y= 2.

. LS
Eqs. &1) and (24) together imply that Arrhenius transitions will dominafe

at high, tunneling at low temperatures, just as we have explalned earlier. To
find the temperature T, at which both have similar rates, we assume equal
preexponentials and Hy, >> E (Note that E in lkg. Ess has the meaning of Hjz,);
we then get
T, = (800,20t 1t / (2515
For a parabolic barrier, with mass M corresponding to a wolecule with A = 30,

the numerical value of Tt is

T, = 0.9 [ny,(kfa0) ]V 2com).

{ (P 19
For a barrier of 0.1 nm width and 5 kJ/mol height, T .~ 20 K.

Experimenta] Results. The values of Tt implied by Eg. (26)

suggest that it should be easy to observe the molecular tunnel effect in heme
proteins. Indeed, the experiments are straightforward and the result is

clear.z‘_ib) The rebinding curves for L0 ro BA at temperatures below 50 K

.
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N. Alberding, R. Austin, K. Beeson, S. Chan, L. Eisenstein, H.
Frauenfelder, and T. Nordlund, Science 192, 1002-1004 (1976).

N, Alberding, S$. S. Chan, L. Eisenstein, H. Frauenfelder, D. Good,

[, €. Gunsalus, T. M. Nordluad, M. F. Perutz, A. H. Reynolds, and L. B.
Sorensen, Blochemistry 17, 43-51 (1978).

H. Frauenfelder, in Tunneling in Bilological Systems, B. Chance et al.,
¥ds., Acad. Press, New York, 1979, pp. 627-649,
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Fig. 28.1A Rebinding of CO to the separated

02 fs

beta chaln of

human hemoglobin at low temperatures.

are given in Fig. 2¥.1h. Rebinding does not slow down

as predicted by an

Arrhenius behavior; below about 20 K, it becomes essentiallv temperature

independent. To characterize the rate, we define the coefficient kD 75 =

11‘0.75' where £9.75 1s the time at which N{t} drops from | to 0.75. The

coefficient k, ;5 is shown in Fig. 2%5.13 as function of log T.
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oy the oclassical Arrhensus motion over the barrier.  The aprs
mately temperature-independent rate below abouat 100 rs 1nter e o
as guantum mechanisal tunnelino throwch the harreeas .
Fig., 2%.13

Fig. 29.13 demonsrrates that tunneling sets in at about 20 K in 37.

A

AN

The Isotope Effect. Tunneling is characterized by two

properties, temperature independence in the limit T->0 and a pronounced
dependence on the mass of the tunneling system. The first of these
characteriscics is clearly shown in Figs. 2¥.1% end 25:£§- Nevertheless,
skeptics remain uncenvinced; the temperature independence could be caused by
some other phenomenon such as a purely entropic barrier at low temperature,
The isotope effect can provide a second independent proof for tunneling.
There exists a small mass dependence even in a classical Arrhenlus rate. The
frequency wy in Eq. i;l) depends)of course ,on the mass of the system. The

15,
dependence is, however, weak and usually neglected. Egq. (24), in contrast,

1, oud AMes ™
shows an exponential mass dependence. With Eq. g?&)A the mass dependence can

be expressed as

5.,
ln(ki,fkh) ~ (AM/2M) in(AJkE). (Azr)

where the subscripts & and h refer to the light and the heavy isotope,
A5,

=M. - - + M 2. . {27) tells us that the Isotope effect can be

aM=M, - M, and bt (M.h [)/ Egq (»\ )
s €
observed best at small values of k, af at long times. 1If binding were
exponential in time, we would have little cholce: k would be single valued at
a given temperature and k,/k, would be time independent. As Fig. 2%. A shows
‘wore i e

c&c-siqzvbinding 15 not exponential in time and the binding rates vary cver amn

enormous range. It is consequently most efficlent to measure the rate of

rebinding at long times.
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While the nonexponential character of rebinding permits us to select a simultaneous observation of the rebinding of two different Laotepes in the
suitably long time, it also causes s problem. Fig. 2J.1\ demonstrates that same sample. The stretching frequences of the three isotopes of fnterest {n
the curves of N(t) are "flat™ at lov temperasures. If we have to compare two MbCO &re 1945 cm for 12c160. 1901 ca for .13(:- 150' and 1902 cm for uc “’n. co
different samples with two different isotopes of jay CO it would be rebinding after photodissociation 1s monitored by measuring the growth of the
exceedingly difficult to measure a small effect of about a factor of 2 or absorption spectra at the Mb-bound stretching frequencies.

. |
shown in Fig. 25-;.

Typical curves are
less. .Such an experiment would not be believable. Fortunately there exiats a

method that permits a simultaneous observation of the rebinding rates for two

isotopes.z?
Optically, by observation in the Soret region, different isotopes cannot
be distinguished. Different CO or dioxygen isotopes Eve, however, very

different infrared spectra as is shown in Fig. H-l!:m This fact allows the

15444
Fig. 3=2%. The growth of the
CO stretching frequency for two
isotopes after photodissociation.

ABSORBANCE (01 Q.0 /diwison)

.
1900 1940 1980
FREQUENCY [¢m ')

The tesult 1s unambiguous:
ALY
Fig. e’}

The lighter isotope rebinds faster, as is shown in

5. \S
Fig. 2=l

Rebinding of c!0 and ''cM0 0 Mb aftsr
photodissoolation at 30 and 80 K. N{t) dwnotes the

fraction of Mb moleoules that have tot rebound CO at
1%. J. 0. Alben et al., Phys. Rev. letters 44, 1157-1160 (19802. (1982) uﬁ-:ngnm-:;::uug:?.;ummmd B.
. . . Sci. 79, 3744-3748 . solld ourves e 48 deg-
18+ Jv 0. Alben et al., Proc. Natl. Acad vek 12, oribed in the taxt, The dasbed curves at 80 K are
drawn to guids the eys. Yor 30 K, srrors st the ear-
Lisst timae ure shown; by 10" &, the arrors sre smal- . o
ler than the size of the data points. For 40 K the 6 1 2 3 &4 0o 1 ¢ % &4 &
erTors are smaller than the sise of the data polnta. log (178} log tt/e) N
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Values of kllkh at the time | ks are given in Table I. With some additional

explanation of the tumneling rates may require features such as rotational
assumptions, values of AM/M can be extracted.z}
: motion around an axis perpendicular to the C-0 vector, exciracion of the Co
TABLE 1. ‘Valuas of #,/8, 1t % 1 ks and values of AM/M, ibe relative

mass chasgs, 10 the binding of sarbon monoxids to myoglobin. The model molecule, and participation of other protein.const ituents near the heme,
onloulations refer o pol.ﬂt particles moving in fizxed potentials.

¥
Quaztity ) oG vg Ci0 Uit g Yici% Theory. The longer one looks &t tunneling in biomolecules, the
Experimental: & /ky 80 K 1.2040.05 1.15£0.05 more complex the theory becomes. We only state the varieny problems here.
20K 1.53+£0.05 1.20+ 0,05
maum {20 30 0.040+ 0015 0.0190.007 (i) Phomons. Unless the tunneling system can Interact with the
Model: &M
M is the mass of c(? g::: :'D“ surrounding heat bath, tunneling may be slow. Two different influences of
[} 4] 0.118
M Ls the raduced CO-Fo 0.023 . 0,045 phanons can be distinguished. As shown in Fig. zf.a, in unequal wells, the
mass of C~Fe 0,088 : 0
O-Fe | - 0.0%0 wavefunctions in a given level are isual-}y’ highly localized in one well. If
The data lead to three main conclusions: the transition occurs with energy conservation, the probability of remaining
seal

(1) The rate coefficient k for binding of CO to Mb shows a mass in the other well will be sdaw. Phonon transition can lead to a level with
dependence at 60 K and below : larger wavefunction and from there to the bottom of the well. Vibrations can
e .

(2) The most natural explanation for the isotope effect is quantunm- also reduce the distance d(H). Since k, depends exponentially on d(H), these
mechanical tunneling. The effect at 60 K is about one-half as big as at 20 X, vibrations can change the tunneling rate.n The general behavior expected
in agreement with an independent estimare that at 60K the catio of tunneling then is as shown in Fig. 25.#h. The various contributfons can be understood
to Arthenius transitions can be of the order of 0.5. as follows. Quantum theory tells us that the probabllity of emission of a

(1) The structure of CO affects tunneling. If CO moved as a point boson into a state x s proportional to

particle, the value of AM/M would be about twice as large for the replacement
165 -5 185 than for '%¢ - > 13¢, The data in Table I show the oppoaite PO = const{l + n,) (zs.28)
behavior. Predictions for some simple models are also given in Table 1. It

is amusing to note that the value of &M/M obtained ia the experiment on

lZIC l"0 ve 13C lf’0 is close to that predicted for a point CO mclecule 28, J. A. Sussman, Ann. Phys. Paris b, 135-156 (1971).
tunneling through a fixed potential. 1f only one {sotope pair would have been

studied, excelleat agreement with the simplest model would have been mnoted. *j ?. ““'“‘S“f ol Q_\-\? (;_:Z_-" 1= 3N L\ﬁ‘io\ .
Both palrs together exclude any explanation not involving the structure of the

CO molecule and the detalls of the binding process. A quantitative



where n, is the number of phonons present in state X. (Phonons like each

other)e Assume that the energy of state x is E,. The number of bosons in
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/;-:‘! — vnal g gl JTRRLE
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Fig. 25:16, Schematic representation of the temperature
dependence of tunneling.

state x 1s given by the Flanck distribution law,

eyel -1 (&FJ’)
ny (exp(E /kg H © (2
[RT 4
For low temperatures, where ?‘ >> kgT, Eq. (B9) gives
LA LE {2530}

T W = & 30

We can identify a protein with a small eclid, E, with the enetgy of a phonon
.

or lattice vibration, and the boson with this phonen. FEqs. E?h) and S?O) then
explain the linear and quadratic terms in Fig. 2!:!‘. At very low
temperﬁtures, only the term "1" in . E?h) contributes and tunneling becowes
T independent. This term corresponds to spontaneous emission of a phunon:

the energy is removed by single phonon emission. At somewhat higher ener7iy,

the second tetm becomes important and tunneling becomes ptoportional to T.

Y )
urd“"#“°
This process is called induced single phonon enlnuioq: At still higher
temperatures, mltiphonon processes set ia and the tunneling rate becomes

propottional to a higher power of T, for instance TT- Such a process

corresponds to phonon Raman scattering.

(11} Frietion. In the discussion of the Kramers approach to classical
reactions we found that friction plays an essential role. Will friction also
be important in tunneling? if we think of friction as a classical effect, tle
answer to the question is not eo clear. We have pointed out, however, that
friction is the “fudge factor”™ that takes the motiom of the neglected reaction *
coordinates into account. Obviously, these coordinates are aleo neglected
even at very low temperatures and friction dway must play an important role.
Friction corresponds Lo energy dissipation and thus energy is not conperved.
In the ordinary treatment of quantum mechanics, energy is always assumed to be
a constant of the motion. It consequently took a congiderable time before the
correct approach was found. The work of Leggett and cowotkers3°'3',
£,9
Hulynes3lg and Hanggl and collaboratorsi‘ has solved many aspects of this

difficult problem and it is now c¢lear that friction ie important and in

general reduces the tunneling rate,

30 . A. 0. Caldeiras and A. J. Leggett, Phys. Rev. Lett. 86, 211-214 (1981)

at . A. J. Leggett, 5. Chakravarty, A. T. Dorsey M. P. A. Figher, A. Garg,
and W. Zwerger, Raw . Wah Php . 59,16 tad ¥,

32 - P. G. Wolynes, Phys. Rev. lett. ﬁEJ 968-971 (1981).
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(11i) Adiabatic and nonadiabatic tunneling. Tunneling in heme proteins
has been treated by Jortaer and Uletrup by using a nonadiabatic approach33'3‘.
We return to the question of adiabaticity latér and only note here that it is
likely that the tunneling phencmena discussed so far in heme proteins proceed
on an adiabatic surface,

(1v3 Structure effects. We have already encountered one structure
effect when we discussed the lsotove effect. A second one {8 alsc apparent in
Fig. 2%.13}: tuoneling becomes temperature independent at about 10 K. 1Inm
paraelastic relaxation in solids, the tunneling rare is proportional to T dowm

k1.3

to at least 1 K. Why does tunneling become T independent at such a high

temperature in heme proteins? One possible explanation can be discussed with

r1g. 25.43.

'an-gvtu\um). o
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v
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Fig. 22.24 If the heme behaves like a two-dimensional
system embedded in a protein, the lowest-frequency mode
is, as shown, determined by the size of the heme group.
The high-frequency cut-off is given by the Debye mode.

In the figure we show the heme embedded in the globin, making contact
essentially only at the periphery. The longest wavelength, corresponding to

the smallest frequency, then 1a given by the diameter L of the heme.

55. J. Jortner and J. Ulsttup, J. Am. Chem. soc. [Ql-14, 3744 (1979).

3‘. J. Ulstrup, Charge Transfer Processes in Condensed Media, Lecture Notes
in Chemistry, Springer, New York, 1979,

3f. 6. Pfister and W. Klnzig, Phys. Kondens. Materie 10, 231-264 (1969),
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The shortest wavelength 1s given by the distance between two atomws. The ratio
L/d is about 5. Assuming a Debye temperature of about 100 K would thus
predict a lower cut-off temperature of about 20 K, in approximate agreement
with experiment.
We cin summarize the situation by stating that tunneling in heme proteins

sti1ll offers many possibilities for further research.

25.5 Barriers and Gates.

In the reactions described so far we have assumed that the
reaction surface, shown for instance in Fig. 25.1 or 25.2, is
fixed and time-independent. At the same time We have stated many
times that proteins are moving and flexible systems. These two
statements clearly are contradictory. How can be retain much of
the reaction theory described so far while treating the proteins
as dynamic systems? One way to take the dynamic aspect 195
Sgcount is by introducing the concept of a gated reaction. i4 ﬁS

The concept of gating is illustrated in Fig. 25.18.

S

SOLVENT

“5' 2.8 ——
& INTEROR
A CO molecule inside Mb moves from state 1toj Tn (3) i ! 2
Mb is in 2 conformational substate wheee the channel from Lw}is /////%r—v?
closed, and in (b) the paic is open. [c) gives the puatential for con- s

farmational transitions belween the open and the closed subsiaies [0} CLOSED (Dz OPEN

P
AN

©)

CLOTED  OPEN

24 7 2. Mc Cammon and S.H. Northrup, Nature 293,318 (13%81).
25 A. szabo et al., J. Chem. Phys. 77, 4484-4493 (1982).

26 3. A.McCcammon and S.C. Harvey, Dynamics of Proteins and
Nucleic Acids. Cambridge Univ. Press, 19B87.
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In Fig. 25.18 we consider a specific case, the motion of a
CO molecule in the interior of a protein. Case and Karplus have
shown that interior groups must move in_grder to let a small
ligand escape oOr enter the heme pocket. wWe describe this
situation by postulating two conformational substates, "closed"
and "open". In the open substate, the transition from well i to j
occurs with a rate coefficient kj4, in the closed substate the
transition cannot occur. with kF, ae dencte the relaxation rate
coefficient  for the transition frem the closed to the open
substate; kI is the coefficient for the reverse step. Parts a and
b of Fig. 25.18 represen* the real states a and b inside the
protein, Fig. 25.18c depicts the open and closed conformational
cubstates. In the simplest case, we assume Kij = Kjj. kT « KEr!
and kjj » kI- The first assumption implies that the entropies of
the s%ates i and j are the same, the second that the probability
of finding the system cpen is small, and the ¢third that the
transiticn iej is fast compared to the closing of the passage.
With these assumptions, the transitions between i and j are given
by ki = kF.
duch a gating model connects the reaction coordinate (Figs.
25.18a and b) with a conformational coordinate {c). Since the
motion of the residue or protein, described by ¢, can be
influenced easily by viscosity, the dependence of a motion inside
the protein on external viscosity can bhe understood.l More
general treatments of gating can be found in references 24-26.

25.6 Electronically Controlled Reactions.

Most reactions involve motion of the nuclei of the reacting
species and changes in their electronic structure. For many
reactions the electronic structure adiabatically follows the
nuclear motions. The reaction then is controlled by the nuclear
motion and is termed adiabatic or sometimes steric or even
“nuclear". The treatment given so far then is appropriate and no
explicit attenticn need to be paid to the dynamics of the
changing electronic structure . Wwhen the spins of the reactants
change or when long-range electron transfer is involved, however,
the changes in the electronic structure may be slower than the
nuclear motion.The characteristics of the electronic motion then
pecome important and a theory of nonadiabatic transitions from
one state to another is needed. 1In this section, we will fjrst
describe our "standard problem”, the binding of small ligands to
heme proteins, then assess then relative importance of nuclear
and elecEﬁonic motions, and finally sketch the gdiabatic
approach. /(:“‘

27 p.A. Case and M. Karplus, J. Mol. Biol. 132, 343- 368 (1979).
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The Binding of CO and O, to the Heme Iron. The insi

heme pocket in a typical hemoprotein is sketched in ;?;lgg 2f ;29
molecular arrangement is shown in Fig.25.19. At low temger;tﬁrese
tyo states are lnvolvgd.ip the binding process, as indicated iﬁ
Fig.23..b. In the initial (deoxy) state B, the ligand 1

somewhere in the pocket,the heme iron has spin 2 and lies abou:
30 pm out of the mean heme piane, and the heme is domed. In the
bound state A, the spin is zero, the iron has moved closer to the

thr FG1
300

3974

Fig.25.19 Atomic arrangement at the heme binding site.

mein hime plane, and the heme is nearly
molecule ;n tate B has closed shells and is in t i

confxguratlon . Binding hence starts in state B with ggtiingéiﬁ
2 (quintuplet state). As the CO approaches the iron, it may first
encounter a repulsive potential caused by the four nitrogen atoms
phat surround the iron. A concerted motion then occurs, with the
iron atom and the proximal histidine moving closer, tﬁe " helix
shlftlpg, the hemg becoming planar and the spin-0 state moving
lower in energy. Finally, upon binding, the spin 0 {singlet)
state becomes the ground state. The binding process as described
gntalls both nuclear and electronic motions. The nuclear motiomns
involve changes in the coordinates of most of the atoms shown in

planar. The £free CO
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Fig.25.19. The electronic rearrangement consists in the change of
the total spin of the system from 2 to 0. We can no lenger
describe the binding process as an adiabatic motion over a steric
barrier, but now must alsc consider the rate with which the spin
change 240 occurs.

Adiabatic and Nonadiabatic Reaction Surfaces. 1In chemical
reacticns, both electrons and nuclei move. Because of their mass
difference, we can consider the nuclei at any moment to be fixed
and obtain the energy levels for the electronic moticn in the
fixed field of the nuclei as a function of the g%stance between
the nuclei { the Born-Oppenheimer approximation).
we show in Fig. 29.20 the E-V\tx_%y ‘suv ‘; LCES
reaction of CO with the heme group i1n a cne-dimensional model in
two different approximations. We assume that only two electronic
states exist, the bound state s (for singlet, 5=0) and the
unbound state g (for quintuplet, 5=2). If the matrix element Vsg

152D

Fig. ., Schematic rep-
resefitation of the po-
tentia) ¢neErgy curves .

for the reaction of CO - o
wilh the heme iron: - --[Q
(a) dabalic eneTgy El

levels. (b} adiabatic .8 ; e
energy levels Here s ! q

denotes  the singlet

5
state. and g the quen- ,
tuplet statc. transi- a b \/ )
tions s -+ q are for- 1 = _ |
bidden in ta).

freachon coordinate

connecting the two states is zero, the resulting diabatic energy
curves (Fig. 25.20a) cross each other. 1f the interaction is not
Zere, Sge two curves "repel" each other, as shown in Fig.
25.20b. The splitting between the two curves is given by
A= 2|vgql - (25.31)

The lower curve starts out as g at large values of r, changes
character in the mixing region, and becomes s at small values of
r. In the mixing region, both curves are superpositions of s and
g. Note that the curves in Fig. 25.20 do not represent potentials
to be used in the Schroedinger equation tc determine energy
levels; they are the energy levels (or energy surfaces) as a
function of the distance r.

28 . Baym, Lectures on Quantum Mechanics,
York, 1969.

Benjamin, New

29 L.p. Landau and E.M. Lifshitz, Quantum Mechanics, PE. W,
W. Kauzmann, Quantum Chemistry, Academic Press, New York,
1957.

As an %ggmplew
or the

5 F
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If the energy splitting A 1s very }arge compared to kpT,
tne upper electronic state 1is inaccess}ble ,and  the entire
reaction takes place on the lower adlabaglc curve. The
electronic dynamics can be ignored, except in so far as it
determines the adiabatic curve. The reaction is then determined
by the nuclear moticn and can be described by the Kramers
equation. If, however, the splitting is small, the situation
becomes more complex as will be discussed in the feollowing
subsection.

Curve Hopping (The LS Relation}. We now consider the
dynamics of the association process Fig.25.20 by using a
semiclassical model in which the nuclei move classically and the
electronic state adjusts to the changing nuclear coordinates.
Assume that the system starts out in state B. If Vgg = 0, the
system will remain in state B because the electronic stdate canno*:
change even if the nuclear ccordinates thermally move to the a
configuration. To bind, the system must hop from the g to the 8
level. Hopping outside of the mixing region can be neglected.3
The transition g + s must occur during the passage of the nuclei
through the crossing region. If A » kT, the upper state will be
inaccessible and the nuclei will move on the adiabatic curve as
pointed out above. If4 £ kgT, thermodynam@c considerations alone
do not determine whether the electronic state can change.
Depending on the relative time scale of the electronic and
nuclear motions, the system c¢an either remaln 1n  state g, move
along the dashed diabatic curve in Fig. 25.20b, and reach the
upper surface, or it can move along the s0lid adiabatic curve
and undergo the transition g » s. o

To obtain a ciiterion characterizing adiabaticlty we use the
uncertainty relation If the energy uncertainty of the system in
the mixing region is small compared to the splitting A , the
system will remain cn the adiabatic lower surfacec. The energy
uncertainty is given by ‘ﬁ/th, where Tz is the time spent in
the mixing region, called the Landau-Zener region. 1£ the system
moves through the mixing region with a velocity v and it the
length of the Landau-Zener region is QLZ’ T.,7 is given by

2
th = eLZ/V (.4532}
Fig.25.20b shows that PLZ is approximately given by
@iy ¥ A/|Fy - Fi| (25.33)

where the forces Fy and F; are the slopes afl the diabatic curves
at the avoided crossing rp. The adiabaticity parameter KLZ ig
defined ac the ratio of the splitting te the energy uncertalnty,

A N -

= T (25,34
/Ty v L i FY ' ? )

Y=

30 E.J. Heller and R.C. Brown, J. Chem. Phys. 79, 3336
(1983).
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If KLZ » 1, the transition iy/adiabatic. If XLZ £ 1, the

system can remain on one surface. Not every crossing

through the mixing region then results in a reaction B4 A. The

probability P for staying on the adiabatic sug{ace in gzsingle
r r

crossing hgg been calculated by Landau 2ener and
Stueckelberg 34 a5
P =1 - exp{-n §4./2}. {25.35)

This expression verifies the hand-waving arguments given above;
if Y7z » 1, P = 1 and the transition is ad‘abatic. If {1y « 1,
P is given by “

AN
P=n §g/2 =5 CTCE (25.36)
LS
and it is proportiocnal to N . The dependence cn o is the

hallmark of a fully nonadiabatic reaction. The dependence on AF
is also obtained by deriving the rate coefficient with
nonadiabatic perturbation theory {the golden rule) in which A
is treated as a small perturbation that causes the electronic
transition.

Frictiegen and the LZS Theory. The treatment of nconadiabatic
transitions sketched in the previous subsecticn assumes ballist;e
motion through the Landau-Zener region. Friction, however, is
alsc preSent in this process and it is intuitively obvious tpat
it must play a role. The longer the system stays in the mixing
region, the more we should expect hopping from one electronic
surface to the other teo occur. The effect of friction on
nonadiabatic Erggsi%%ons has been treated in a pumber pf
publications.? The central results can be obtained again
by a hand-waving approach, using the three characteristic lengths
of the problem, the mean free path A , the length Er gf t%s
transition region, and the length QLZ of the mixing §Eg10n.

31 1. Landau, Sov. Phys. 1, 89 (1932}, z. Phys. Sov. 2, 46
(1932).

32 ¢, Zener, Proc. Roy. Soc. A 137, 696 (1932).
33 E.C.G. Stueckelberg, Helv. Phys. Acta 5, 369 {1932).

34 g, Ulstrup, Charge Transfer Processes in Condensed Media,
Springer Berlin, 1979.

35 L.D. Zusman, Chem. Phys.49, 295 (1980).

38 R.E. (line,Jr., and P.G. Wolynes, J. Chem. Phys. 86,
3836-3844 (1987).

37 1.v. Aleksandrov and V.I. Goldanskii, Sov. Scil. Rev. B.
Chem. 11, 1-67 (1988).

1. 0vucdic andh V.5 . Wolyunes '1.6\;:.\«.\.‘?‘&}.5_
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We state only one result here, for ET » ) » ?LZ' On each passage
through the transition region, multiple crossings through the
Landau-Zener region occur. The number of crossings is

approximately given by Ne = ( €5/ A ) and the probability P
becomes
P =4[ 1-exp{-nN, §}1. (25.37)

Even if the Landau-Zener factor, Eg.{25.34), is small, the
reaction may appear adiabatic since the parameter N, SLZ can be
large. The effective transmission coefficient is shown in
Fig. 25.21 as a function of the friction coefficient {in units
of m p*) for three different values of the Landau-Zener
coefficient &i' The curves show that the reaction may appear
adiabatic for large or small friction coefficients even if it is
in reality largely controlled by curve hopping, i.e. electronic
factors.

T T T T

Asiatang

Fig. 25.21. The transmission factor ¥ as a function of the
friction ccefficient % {in units of m ‘w*) for three
different wvalues of the Landau-Zener parameter. The solid
curve gives the adiabatic Kramers curve. The dashed lines
correspond to nenadiabatic transitions for three different
values of the Landau-Zener parameter.

How To Recognize Non-Adiabaticity. As shown in the previous
sections, entropy, friction, and electronic structure can all
affect the preexponential factor in an Arrhenius relation.
Friction and nonadiabaticity reduce A, whereas entropy can either
decrease or increase A, Some of the effects can be separated if
the preexponentials App and Ap, for both reactions A + B and B »
A (Fig.25.6} can be measured. Friction and nonadiabaticity reduce
both coefficients by the same factor; the entropy contribution
yields

*
Asn _ e#plopalR) _ exp (5,~5Se) /R » (25.37)
APas ip (S'ay /R)

The ratio Eg.(25.37) thus provides some information on the role
of entropy. A second clue can come from the effect of viscosity
on the reacticn rate. If the rate coefficients depend strongly on
viscosity at constant temperature, the data must be evaluated
with the Kramers relation and friction may be responsible for the
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reducticn of a preexponential factor below the TST value. If the
rate depends on viscosity, and if the preexponential factor is
reduced below the TST value, the adiabaticity factor (g is
increased by the amount that the rate coefficient k is decreased.
A transition that without friction is nonadiabatic can have becn
made adiabatic by the friction.

25.7 Collective Effects.

all reactions discussed so far have been described in terms
of fixed and temperature-independent potential energy surfaces.
It is easy to see, however, that biomolecular reactions may not
always satisfy this assumption. Consider as an example a rotation
of an internal group. At high temperature, the group may be
nearly free to rotate; at low temperatures, the protein has
contracted and reotation may now be hindered. If the energy
surface depends on temperature, we can now longer expect that the
reaction rate coefficient obeys a simple Arrhenius bkehavior.
Indeed, departures from a standard Arrhenius behavior are found
frequently in glasses. The literature is enormous, but the
underlying physics is still neot fully understcod. We therefore
quote only 50@8 Essuiis and a small selection of relevant
references.38 To describe the ideas, we return to
glasses (Section 23.3).

“The o Relaxation in Glasses. Near and above the glass
temperatiure T the response of a glass to a mechanical, thermal,
or electrical perturbation is dominated by the a relaxation. The
time depandence of the relaxation is usually nonexponential and

can often Dpe described by a stretched exponential {(Kohlrausch-
williamg-watts})

L) = $10) expi~(k(T)t)®} (25.38)

The exponent P usually lies in the range from 0.3 te 1. The rate
coefficient k(T} usually does not follow an Arrhenius relation.
Fig. 25.22 shows a beautiful example for the temperature

38 5, Brawer, J. Chem. Phys. 81, 954-975 (1984). Relaxation
in Viscous Liquids and Glasses. American Ceramic Soc. Columbus,
Chio, 1985.

39 F.H. stillinger, Phys. Rev. B. 32, 3134-3141 (1985).
40 J. Jickle, Rep. Prog. Phys. 49, 171-231 (1986).

11 5. p. Bryngelson and P.G. Wolynes, J. Phys. Chem. 93,
6902-6915 (1989). T
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dependence of a relaxation rate in glycerol.42
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Fig. 25.22. Relaxation rates in glyecerol. After Jeong et al.
Ref. 42.

The data in Fig. 25.22 show that the relaxation rate kI(T) does
not satisfy an Arrhenius relation. At each T, we can define
"local " activation energies and preexponential factors by
drawing tangents. Two such tangents are shown. At high T, th
pr?exponential factor is not much larger than the expected 1Q
s~ +. Near the glas§ temperature, however, the preexponpntlal
facter is  about 10 6 g~ , much larger than any physically
reasonable value. This value implies that the observed relaxation
phenomenon is cooperative in nature and that the Arrhenius
relation is not appropriate for its description.

As stated above, no universally accepted theory exists at
present for collective phenomena like the g}assxtransitions.
Often, the empirical Voge#-Fulcher-Tammann rclation

42 vy, Jeong, S$.R. Nagel, and S. Bhattacharya, Phys. Rev. A
34, 602-608 (1986}.

43 §. vogel, Physik. 2. 22, 645 (1921). G.S. Fulcher, J. Am.
Ceram. Soc. 77, 3701 (1925). G. Tammann and W. Hesso, 2. Anorg.
Allg. Chem. 1546, (192861} .
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k(T) = AVF exp[-EVF/R(T-TO}} (25.39)
is used. A second relation
k{T] = Ap exp{- [E/RT]?} (25.40)

a%so fits data over at least ten orders of magnitude in k(T).44 44
4 The first Eg. uses three parameters, the second only two. It
is therefore often to be preferred. _ )

When do we know that a transition state expression is not
correct? If data over an extended range in k(T) are available, a
deviation for a straight Arrhenius plot is a c¢lear indication. If
only a small range is available, or if the data are not accurate,
this methed does not work. However, if the preexponential fact?g
A in an Arrhenius fit becomes unphysically 1a;ge , say A > 10
s+, we can assume that the reaction is not simple.

while no complete thecretical underPinning of the Egs.
(25.39) and (25.40) exists, ??me justification emerges from the
treatment cf complex systems.

44 3.p. Ferry, L.D. Grandine,Jr., and Fitzgerald, E.R. J.
Appl. Phys. 24, 911 (1953).

44 y. pissler, Phys. Rev. Letters 58, 767-770 (1987).

45 R. Richert and H. Bdssler, J. Phys. :Condens. Matter 2,
2273 (1990).
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26. PROTEIN MOTIONS

26.1 Equilibrium and Nonequilibrium Motions.

In Section 73.1, we pointed out that the existence of states
and subs:ates in biomolecules leads to two different types of
motions, equilibrium fluctuations (EF) and noneqailibrium motions
(functionally important motions or FIM). To discuss the
observation and characterization of these motions, we consider
first the simplest case of a double well as shown in Fig.23.18.
In equilibrium, the ratio of the populations in the two wells are
given by Eq.(23.8) as

NB/NA = exp (‘AG/RT) (26.1)

and the number of transitions either way are equal

NA kAB = NB kBA . (26-2}

The two relations together give

kAB/kBA = exp ('AG/RT)- (26-3)

Experimentally, one desires to find the rate coefficients over a wide raage ¢

temperature. Two cases must be distinguished:

(1)AG small, NA/NB ~ l. When the populations of the two wells are not too

different, two methods can be used to find the rate coefficlents - relaxation

& posiodic)y

and fluctuation. 1In the relaxation methodsl_J) we apply a suddenhperturbatio

to the system, for instance by changing the temperature from T0 Lo TD + AT.

l. M. Eigen, Q. Rev. Biophys. 1, 3-33 (1968).

2. M. Eigen and L. DeMayer, in Techniques of Chemistry, Vol. VI, Part 11,
Chapter III, wiley, 1973,

3. G. Schwarz, Rev. Mod. Phys. 40, 206 (1968).

)
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The system adjust to the new temperature by transitions Ae B. The
rate at which the new equilibrium ig established gives
information about the rate coefficients k and kgp as will b%
shown below. The second method is base on fluctuations.4'
Fluctuations are discussed in Section B.7 where the connection
between fluctuations and relaxation (dissipation) 1is shown in
Fig. B.5. The fluctuations, for instance in state A, can be
Fourier analyzed to give SNp(£), the fluctuations in state A
with frequency f.

Relaxations and fluctuations can be described
quantitatively. Assume that the number of par‘icles in state A at
the temperature Tp is given by NA(TO)- If the temperature is
suddenly raised to T + 8T, the new equilibrium is Nx(Tg+56T); 1t
will be reached with a time dependence as shown in Fig.26.1.

o L T e
Vﬁ&TB+FW ) T i -

N (%) [ = wnlormat: pudd  vHaxahirw
L
Y !
& eloghe f!—‘l‘.\.m’ﬁov\
I
Nh\.?ev ]
' ' N
4= T
Fig. 26.1. Approach to the new equilibrium after a

temperature jump.

The time dependence will in general show two parts, a very
fast elastic component and a slower conformational compenent.
Both components can be understoed in terms of what we know about
proteins (and glasses). The elastic component is caused for
instance by the thermal expansion of the system, without
concomitant change in the structure or rearrangement cf atoms.
The conformational component is due for instance to a structural
rearrangement of the protein.

If the barrier in Fig. 23.18 has a unique height, the rate
coefficient for relaxation is given by

ky = Kpp *+ Kpa- (26.4)

Ta characterize the relaxXation, we anly consider the
conformational part and define a relaxation function &#{t},

4. G. Feher and M. Weissman, PNAS 7uU, 870-875 (1973).
5. M. Weissman, H. Schindler, and G. Feher, PNAS 73, 27176-2780 (14976).
6. M. B. Weissman, Ann. Rev. Phys. Chem. 32, 205-232 (1981).

N(t) - N{e=)
P(t) T —— ; (26.4)
N{0F) - N(e=}

For a barrier of unique height, ®{(t) is exponential in time,
dit) = expi{-kt} . (26.5)

The observation of the relaxation function thus yields kzp + kga.
Wwith Egs.{26.1) and (26.3), the equilibrium coefficient yie?és
kAB/kBA and consequently the individual cceefficienty are
determined. In general, however, the relaxation function will not
be exponential in time and it cannot be characterized by a unique
rate coefficient.

The relaxation rate k, = 1/T can also be determined from the
fluctuatjons (Fig.B.5a} by a Fourier analysis; the fluctuation of
frequency £ in the number of particles in one well is given by

4N, [1-N, ] (26.6)
s (6% = —A—0-.
+{2nf1)

The autocorrelation gives anather approach to T:
<ENL () BN (c+rt)> = AN (26.7)
(2)AG large, Np << Ny« If, for all practical purposes, only the ground state
is populated, both methuods discussed so far fail. A small perturbation cannot
1ift a sufficlent number of systems to the higher state B and relaxation
therefore cannot be seen. The fluctuations in state A then are also so small
that they cannot be observed. To study reactlons under such clrcumstances,

the system has to be brought into a state very different from the ground

state. Three approaches are flash photolysis, stopped-flow, and pulse

radiolysis. Consider the system Mbu, . In a stopped flow experiment, two
solutions, one containing free Mb, the other 0,, are mechanfcally mixed.
after mixing, the change in optical spectrum is observed. This method can be

applied to many problems, but {t is slow (the lower limit is about I mg)} and

works only in a llmited temperature Tange. tlash phwtolysis can be used 1§
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the fnitial state (Mboz) can be photodlssociated:

photon + HhO2 + Mb + 02.
An Lntense short pulse of light photedissociates Mb02 or MbCO. Subsequent
rebinding ls fcllowed optically or through some other means. In pulse

radiolysis, the {nitial state of a reaction ls reached by irradiating the

sample with electrons of, say, 15 MeV. e

To connect this brief discussion of techniques to EF and
FIM, we note that the fluctuation experiments indeed explore
equilibrium fluctuations; the system remains in equilibrium
througnout the exXperiment. relaxation technigques, however, look
ar noneguilibrium motions. Here again two different extreme cases
exist. as sketched above. In {1). the svystem always stavs close
to equilibrium and only small excursion are studied. In this case
it is 1likecliv that the fluctuation-dissipation theorem is valid
and that fluctuation and relaxation techniques give the same
information. In (2). where the system starts very far from
equilibrium, the nonequilibrium state may never he reached by
fluctuations and the F-D theorem may be useless. This case may
occur often in the investigations of biclogical reactions, where
the observed FIM can invelve major changes in the protein
structure

26.2 Experimental Technigues.

Many techniques exist to study motions and we describe here
just a small selection to describe some of the key ideas.
Nevertheless, the exploration of protein motions calls for even
more sophisticated approaches than are available today and rocm
for improvements in techniques and data evaluation.

A A Q
Line Shape Measurements. (To be written).*mh\,\ﬂj UUla VMM%

WMR .

T and P Jump Technigues. As an example of a relaxation
technique that works close to equilibrium, we sketch in Fig. 26.2
a simple T-jump set-up. C is a capacitor, S a spark gap. The
charged capacitor is discharged through the cell by triggering
the spark gap. The cell is heated with a characteristic time RC,
where R is the

Ue&

A"
’Tranr — Tr~neg C
) S

ooy
Liglt "3 cell

-~ -5 Actcker

Fig. 26.1L Principle of T-jump technique.

cell resistance. The change in absorbance ls observed. As a rule, the
¥

measurement is performed as a difference between two cells, one with the

substance to be studied plus a proper conducting solvent, the second the

s
oivent only. Heating through capacitor discharge limits the time range to

about us. For faster T jumps, laser heating is used.

In the example discussed here the small perturbation is induced by a

temperature jump. Jumps in pressure or electric fields can also provide the

perturbation,

m Dispersion Techniqu@

{ The small pertur!ation (electric filelds ar pressure) that changes the

equilibrium concentration can alsc be applied periodically, as sketched in

Fig. 26.3.

Assume that the relaxation time of the system under study is 1
s

the frequency of the applied perturbation w. The equilibrium concentration

then will vary periodically, with amplitude
w
<rﬂ}1—
-
*—— A (w)

cedl

Fig. 26.3 Perlodic perturbation (relaxation technique).
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8C = 4C° exp(l we).

(26.8)
The observed signal will also vary periodically, with amplitude and phase
Alw) = 8%/ (1 + w22, (26.9)
1

${w) = -tan” “wt.

The relaxation time _can thus be determined from the frequency
dgpgndence of the amplitude or the phase shift. This approach is
similar to the phase fluorometry sketched in Section 206.6.

Flash Photolysis- Principle. The bhasic princigle of flash
photolysis is simple and dates back a long time. 8 flash
photolysis experiments work if the system can be photodissociated
and if the ground state and the photcdissociated state can be
distinguished, for example by their optical or 1in.rared
absorption spectrum. Both criteria are satisfied for heme
proteins. The general

) features of a of flash photolysisjare
sketched in Fig. 25.4. (:EEEE:)
Syt

CRYQSTAT A Absorption

\ M50,

Wb
. A
435 nm
Ay Mb
Mb0;
LASER 1 PULSE
. tima
0
—
qh_ll‘. ‘f Flash photolvas The aroten sample (MBOL s phaced i a enyontar the absarbance i momitored at a

wntable wasclength, and the MO, € photsdiasared by lawer flssh Because AROY amd M s
n the optical absorbance. phoiodissocsoon and rebinding csn be moniared ’

7 4. Hartridge and F.J.Ww. Roughton, Froc. Roy. 5oc. B 94,
336-367 (1923).

(1954? R.G.W. Norrish and G. Porter, Disc. Farad. Soc. 17, 40-46

F
130
The bound system, for instance Mboz or MbCO, is placed into a cryostat.
DeoxyMb and Mb0, have a different absorption spectrun (vencus and arterial
blood have different celer}. Observation at a suitably chosen wavelength
indicates the degree of oxygenation. The sample is photodissociated with a
laser pulse. Photodissoclation and rebinding are then followed in time.
The times involved in rebinding range from about 100 fs to ks or longer.
ldeally, all times should be osbserved after each laser pulse. At preseat, no
equipment covers the entire range. We discuss here Euq approaches that

together are capable to span the entire range.

Lpgars¥wmic Transienl bhﬁ*\&vf1§° The story is told of the wise man who,

=
when asked for the payment he was to receive for a particularly important job,
told the king: One rice corn on the first square of a chess board, two on the
second, four on the third and so en. TNot more?” said the king. We encounter
this story here when we Lry U0 build an efficieat recording system that works
sver an extended range in time. We will describe a4 solution here.q‘b)

The schematic outline of a “slow” flash photolysis svsten is shown in
Fig. 26.F. <Customarily the photumult tplier output is ted inte a storage
oCa s Staudamh &ighvitsd

OSCil105COpEA&ﬂd—%he4dQ+aAﬂ*ef%mhﬁ%ﬁfﬂmAfh***Pﬁ?G’ffﬂf*ﬂ%- Stave the time
bases obweeeliiDEecpes are linear, only a limited raunge in time is observed

after a single flash and data from several tlashes must be picced together tor

complete coverage. Such an approach is time consuming amd apen to misinter-

pretation. As an exanple, we show in Fig. B.6 Lwo curves. On top, they are

plotted in a log N versus log L diagram; at the hottem Che same curves are

4. R. H. Austin, K W. Beeson, L. biseastein, t. Frawentelder, and [ C.
Gunsalus, Biochemistry L4, 3359 (1975

}8. R. H. Austin, K. W. Beeson, 5. 5. chan, . L. Debrunner, R. Downing,
.. Eisenstein, H. Frauenfelder, and T. ™. Nordlund, Rev, sci. Instrum. 47,
445 (197b).
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Fig. 26.5 "Slow" flash photolysis system.
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suggest that the process shown must be described by a power law.

i E g two
curves mislead the observer into decomposing N(t) in each time.range to

exponentials.
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A logarithmic transient digitizer overcomes the problem.y

—
" The apptoach and components are explained with Fig.

25.5. A

trigger simultaneously fires the laser and starts a "logarithmic clack”. The

flash illuminates the sample in the cryestat and photodissaociates,

s5ay,

MbCu. Rebinding is followed by detecting the transmitted 436 nm beam with a

photomultiplier. After triggering, the crystal-controlled logarithmic clock

emits signals in exponentially increasing intervals. The first m intervals

have a length A, the second m intervals 24, the third ZZA, and the n~th set of

@ intervals 277 la. Here m is an integer adjustable from 1-10, The photo-

multiplier output is iIntegrated over time 4, digitized, and summed over a

glven interval of length 2" lp

+ The sum is divided by 2"7! and the result

stared. Thus, even though the interval length increases exponentially with

time, a censtant input signal results in a constant output. In the present

system, the maximum n = 24 and the minimum A = 2 us. If the first interval s

2 us, the longest interval is 22':'-l *x 2 us = 16.8 s, and the entire measurement

extends over m(2®-1)4 or 336 5 whea m = 10, Kinetfcs at ionger rtimes can be

observed by increasing the length A of the basic incerval. From the observed

Lotensity as a function of time, the optical density is computed.

The result

is expressed in terms of N(r), the fraction of Mb molecules that have not

rebound a ligand molecule at time ¢ after the flash.

The system 1s capable of measuring the changes in absorbance over more

than eftree orders of magnitude, because no information is lost. As time

locreases, signals usually become smaller. However, the ever increasing

length of the time interval over which an average is taken compensates for the

decrease.
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Fast Flashphotolysis Systems.‘"l‘J The fastest laszers today have

pulse lengths of only a few fs. The difficultles arise not with cthe
production of such short pulses, but with the reliable observation of the
signals. Ordinary detectors are too slew. The fastest oscllloscope, for
instance, has a resclution of about 300 ps. It is therefore necessary to use

indirect methods. Two important ones are the streak camera and a delayed

probe pulse.

an arrangement used with a streak camera is shown in Fig. 25.79)
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|9. Biclogical Events Probed by Ultrafast Laser Spectroscopy, R. R. Alfano,
€d., Academic Press, New York, 1982.

lu. Ultrafast Phenomena, IV, D, H. Auston and K. B. Elsenthal, Eds.,
Spriager, Berliin, 1984.

In a streak camera, photcelectrons are emitted by the photocathode when struck

by the incoming photons. A ramping voltage, applied to the anode, 1is

triggered oy a part of the laser pulse. Phatoelectrons emitted at different

times are deflected to different parts of the phorsporescent screen.
The time of arrival is thus mapped onto a spatial position on the screen. The
intensity at a given spatlal position {s proportional te the intensity at a

given time. The intensity can be tead by an optical multichannel analvzer

(OMA). The entire system is $533.

The method of delayed probe pulses uscs the fact that light travels 0.3

mn in 1 ps in air. The arrangement is sketched in Fig. 28.8. The laser pulse

is first split into the photelyzing and the probe pulse, in an inteasity ratio

of about 20:!. The photolyzing pulse hits the sample first. The probe pulse

is delayed by a time 2L/c and then traverses the sample. Its intensity is

recorded as a function of L. 1f necessary, the wavelength of the probe pulse

can be changed by wavelength-shifters.
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Fig. 25.8 Principle of the praobe-pulse method.
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How to Read Log-Log Plots,/

When data extend over more than two orders of magnitude in time (and this

-n
N(t) = const t ,
case 1s very likely the normal one} plotting log N(t) vesus t distorts the

yields a straight line (Fig. 25.11); the slope gives the exponent n. Clearly,
information; either the siow components ate left out or the fast ones are

v is owder o gt e a power law cannot extend to minus infinity, {t must bend over. A curve that
compressea so as to be unrecognizable. LB_MWWLH., all data

does bend over L8
wick—ter=kwed by plotting log N versus log t. At first, such a log-log plot

N(e) = (1 o+ tie )
is unfamiliar; once one becomes famillar with 1lt, t is the most informative

This curve is constant at times small compared to €, and represents a power
way to look at comfex processes., The examples in Figs. 2§.9 and 25.10 glve

law at times large compared to t.
the most important shapes. The exponential drops extremely fast in a log-log

plot. It only covers about two orders of wmagnitude in time. A power law,

A
1%N ‘ . . -
N A P EG‘ (
» |\ /
Te=lg - ) l
wl Fig. 26.9 Two single exponentials. p ?MQA\J’ )\:"\' (IO T
The shape Ls invariant; a diffevent =
mean time simply shifts the curve.
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Fig. %§.10 A curve consisting of
two exponentlials with different
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26.3 Protein Relaxations

1f Fig.23.la Lis correct, we must expect protein moticons to
be very complicated and to depend strongly on temperature. At
high T, motions may occur in all tiers of substates and the
protein may undergo a wide variety of relazatioens at the same. As
T is lowered, motions in higher substates (CsY, csly may become
so slow that they are frozen on any biologically relevant time
scale. As T is further lowered, mction in other tiers may freeze
out. Some motions may, however, persist to even very low
temperatures; otherwise the specific heat would show the well-
known dependence preoporticnal to T In any case, we can expect a
rich spectrum of motions and these motions will tell us more
about the energy landscape, because they depend on the barriers
between substates. To explore the wide range of expected motions,
every available toel will have to be used. We describe
a small sample. Tupabome 4o fundion .

Motions in Tier 0. In Section 23.5 we discussed substates
of tier 0 and showed that these €5 in myoglchbin can be
characterized by their CO stretch wavenumbers as Shown in Fig.
23,16. Fig. 23.17 demonstrates that the ratio of CSY populations
depends on temperature and pressure and that the exchange between
the substates ceases near 200 K. These observations together
suggest how FIM 0, the motion between substates of tier 0, can be
explored: Use a P or T Jjump to perturb the equilibrium among
substates and follow the subsequent approach t? thg new
equilibrium by monitoring the IR stretch bands.!3 4 15 pig.
23.17 implies that such experiments are most easily done near 200
K.

here only

In a pressure release experiment, a MbCO sample is placed
into a pressure cell. Pressure of the order of 100 MPa (1 kbar)
is applied well above the glass temperature. {Pressures much
higher than 100 MPa denature proteins.) The sample is then cooled
to the desired temperature and the pressure is released as
quickly as pcssible and the IR spectrum is observed as a functicn
of time after release. The result of such an experiment
in Fig. 26.12.

Fig. 26.12 shows that in MbCO near 200 K, exchange between
cs9 indeed occurs with measurable rates and we dencte this motion
by FIM 0. Comparisorn with Fig. 26.1 indicates that elastic
relaxation does not take place. This cbservation is
understandable : The different CS correspond to rather different
protein structures and elastic effects do not
structure. The relaxation function for FIM 0

is shown

change the
is shown in

13 a. Ansari et al., Biophys. Chem. 26, 337-355 (1987}.

14 1 E.T. Iben et al., Phys. Rev. Letters 62, 1916-1919
(1989},

15 4. Frauenfelder et al., J. Phys. Chem. 3§Wlo;qkﬂmh
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Fig.26.13 c: fFre—data—show—a-thaf FIM 0 is biphasic; a slow and a
fast component are observable.

i
_J

Po daantvt?

Areq 100 o'
re
—
P
P
! / J

Fig. 26.12 The areas ¢f the CO IR stretch bands Ay and Ay as
a function of time after a pressure release from 200 to 25
MPa. Sperm whale mycglobin in 75% glycerol/water at pH 6.6.
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Fig. 26.13 Relaxation functions ®(t:T) f06 sperm whale
myoglobin. FIM 0 describes the change in CSY populations.
FIM 1 is measured by observing the width of Ag. FIM X is
characterized by the shift in the peak wavenumpber of Aq.
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The meaning of the two phases is not yet clear. The data can be
fitted by a superposition of two stretched exponentials,
Eg.(25.38), with B(fast} = 1, PB{slow) = 0.2. Since the
temperature dependence is only observed over a small range in T,
k(T) in Eqg. (25.38) 9an fa fitted with an Arrhenius relation,
yi$6din? Alfast) = 1027 - , E{fast) = 110 KkJ/mol and Af(slow) =
18 g7+, Ei{slow) = 280 kJ/mol. These values are cimilar to tne
values guoted for glycerol in Subsection 25.7 and demonstrate
that the observed relaxation phenomena are collective in nature
and cannot be described by an Arrhenius relations.

A fit to Eg.(25.40) for the datia at pH .9 in the
temperature range from 18% to 200 K gives log(Ap/s™*) = 13, E
= 10 kJ/mol. Thus the Ferry equation gives a fit to the data witg
a reasonable preexponential factor. The temperature range is very
narrow: Below 185, the relaxation is too slow to be observed;
above 200 K, 1t 1s too fast for the very slow technique used
here. We will see later that a very different approach permits

the determination of the rate for the exchange Ag # A; at
considerably higher temperature.
FIM 0 poses a question : Its major component shows a non-

Arrhenius temperatutre dependence, but an exponential time
dependence. Stein et al have shown that Suf? a behavier can occur
in a transition if the barrier fluctuates.

The non-Arrhenius temperature dependence, in particul:r the
very large value of A for an Arrhenius fit, suggests that FIM 0
involves large-scale motions. Further eviden%g for this model
comes from the viscosity dependence of FIM C. Fig. 26.14 shows
the two FIM 0 processes Ap ¢ A; and A1 e Az 1in two sclvents
with very different viscosities. The result is clear : the
external viscosity affects the protein motions extremely
strengly.

We expect that substates of tier 0 will occur in many
proteins. The exploration of their dynamic prcoperties is only at
a beginning and much mere work 1is required before a consistent
picture can be painted.

1 R, scholl Thesis UT 1991

17 D.L. Stein, R.G. Palmer, J.L. Van Hemmen, and C.R.
Docering, Phys. Lett. A 136, 353 (1989).

280
N sk Rt a0 170
|— T T T T T
MoCo
3 M
D"Ii 6.9 1 -1-. e
2 ‘.\ \ s {p-release) “. pH 6.9
Y g Vo
\ VB BB y
3 3
. A
3 \\ W\ 78% R N
:“E ._\ Vi - \ N
= ) =0 A
g 2‘\ A\ g '
T a \A - )
i \\ 3 :
Y \
D:S:.O \‘ \ \ .
v
\ -4
= ) y Y /\\
p-jump) pH 7.0 \
-5 95% h “
I 1 L ' £ 4
T E] ] - ) k)
(so0c/mE %) f1000/1* %)

Fig. 26.14 The viscosity dependence of the motions in tier 0.

-« Rate coefficients vs. (1000/T)? in MbCO from p-relaxation exper-
iments. Left: Fast process of FIMO{A;—A,) - relaxation. Right: FIMO{A,—A;) - re-
laxation. Samples: MbCO in 75% glycerol/buffer at pH 6.6 and pH 6.9; MbCO in 95%
glycerol /buffer at pH 7.0.

Motions in Tier 1. The pressure release data14 15 show that
other changes occur in the temperature range between abcut 160
and 200 K : The IR stretch bands shift and change their width. At
pH below 7, two different relaxation processes can be
distinguished. At all temperatures, even down to 10 K, the band
A+ shows a fast elastic shift. At about 150 K, a conformaticnal
séift becomes visibkble and we assign the shift to tier 1, because
the areas of the bands do not change. The motion must

consequently occur within the substates of tier 0. The relaxation

function for FIM 1, shown in Fig. 26.13 a, is nonexponential in
tigs (B.= 0.3) and its Arrhenius parameters are approximately A =
10 s"l, E = 80 kJ/mol. FIM 1 conseguently also has o non-

Arrhenius T dependence and must describe collective motions.

The viscasity dependence of the moticns in tier 1, shown in
Fig. 26.15, shows that also these motions are strongly influenced
by the external solvent.

The evaluation of the pressure jump and release experiments
is performed by first fitting a stretched exponential to the data
at a given temperature. The results yield values for B(T) and
k{T). Usually, PBI(T) depends only weakly on T and is therefore

assumed to be constant. Measurement at all values of T then give B t

[
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and k(T}. A fit of an Arrhenius relation to k{T) indicates if
thig ch?ice is correct : If the preexponential is of the order of
10 s” or less, an Arrhenius relation may be adequate. If A is
much larger, an equation adequate for collective motions, such as
Eg. (25.39}) or (25.40), should be used. (We can ask : what is the
difference? The answer 1is extrapolaticn. To use the entire
approach for biological phenomena, extrapclation from around 200
to 300 K is necessary. The difference between an Arrhenius
relation and one of the others can be very large!)

Mot;ons in Tier 2. The best evidence for motions within each
of the different CS 1 comes from studies of ligand binding, to be
discussed in Chapter 27.

Motions in Lower Tiers. Small scale motions occur well below
200 K. The anomalous specific heat implies that some motion
occurs even below 1 K.

Open_ Problems. The brief description o©f the relaxation
phencmena in proteins demonstrates clearly that only the surface
of this rich field has been scratched =0 far. Work should
progress along a number of lines

i. Development of better techniques to study relaxation
phenomena. The present techniques still have many "holes", i.e.
regions in time, temperature, and pressure that cannot be studied
easily. P, T, and E jump technigues can be extended. Modulation
techniques may prove to be equally or even more useful.

ii. A systematic survey of the existing data to combine what
is known from all dynamic tools.

iii. Measurements of the various relaxation phenomcna in a

small number of proteins of different owerall structure ( a
helices, B sheet,...}. Get as complete a data base as possible.
Use very different probes to study different parts of the same
protein.

iv._Study the relaxation phenomena in cone selected protein
as function of solvent, solvent viscosity, pressure,... .

v. Extend the experiments to mutants tc see how specific
mutations affect a particular motiocn.
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27. DYNAMICS AND FUNCTIGN

where we can assemble what we have
cal function, namely the binding
The phenomenclogical features of
in Subsection 25.6. To discuss
we need nearly everything that we
conformational substates
(23.2) , the hierarchy of
and glass relaxation

We are now at the poin; .
learned to treat a simple biologl
of small 1ligands to myoglebin.
ligand binding have been treated
the process in molecular terms,

learned, flash photolysis (26.;),

(23.2), inhomogeneous spectral lines
substates (23.4), reaction theory {25),

(25.7}).

We will treat this problem in steps, t¢ show how an
apparently extremely simple biological process is in fact
extremely compiex. Even now, after many vears of work and a very
large number of papers, scme of the fundamental problems are
still either unclear , undecided, or not solved. In treating
ligand binding, we cmit a number of impeortant contributions.

27.1 Background and the Simplest Model.

The standard description of the binding of a small ligand
such as €0 or 0y to Mb is described in Section 24.1. The
essential coefficients characterizing association and
dissociation at a given temperature and pressure are Aonf Ao FE
and _As = Pon/ Aofg- It is customary in the literature to gquote
the association rate coeff’cie¥t as a pseudo-first order
coefficient, with dimensionw™l s*1, Collman et al. peinted out
that this definition leads to values of M,y and J\ that depend
on the solubility of the 1ligand in the solvent and that
consequently comparisons in different solvent or of different
ligands are_ambiguous. [t is better to give these ccefficients in
terms of s~1 for a given partial pressure of the ligand above the
solvent and in equiiibrium with the solvent. The initial state of
the reaction is then unambigucusly defined.

Approximate numbers for the various coefficients are given

in the following table.

Table. Binding of ligands to sperm whale Mb

)off/S"l )On/S-lm\_l /\On/S-1 , 1 bar
Mb - CO 2.015 5.4x10° 600
Mb - O 10 1.5x107 26 000

1 7.9. collman, J.I. Brauman, and K.M. Doxsee, PNAS 76, 6035
(1979).
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The coefficients in the table show that O, binds about 40
times faster than €O, but is much less tightly bound. The data,
and many other observations, raise guestions such as : Where does
the protein discriminate against CO ? How does the binding
Frocess proceed?

The simplest model, accepted till about 20 years ago,

described the binding as a one-step process, N ugh
represented by a static double well. 5 denotes JfH{

the solvent and A the bound state at the heme

iron. Such a model does not answer the questions. S

An improved model came from experiments
performed over wide ranges in temperature and time. 5
27.2 The "Single-Particle” Three-well Model.

We have discussed the low-temperature rebinding data in
Section 23.2. A set of rebinding data after f£lash photolysis are
given in Fig. 23.5. The curves shown extend up to 160 K, pata for

the binding of CO to Mb at higher temperatures are given in Fig.
27.1.

Time (sec)

Fig. 27.1. Rebinding of CO to Mbh after flash photolysis.2
Data at lower T are shown in Fig. 23.5.

The figures 23.5, 27.1 and 27.2 together show that rebinding
after photodissoclation is more complicated than anticipated; a
two-well model cannot describe the various processes seen in
these data. We must therefore expand the two-well model.
Physicists love model building. A model is not a full
thecry, but a picture that encompasses the Kknown experimental
facts and permits a quantitative description of the obhservations.
A model also must have predictive power and suggest new
experiments. Some of the predictions will check with the

2 R.H. Austin et al., Biochemistry 14, 5355 (1975).
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additional measurements, some will not. In steps, a model is then
improved and strengthened, or disproven and forgotten. Here we
build an initial model hased on a combination of the flash
photolysis results with structural features obtained by X-ray and
neutron diffracticn and also with molecular dynamics
calculations.

We first consider the flash photolysis data. While Figs.
23.5 and 27.1 show "fine structure", the essential features can
be summarized as shown in Fig. 27.2. Two different processes

log N (t)

6 -4 =2 0
log (t/s)

Fig. 27.2. The dominant features of the flash photolysis
data at low and at high T.

can be recognized, I and S:

Process I { for Internal) occurs alone below about 180 K. A
typical curve at 160 K is shown in Fig. 27.2. Process 1 is
nonexponential in time; an explanation of the nonexponential
sharacteristics has in terms of substates of tier 1 has been
given in Section 23.2. The temperature dependence between about
40 and 160 K can be described by an Arrhenius relation. Below
about 40 X, tunneling becomes important. Above about 160 K,
relaxation sets it. Tunneling has already been treated in Section
25.4; relaxation will be considered below in Section 27.5.

Process S (for Solvent) is visible at long times at 240K in
Fig. 27.2. S is approximately exponential in time and it is
proportional to the ligand (C)) concentration in the solvent
after the photoflash. As we will see later, the temperature
dependence of S cannot be described by an Arrhenius law.



285

Next we consider the structure of Mb. A crude cross section
through Mb is given in Flg. 4.8; the general arrangement of the g
helices and the heme group is shown in Fig, 4.11. The electron
density map Eear the heme as seen hy X rays is reproduced in
Fig. 27.3. 3 (Note, however, that the protein is not Mb, but
the separated beta chain of hemoglobin.)

A AT
K

-—‘b.hd. 0\"7\7{5 11.%

A=A

Fig. 27.3 Electron density map around She heme group in
the separated beta chain of hemoglobin.? The bound '7 can
be recognized.

Flg. 27.4 displays the e%ectron density map of MbCO, as obtained
by neutron diffraction. Both the X-ray and the neutron
structure demonstrate that the bound ligand sits in a pocket and
is prevented from easily moving to the outside by the protein
structure.

While the electron density maps give an impression of the
structural arrangement , they do not tell us directly about the
barriers that a ligand encounters while moving through the
protein. An understanding of this aspect is obtained through
molecular mechanies. In this approcach, the motion of a ligand is
simulated on a computer. Fig. 27.5 , from calculations of Case

3 5.E.v. Phillips, J. Mol. Biol. 142, 531 (1980).
4 B. Shaanan, J. Mocl. Biol. 171, 31 (1983).

5y, Cheng and B. P. Schoenborn, J. Mol. Biol. 220, 381
{1991}).
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Fig.27.4 The heme environment in MbCO as determined by
neutron diffraction.5

and Karpluse, gives the nonbonded potential seen by a test
particle in a plane parallel toc the heme and displaced by 3.2 A&
from it in the direction of the distal histidine. The approximate
position of this plane is indicated in Fig. 27.3. The contour
lines give the interaction energy between the free ligand and the
protein. The open circles give the projection of nearby atoms
anto the plane of the figqure.

The flash photolysis data together with the structural
information suggest a "multi-barrier"” model for the association
and dissociation of small molecules.® Binding at low T implies
the existence of a barrier at the heme. The closed protein
structure around the heme pocket points to the existence of a
second barrier between sclvent and heme pocket. A ligand, on
binding from the solvent, should consequently move on a reaction
potential as shown in Fig. 27.6.

S in Fig. 27.6 represents the situation with the ligand in
the solvent,B with the ligand in the heme pocket, and A with the
ligand covalently bound to the heme 1ron. In this simplest

6 D.A. Case and M. Karplus, J. Mol. Biol. 132, 343 (1979).
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with the normalization

Hplt} + Ng{t}) + Ng(t) = 1. (27.3)

Immediat=1ly after photedisscciation, the ligand is assumed to be
in the heme pocket,B , so that the initial conditions for ligand
binding are

kBS

Vire)

Fig. L3.S. Myoglobin contour map of the plane parallel to the heme and
displaced 3.2 A from it coward the distal histidine. Contours are at 376,
188, 42, 0, and -12 kJ/mol relative to the ligand at infinity. The highest
contours are _losest to the atoms. (Case and Karplus ey,

realistic model, we assume that the reaction energy surface is
fixed and independent of time and temperature. In physicists
terms, it is a single-particle model. Such models are usually the H H

first step to an understanding and to more sophisticated models. reactlon COOfdanfe

The situation in Fig. 27.6 'is described by the scheme Fig. 27.6 The reaction energy landscape for motion of a
. ligand in a fixed {static) potential.
35
Az—?BI—— S . {27.1)
“a “s3 Ng(0) = 1, Np(0) = Ngt0) = 0. (27.4}
The differential equations describing the motion of a ligand are These conditions are valid at the ligand concentrations used in
: - most experiments. The general solution of Egq. (27.2}) 1is
dN (t) straightforward, but lengthy?’In most heme proteins, ligand in
A = -k N (£} + k N (£} well A are tightly bound and thermal dissociation is much slower
de ABTA BA'B than any other reaction so that we can set -
dN () (27.2) kpg = O- (27.5)
kN (8) = kg Na(E) = kg N () 4 Yg g Ner)
de AR A Moreover, binding from the solvent is much slower than any other
; step 50 that we can alsc set
gl | k K K (27.6)
- - N « ’ )
TS kBSNB(t) k&ﬂ“s(t), ) SB BA BS

7 a.A. Frost and R.G. Pearson. Kinetics and Mechanism {John
Wiley, NY) (1953). ~ ’ -
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Experimentally one observes the survival probability N(t), i.e.
the fraction of proteins without bound ligand at time t after

photodissociation,

N(t) = 1 - Na(t) = Nglt) + Nglt). (27.7)
with Egs.(27.3) -~ {27.7), N(t) becomes

N(t) = Ny expi{- A t} + Ng exp{- Aoat}, (27.8)
where

Np = kpa/(Kpp *+ kps) . Ng = kpg/(kpa + Kps). (27.9)

Ar = ¥pa * kps - Jow = Xsp kma/{kpp + Kps)- (27.10)

we interpret the first term in Eq.(27.8) as describing the
internai process I in Fig. 27.7, the second term as
characterizing the selvent process S.

The rate coefficients kgg and op are second-order rate
coefficients :nd depend on the CO concentration in the solvent.
As pointed out above, it is best to use pseudo-first-order rate
coefficients, with units s™', for a given partial pressure of the
ligand gas above the solvent and in equilibrium with the sclvent.

Use of the Egs. (27.7) to (27.10) is straightforward.
Nevertheless, it is helpful to have a simple picture from which
one can obtain physical insight. Fig. 27.7 gives such a picture.
It describes the three-well system in terms of

@uﬁbdh&&iﬂﬁd

——y

A

Fig. 27.7 A model for the three-well system.
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three water reservoirs . At time t=0, all water is pumped frcm 2
to B. Water will then flow from B back to A and also to S. The
total outflow consequently is given by the rate coefficient

Aq. The fraction that flows back to A is given by kpa/(kgy + kBS)
="Ny. The first term in E4.{27.8) thus is explained. The ?ractlon
that flows out to S is given by Ng, and it returns with the rate
coefficient kgg Fo B. From B, the ?raction N; rebinds so that XA
is indeed given by Egq.(27.10).

Control of Association-General Remarks. We can now ask the
guestion : what contreols the assoclation rate ,\U“, the step B-aA
at the heme or the transition S5+B from the solvent to the heme
pocket; The question can be answered unambiguously by measuring
Ng. Ng is given by the value of Ngi{t}), extrapolated back to t =
0. With Egs.(27.9) and (27.10), the two limiting cases for Ng{0)

are
s,

NoNg =1 > kpa « Kps > o = kpag T3 } .

on

" (27.12)
W) Ng €1l > kpp > keg +  hew = ksp-

In case i, three rate coefficients control the association rate
and a single maasurement alone cannet determine all of them. In
case ii, the rate limiting step is at the entrance tc the heme
pocket and the rate coefficient kgp can be determined
unambigucously.

The static three-well model can be used to evaluate the
flash photolysis data. However, a number of problems remain:

1. The rate coefficient kpp is, at least below abcut 180 K,
not single-valued. As shown in Section 23.2, in particular in
Fig. 23.5, the barrier between B and A must be described by a
distribution. This fact must be taken into account in evaluating

the experimental data.
2. Using linear differential equations as in

Eg.(27.2) is valid as leong as the ligand concentration in the
solvent is large enough so that it can be considered censtant
during the binding process, but not so large that the probability
of finding two or more ligands inside the protein becomes
appreciable.If [L] is small, binding frem the solvent is not
exponential in_ _time, If [L] is very large, a stochastic theory

must be uSed.7 89 10

8 W, Alberding, H. Frauenfelder, and P. Hanggl, PNAS 75, 26
(19781.

9 p. Hanggi, J. Theor. Biol. 74, 337 (1978}.

10 R.p. Young, J. Chem. Phys. 80, 354 (13984).
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3. In Fig. 27.2, the internal process I is slower at 240 K
than at 160 K. This result is puzzling and it was initially
explained as being due to at least one sdditional deep well along
the reaction coordinate in Fig. 27.6. We will see later that
relaxation accounts for the slowing of process I.

4. We have pointed out a few times that the protein does not
show an entrance or exit path in its static structure. Motion
into and out of the heme pocket must therefore be a dynamic
process and a static reaction energy landscape is inadequate.

5. one other puzzle occurs when the photodissociation and
rebinding of CO and 0, are compared. The quantum yield of CO is
essentlially 1, but appears to be only about 0.4 for Q3.

6. Viscosity, which could be expected to play a major role
if large motions determine entrance and exit, appears to have
only a small effect on ligand binding at room temperature.

7. In Hb, the Bohr effect , namely the dependence of O3
binding on pH, is well known. Mb, in contrast, has long been
assumed not to show a pH dependence. It dces, however. why?

These are just a number of guestions that are not answered
by the model of Fig. 27.6. In the following, we clear up some of
the problems, but add already a word of warning here. Many
problems are not fully soclved, and some of the answers given here
remain to be verified.

27.3 Kinetic Hole Burning.

As pointed out in Section 23.2, spectral lines are
inhomogenecusly broadened and the peak of a homogenecus component
may be a marker for a CS. The situation is sketched in Fig. 27.8.
Substates thus may be mapped onto a particular wavenumber as
indicated in panels a and b. However, CS also map onto the
distribution g({H) of the activation barrier at the heme iron, a
c. The particular activation energy g(H), in turn, gives rise to
a rebinding rate kg, as indicated in ¢ =+ d. If correct, we
should thus be able to establish the entire mapping shown in Fig.
27.8 and connect CS {a), spectroscopy (b)), stich%r? (c), and
function (d). Such a mapping is indeed possible. 3 -
The first problem is to find a suitable spectral marker.
Fortunately, in Mb such a marker exists- band III. Bind III, a
charge-transfer transition near 760 nm (13 000 cm™+) shows up
only in tge deligated Mb, for instance in deoxy Mb and in Mb .
Here Mb denotes the state of MbCO immediately after
photodissociati?g. with the band selected, mapping inveolves a few
separate steps:

11 5.7, Campbeil, M.R. Chance, and J.M. Friedman, Science
238, 373 (198%7).

12 N. Agmon, Biochemistry 27, 3507 (1888},

13 p, J. Steinbach et al., Biochemistry 30, 3988 (1991).
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rebinding N(:. 7Y (d).

1. Connect Kkpp and v'. Here V' is the first moment (peak
wave number) of a gomogeneous component of band III. To do so,
the inhomcgeneous band is measured as a function of time after
photodissociation. The proteins that rebinding between times tl
and t rebind with a rate approximately given by 2/(t] + t3).
The difference spectrum, showh in Fig. 27.9 , of the spectra of
pand IIT at the ¢times tq and t; vields the corresponding peak
wave number v'.

2. Connect kgp and H. At temperatures where tunneling is
unimportant, H and k are simply related by the Arr??nius
relation. At lower T, tunneling must be taken into account. The
result of such a procedure is shown in Fig. 27.10.

3. Connect Hga and v'. This connection is now
straightforward and tge result is shown in Fig. 27.11.

It is by no means trivial that H and v are so clearly and
linearly related. The reason may actually be simple: The barrier
for rebinding may depend con the ocut-of-plane distance cof the heme
iron. The position v' may depend on the same distance.
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27.4 Relaxation and Barrier Height

ozof

The connection between H and v' displayed in Fig. 27.11

b provides us with a clue to the sclution of another pu;zle. The
puzzle is shown in Fig. 27.2 where process I at 249 K is f§stez

than at 160 XK. The clue is connected to an observation py Ti uka

and collaborators who first noticed tpap the'bandl Il in Mb is

red-shifted by about 10 nm from its positlon 1n Mb:4. The sh;ft

e actually depends on pH and for the sample Eepresented py Fig.
ﬁ13 3.9 27.11 it is somewhat smaller, about 120 cm”™ 1. The simplest
interpretation is now as follows. Mb~ and Mb have a slightly

Q15
/ttu.lzl

Absorbance (0D}

i the position of
1 , ‘ ‘ different structure. The structure influences
12500 13000 13500 14000 band III and of the barrier Hga. As Mbg relaxes towards Mb, band
wave number {cm™) - . . .
i i ~shi . .27.11 then implies that
RGURE 4. Rebinding of a0 inhomogeneous band. a(v.4,) is the average III blue ’ shifts bY about 120 cm i‘;,ng/lT\Ol 1 The SPegtrOSCO ic
of five scans of band (1§ taken consecutively after photodissociation the barrier HBA increases by about s 3COP
“’M“xﬁﬂPH’JY*{“*WVfguﬁﬁq'“1K~Mﬂmi“M evidence predicts that the barrier for rebinding of CO in the
average of five scans taken immediatety after a{vt)). Th k i
wavenumber #(f).1;) of the difference spect);um yv;.fle dirrc:; ?:z:m fully relaxed deoxy structure should be about 1l kJ/mol higher

el than measured at low T. Fig. 23.6 shows that the peak of the

distribution g{(H) for CO binding to Mb is about 11 kJ/mol. At

— N

a - room temperature, the peak consequently should be at about 22
\\\ arrnenius ' kJ/mol and rebinding to the heme iron from the pocket should be
TS '* . slower than extrapolated from the low temperature data.
s Such a relaxation of the protein with concomitant Lgcrea?%
- . . in barrier height has been predicted by Agmen and Hopfield.
P vor 5 se Does this relaxation with shift in the barrier energies really
£ 0 eI el i i be described? To answer this
oo SRl h% 13 1e occur? And if so, how can it e de
9 T = question, we look carefully at the rebinding data between 160 and
.ot e .7 , :
. ST e 5e 4 210 K, shown in Fig. 27.12.
e L : . - . : o .
i) R B I T ot MbCa |
: |
ID000T L« a :
FAGURE 7. Rate coefficient k(A.T) for the binding of CO 2t the heme o 4t N
iron. paramelrized by the barrier height M. a5 2 function of YT :
Data above 70 K assume an Arthenius relation. eq 6 K]
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FIGURE B. Connectaon between the barrier height A for the binding 14 v, r1izuka, H. Yamamoto, M. FKotanl, an . Yone ,
al the heme iron and the corresponding band position +* of the ho, Biocchim. Biophys. Acta 371, 1715 (13741.
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Uncertainties are 1ypically less than £§ cm™'

(1983).
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The solid lines in Fig. 27.12 a are fits to the low-
temperature g(HBA}; they fit the data very well. Above 180 K,
however, rebinding is slower than predicted by extrapolating the
low-T data. At 210K, for instance, rebinding at N{(t) = 0.01 is
about 100 times slower than expected. However, rebinding is still
nonexponential in time! This observation suggests that the entire
distribution shifts to higher activation enthalpies. To describe
the shift in the activation energy spectrum caused by the
relaxation Mb +Mb, we use the analogy to glasses.

We consider first the relaxation Mb® — Mb in
which process [ slows as the barrier Hpy increases. In analogy to the relaxation
phenomena in glasses, we describe the change in Hpa by a relaxation function

&t T and write
Hpa(t, T)=Hp + AH'1 - &*(t,T)],

where t is the time after photodissociation. The rate coefficient for CO rebinding,

becomes time dependent,
kpa(Ht,T),T) = Apa(T/Ty) exp[~-Hpa(t,T¥RT].

The differential equation for binding, dNi(t,T) = ~kpalH(t,T),T) Ni(t, T)dt, leads to

the survival probability Ni(t,T) for a single barrier Hga (t,T),

t
Ni(t,T) = exp[—jdt‘kBA(H(t'.T).T)]. (7.8
(0}

The survival probability for a protein ensemble becomes

t
Ni(t.T) = | dHo g(Ho) expl-[dtkpa(H(t\T),T)]. (2% 4¢)
0

LD

{23W)
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Eq. (ve)is valid if kga >> kps. This condition holds below about 220 K. The
distribution function g(Hg) is time and temperature independent, but the rate
coefficient kpa(H(t',T),T) depem?s on time. As relaxation function ®*(t,T), we use
Eq?_’)/:‘d;,mth K'(T:fgen by Eq. (L:;w).The fit of Eq. ( i‘-‘ to the data up to 210 K,

shown in Figure ~, yields AH® ~ 11 kd/mol, A® ~ 101851, E* = 10 kJ/mol, and B* =
0.21. The model describes the behavior of process I between 160 and 210 K very

well and AH* agrees approximately with the value of AH = 12 kJ/mol obtained

from the shift of the band III. The extrapolation to room temperature gives

x"(293 K} = 5 x 10}% s-1, consistent with the observations that the resonance Raman
spectrum of Mb* is not relaxed within 30 ps (\l()‘asgupta et al, 1985), and that band »
III has shifted to the deoxy position by 10 ns (gissaroli & Rousseau, 1987). The )
relaxation function ®%(t,293 K), calculated with the parameters given above, is
consistent with the molecula; dynamics computation of the iron motion by

Karplus and collaborators (Pletrich et al., 1990}, Similar relaxation processes hive
been observed by Friedman (‘?985) in hemoglobin, The parameters for the rate
coefficient x*(T) are similar to those for glass relaxations. The value of §°
demonstrates that the shift is nonexponential in time, We justify the use of Eq.
(liw)for the temperature dependence by also fitting the data around T = 200 K to an
Arrhenius relation. The result, A = 1033 5-1 and E = 120 kJ/mol, implies that an

Arrhenius relation is inappropriate.

S. Dasgupta et al., Biochemistry 24, 5295 (1985).
17 i
M. Sa i i
(1987) ssaroli and D.L. Rousseau, Bicchemistry 26, 3092
18 7.w. petri i i
-W. Petrich et al., Biochemistry 30, 39 (1991).
J.M. Fried jnan , Science 228, 1273 (1985), x
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The result given in Fig. 27.12 is surprising: The
distribution shifts without collapsing. Such a behavior supports
thg notion of a hierarchy of substates and implies that the shift
Mb" » Mb occurs in a different tier of the hierarchy than the one
responsib;e for the nonexponential rebinding. We assign the
motion Mb- + Mb to tier 2, the distribution g{Hga) to tier 1.

27.5 Entrance and Exit of Ligands.

We now return to the gquestion how ligands enter and leave
Mb. Consider first photodissociation. After the Fe-~L bond is
broken, the CO or O; molecule sits in the potential well B, shown
in Figs. 27.5 and 27.6. How can it escape to the outside? The
obvious path is between His E7 and V%l Ell, but the potential
barrier calculated by Case and Karplus® for a static protein is
of the order of 400 kJ/mol, much too high to be overcome by
thermal activation. The problem has been known for along time:
The x-ra¥ SSEuc§3res of Mb and Hb show no obvious opening or
channel. 4? Ligand binding can only occur through dynamic
effects. The protein must breathe in order to let the ligand
escape.

The fact that ligand binding invclves protein motions is
made dramatically clear by the binding of isonitrile, which are
rather large. Consider for instance n-butyl,

C -~ N - $ - g - H - CH
PR Tg

This ligand binds not much slower than Co.23 Rebinding data are
shown in Fig. 27.13. The behavior below about 260 K is rather
different from that of Co or 0, binding : Binding is much slower,

but there appears to be an absorbance change that 1is much
smaller than expected., This small change suggest that a very fast
process takes place even at low T at times shorter cthan 1 us.
Such fast processes occur in a variety of situations and we
return to them in Section 27. 8. At temperatures ahaove about 280
K, a solvent process S appears. At 300 K, the association rate
coefficient is about Ay, = 200 s 1, only about three times
smaller than that of CO (Table 27.1}. To admit ligands as large

20 3.c. Kendrew et al., Nature 185, 422 (1960).

2l M. F. Perutz and F. S. Matthews, J. Mol. Biol. 21, 199
[1966]).

¢2 T, Takano, J. Mol. Biol. 110, 537 (1977).

23 p. I. Reisberg and J. S. Olson, J. Biol. Chem. 255, 4151
(19803,
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as n-butyl, Mb must open a rather large channel. The binding if
isonitriles therefore is another fact that testifies to the
importance of protein motions.

Fig. 27.13 suggests that the binding of isonitriles poses a
number of challenging questicns. The nonexponential rebinding at
temperatures as high as 280 K exrends to at least 10 us, implying
the existence of very slow conformatienal motions. Much work
remains to be done to explore the binding of isonitriles.

The contour map in Fig. 27.5 raises the guestion : Where is
the pathway for entry and exit? There is likely to Dbe more than
one escape route, but a major pathway has been found in an
elegant X-ray_diffracticn experiment by Dagmar Ringe and

collabora%ors. 4 Their approach can be called "Ariadne's
thread".

To find the pathway, they use a doorstop, a molecule large enough to keep the

proceln path open. Phenylhydrazine binds to myoglobin. On binding, the

molecule loses its tail and the phenylr.ng remains.

Phenylhydrazine O-J__Iq
| H,

enough to "keep the door open”.

The ring 1s large

The results of the diffraction experiment are
given in Fig. 2 Z.\w » The data indicate that two groups rotate out of
the way to provide access te the binding site: The first is the isopropyl group
of Val 68 (E 1l), the second the lmidazole group of His 64 (E 73, In both
cases, the new position of the group is accommodated by an existing cavity i{a
the structure., The rotatlon of the imidazole group of His E 7 forces the side

chain of Arg 45 (CD3) to votate outward., These motions together form a channel

from the surface to the intericr of the protein. The channel {s almost parallel

to Ha home plawne.

24 p, Ringe, G.A. Petsko, D.A. Kerr, and P. R. Ortiz de
Montellanco, Bicchemistry 23, 2 {1984}.

25 Ariadne, a daughter of Minos, gave Theseus a thread to
find his way out of the labyrinth.

ok
AsP 60 ASP 80
ARG 45 50, ARG “J : HiS &4
. VAL 68
O D) o
in D
A
A. Dmawingof the residues around the heme in metmyoglobia B Dtawin i i
) : . B g of the residues around the hem
that are involved in the formation of a channel when phenylbydrazine with phenyl bound to 1he wron atom. Awp-60(E3) u;‘l\“r::;(gclo[
::d':. The iron atom, bound water molecule. suifate won, and amune are ciose enough to each otber ta form an oo pair. The iron atc
.“m“cm' umpu:;:a‘-m :I::::e:ha‘r: mn:;:ﬂl:chﬁ? pyS:k pheayl group, [and amuno acid side chains, which have moved a2
ccord : ein Daa ol £nce b i
Pl A ity asequ of the pheayl group, are ndicaned i black

Fig. 27.14. From Ringe et al., ref. 24.

1
27.6 The Effect of Viscosity.

Additional evidence for the dynamic character of the
entrance and exit comes from the dependence of the correspending
rate coefficients on  viscosity. Some groups <laimed thac
viscosity did not influence CO binding. They had measured M, at
room temperature and found essentially no effect of viscosity. We
can understand the absence of a viscosity effect easily. Near

room temperature, Ng = 1 and the association rate is given by
Egq.(27.12) as

Mon = (ksp/kps) kpa-

Binding at the heme 1is not influenced by viscosity. Opening of
the pocket is a gating process described in Section 25.5. The

rate of the gate opening is affected by viscosity, but the ratio
26 h

of the in and out rates is viscosity independent.
The viscosity dependence can be studied at high viscesities
and/or low temperatures where No « 1. Eq. {27.9) then gives

Xop = ks
Ng = EBS / EBA'

26 p, Beece et al., Biochemistry 19, 3147 (1980}.
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Thesa2 relations indicate that the viscosity dependence of ksp ang
kpg can be studied, assuming that k§§ is viscosity independent.-
As an example, we show in Fig. 27. the dependence of Ng, and
hence kpg, on the solvent viscosity. It is obvious that Ng

SOLVENT VISCOSITY AND PROTEIN DYNAMICS

Ng

5 — - 5

aqintipl

Fig. 27.15. Viscosity dependence of the fraction NS.26
The curve gives the viscosity dependence of kpg-

depends on viscosity. The quantitative descripticn, however,
yields some new results. The Kramers equation (Section 25.3)
predicts a dependence proportional toc 1/% in the high-viscosity
regime. The curves in Fig. 27.15 show a weaker dependence. In the
hiag-visccsity regime, the rate coefficients can be parametrized
by

~
K = const ? (27.17)

with % = 0.5. The solvent viscosity appears to ye damped. Some
theoretical attempts to explain such a dependence2 but far more
experimental and theoretical work is needed to understand the
problems fully.

More work 1is alsc required to connect the observed rates to
the characteristics of the energy landscape and to decide in
which tiers the various motions occur. There also exist an number
of other connections, for instance to allostery.

27 W. Doster, Biophys. Chem. 17, 97 (1988).
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27.7 Reaction and conformation cocrdinate.

Explain reaction and conformational coordinate.
Conformational energy landscape temperature independent?
But reaction energy landscape, because of the influence of cc,
highly temperature dependent.

-

Describe CO binding at all T. Changes in the reacticn
coordinate.

27.8 Substates of Tier 0
Recall A states, different rebinding.
TDS
The importance of €S0 for all kinds of protein functions.
The exchange Ag ® Ay. Extension of the low T P jump data.
Fit to the entire set. Data. Viscosity dependence.

27.9 Fast rebinding processes
The 02-C0O puzzle.

I#

Explanaticn .
Fast processes in Mb

Difference 0, and CO

Steric and electronic control

27.10 Mutants

27.11 Neglected topics.
Raman
CDh, MD,..
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