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Rewords
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o Rewrds are Likear hc+c!03cheous structures
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m
Selechim gork M;ﬂ_)d O(w) | N(N-A) . D(n*) Example :
Z 4, Declaeatas
Bubble sorf E(_N'i), O(h’) N(N-) O (u*) TYPE  Nawme = RE(ORD
- 2 fiesk: ARRAY[48] OF cHAR
Quck Sork N(N13), O(h‘) MN&aN . O(lv.fﬁh)1 moL s CHAR
2 | Past: ARRAY [45] oF cHAR
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2ip : LONG

stale: ARRAY [410] OF CHAR
END
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Records  (owtinued)
TYPE Adress = RECORD
no: INTEGER
sheet : ARRAY [45] oF G
area : Area

END

TYPE Perton = RECORD
name . Name

adress: Adress
END

Person Brorin y Jack

Iaok.nam.&lsl' ;= Smith
Brown.adrcs's.area.iip 1= 80433
Brown. hawe . m.1 : = Jack. name . first [1]

Recards

(continued)

Tree - repesentation

Person

last

m_L

Intes hal rcpm{atoh

-harne.first.

N hame., last

pormsr=t adreS, KO

hé  street

areo.

cdty  2ip  state
(ex: 32 bit memory )
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(48 Bgl‘a)
(4 bgtﬂ)
(a5 bytet)

(2 bytes)

\ | adlress . Street

(K bytes)

_. adfcsr.area.c'rf'g (40 La*’d)

AR
S adress.area.zip (4 bytes)
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TYPE sex = (male,-{cmqk)
TYPE FReson = RECORD
name: Nawme
adress:  Adress
CASE s:5ex OF
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female : size : ARRAY[3] OF INTEGER
END
END
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Locks

Record Cm}m‘hiu.’:
o Booleaw renable
. LSH of waihlg procese. (qucue)

2 hak.-';mf-/»n pocedures: [ock |, Unlock-

o Huhia! exelusrn Pn‘;w‘ﬁm
o Never le!rufkd.

lock - Called al He Atgjhikg cf a Crhal Sechon.
- fock Opew —» Cloke it
= lock chid —> pocest  pub in He quene

unlock: - called al Weo e oA a c.s.
Gueue cn’/, ~> Optu lock
= Queue hot enﬁy —>  Schedule {Jr:/' process

Powibves can be executed witl, D.krru/a}s hasked
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geWaPLo res
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. . " * ame : e Unix Kernel de no: 1.3
Theme: (Course Introduction §lide no: 1.2 ™ The U Slide no: 1

. - Topic: Overview of Internals
ropic: Advantages of Unix .
What makes Unix Systems so popular? user programs
trap ]7 libraries el

o Systemiswritten in high level language, thus portable. £ f;:;e;i’ive 7

(Less than 3% of the kemel in assembly) - System call interface \
® Simnple yet powerful user interface
® Hierarchical file system allowing easy implementation ’ . T

and maintainance inter—process

" file system procesis communication
ro
e Consistent file format (the byte stream) con
. : ) X . hedul:
®  Simple consistent interface to peripheral devices schegutng
®  Multiuser, multiprocess system memory
management

®  Provides primitives to permit complex programs h \ A

t0 be built from simpler programs

. . . bufferﬁz:ache
©  Hides machine architecture
k 4 L]

character | block

devices devices
A A

y ¥ ]
hardware control




" Theme: The Unix Kernel (Internals) slide no: 1.5

eme: The Unix Kernel (Internals) Slide no: 1.4
pic: The Unix File System |

Topic: The Unix File System

Steps to be executed when reading/writing a file: Boot block
Super block
Opening the file
Zenerate entries into tables Inode list

® allowing a process to reference the file

e and allowing the kernel to know which file in the
system is open for read, write or both

® convert the filename into @ more eastly accessible
structure describing the file (inodes) Data blocks

® allocate new inodes

® allocate data blocks on disk

Writing/Reading a file
¢ Convertthe user's view of a file into a systems view Boot block: Needed to load and start Amunix
® Convertlocation inside the file to disk block numbers (the operating system image)
Super block: Describes the file system on a disk partition
Inode list: An inode describes a file.

The length of the inode list determines the
maximum number of files in the file system

Data blocks: Space available for user data




Theme: The Unix Kernel (Internals)

slido no: 1.6

Topic: The Unix File System

Theme: The Unix Kernel ( Internals)

S1ide no: 1.7

'l'opi’c: The Unix File System

Reading/writing a Unix file
Theinode structure: data
blocks
owner/group ids direct S
ﬁle type bIOCk 0
permissions direct
; ; block1
access/modification = :
256
dates . block
ﬁle size ﬂmber 5
disk block addresses 4—s
direct —> —s
block 9
2ax file sizes: fmglle -
indirect
direct: 10Kbytes
single indirect: ~ 256Kbytes fiou.ble S =
double indirecr:  64Mbytes | indirect
triple indirect; 16Gbytes triple l 5 N
if 1 block 1024 bytes tdirect

Wridng or reading a Unix file
. «— Cht R
b
user’s file ffer _ user's view
.......................................... B
system’s view
logical file ;
block 0 | block 1 block 2
inode J
26542 26542 Disk
data
example:
write buffer of size Ak
starting from file pointer at =~ 450




eme: The Unix Kernel (Internals) ;140 no: 1.8

Slide no: 1.9

pic:  The Unix File System

Theme: The Unix Kernel (Internals)
topic: The Unix File System '

Converting a filename to an inode

The layout of a directory file
/
bin usr vmunix”
"/ \ -\
grep Is cc  philip uli
/
trieste2 <« trieste
link
ample: get inode of lusriuli/trieste
inode | fil 4
:r;; e | filenamme (14 chars) abs referance:
17 . ! isknown to the
207 | vmunix system in a global
— 1| 118 | usr variable
34 bin
relative reference:
— | 118 The current directory
17 | - cnn be found in the
— | 20¢ | ull ess descriptor
— | 3 philip proc
— 204 | . — | 23
118 | .. 118 .
193 | trieste 193 trieste2

The Super Block
Allocating inodes (when creating a new file)

file system size

no of Jree dcta blocks
list of f. ee data blocks
index of next free block
size of inode list

no of free inodes

list of free inodes
index to next free inode
Tock field for free block
and free inode lists
modified flag

allocation of di.;k blocks

allocation of inodes

Algorithm: @ read free inodes from disk
® build a free inode table in memory
(type field = O means free,
remember last free inode on disk)
@ allccate inode from memory list until
exhausted, then read inodes from disk
starting a remembered position
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topic:  The Unix File System Topic:  Process Management
Process State Diagram
Descriptor tables of "open” files ]
user mnmng
fd = open(“myfile.dat",0_RDONLY)
user file - reiurn to user
desc;'iptor tables file table inode table sys call, tu
: (system wide) interrupt/ / Telsn
proc A kernel
0 stdin @ running
1 stdout exit
preempt
2| sederr count ] Read .
3 \ Zombie reschedule ’ Preempted
? ‘ cot;u (/etclpasswd) sleep process I g
cxmnt 1 Rd-Wre . ready to run
@ _— in memory
0 p'::: 7 ‘ Asleep enough memory
count £ weiTe leste 7
1 [ stdowt oy mes in swap| | swap Created
2| seder count " . <«— fork
3 countl Leap 1 , : ‘ /
count ] Read wh
Sleep, Swapped Ready to Run,
Swapped

fdis the index into the user file descriptor table




rhame:” The Unix Kernel (Internals) 4,4 L. 1.12

opic:  Process Management

Layout of system memory

Possibility:  Compiler generates
absolute addresses kernel
but: impractical

process 1

process 2

process 3

. Solution adopted: Compiler generates virtual addresses

which a memory management mechanism
transforms into (real) physical c_zddresses

The virtual address space is subdivided into reglons

i > .@
o

stack

~ .
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Topic:

Process Management

Phys:cai memory is divided into equally sized pages

The paging system

A wrtuai address is converted into a page number and an offset

page 1

page 2

page 3

The region tables contain pointers to page tables

 virtual address
tex? 8K
data | 32K
stack | 64K L

201

297

v

132

8|8
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Topie:  Distributed Unix Systems

Memory management policies
d Swap pl ng ] . . kernel

The entire process is copied
from memory to disk process {
When process 2

e creating new process

* increasing process region

* increasing stack space

* swapping in a process

® Demand Paging

Machines whose memory architecture is based on pages and
whose CPU allows to rerun failed instructions can support a kernel
with demand paging

Accessing a virtual address kernel

whosepcfge Is not resident

in memory generates a page] / pages
page fault of process 1 poge 2

The missing page is read :’j’f;“/"/

from memory and the

faulty instruction is rerun.

©® Hybrid systems

Both, demand paging and swapping,
Whanthekemdcmmotaﬁocammughmmoqpqgcs a complete
process is swapped out.

@ Satellite systems

One main processor contatming CPU, memory and peripherals
and several satellites with CPU and memory (+ communications)
only.

Programs and a (stripped down)

operating system are downline loaded.

Each satellite has an associated

stub process running in the main

processes treating requests for

system calls

T CPU .
peripherals memory \ |

system calls

downline
loading

CPU

L

memory

memory

- - -

e ——
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sie: Distributed Unix Systems :

tropic: Introduction

Generalities on system calls
Che Newcasile connection

Each machine runs the full kemel (including treatment of System calls farm an integral part of the Unix kemel and are

system calls. File sharing is implemented trough an extension ' therefore

to the file nama: 4

] ; d in supervisor mode
meste! fusriuli/course ®  executed in sup
. : : e ot be preempted
specifies file /usrfuli/course on machine "trieste ® cannotbep P

Needs special Clibrary in order to parse file names They are accessed through a "trap mechanisi’”

software interrupt)

[ransparent distributed systems (example: NF S) (softw

Aremote file system is mounted on a mount point Access to system calls

of the local file system

. licat
| local file system remote file system Application
| - /\ /fﬂ} / ~ Unix komel
| //b‘." j‘/s' / docs physics
~
- wire_chambers cherenkov
login | | Sandand S~
library

lusrisrciphysics/ cherenkov accesses the file on the remote
file system
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® Access to the file system:

open,creat
close
read,write
[seek
unlink

¢ Frocess handling

fork
exec
exit

wait

® Interprocess communication
signals
signalkill,alarm
pipesfifos
IPC package (Inter Process Communication )
messages

semaphores
shared memory segments

Topic: System Calls for File System Access

The same routines allow to access
® disk files
® pipes/fifos
® specialfiles” (device drivers)

open opens a file for reading or writing
creat creates an emptly file (shrinks an existing file to size zero)
{(in earlier versions of Unix "open” worked only on existing files)

fildes = open(pathname, flags, fmode])

flags: O_RDONLY  O_CREAT
O_WRONLY O _TRUNC
O_RDWR O_EXCL
O_APPEND ..

mode: access permissions
fildes = open("myfile”,O_WRONLY/Q CREAT/O_APPEND ,0644)

opens "myfile”,
if non existant:
creates with permission
user group world
WX rwx rwx
110 100 100
else

sets file pointer to end of file.
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Writing and reading data to and from files

n_written = write(fildes,buffer,bufsiz)
n read = read{fildesbuffer.bufsiz)
eof is detected by n_read = 0
tncrements file pointer by bufsiz i

for efficiency reason use
@ rather big buffers (limits the number of system calls)

®  buffers sizes being multiples of the natural disk
blocking factor (mostly 1024 bytes)

Random access to files

newpos = lseek(fildes,offset,direction)

long offset: specifies new position in file
int direction: 0: offset=nr of bytes from start
of file
1: offset added to current position
of file pointer
2: offset added to pos. of last
byte in file
example:
flsiz = Iseek(fildes,0L,2)
returns size of file

'l'opic':. Process Control

Process Creation

All new processes are created through a tork system call |
example: maift()

{

int pid;
printf(" Before fark\n");
pid = fork()
if (pid == 0)
pringf("'child process\n”);
else if (pid > 0)

pnntf("'parent process\n"’);
else

perror( ' Fork returned error:\n"});

Fork creates a second instance of the same process. The program
code as well as the variables are identical in both processes.

before fork after fork

parent process
pid = child’s pid
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topic:  Qverlaying the Child Process with "exec"

Topic:, Signals

The "exec” family of system calls

The exec calls load @ new program into the calling process
memory space. The old program is oblitered by the new

ret = execl{path, arg0, argl,...(char *)0)
ret = execv(path,argv)

ret = execlp(file, arg0, argl,...(char *)0
ret = execvp(file,argv) ‘

path: must be a true program
file: may be a true program or a sheil script

Sequence of fork,exec,wait,exit calls
program a

Sending and recdving signals

On exception events ("C,illeagal instr. floating point exception etc.)
the kernel sends a signal to the process. This normally exits the
process. However a process may decide to catch the signal and treat it.

. Processes may also send signals to other processes.

SIGINT,SIGQUIT user interrupt

sendby  SIGILL illeagal instr.

kemel  SIGKILL forced exit (cannot be caught)
SIGPIPE write to pipe without end
SIGALRM time elapsed

— fork usage of walt and exit:
program a copy of
programa | pid - wait(&status)
wait exer .
b exit(status)

program a

continues et

after exit of

program b

With this knowledge we are able to create a shell H(CLD

sendby SIGTERM terminate child
process  SIGUSR1,SIGUSR2 for free use by process
Catching a signal:
int catchit(); define an exception handler;
signal (SIGUSR1,catchit) ; connect the handler with the
signal
Each time the signal SIGUSR arrives "catchit” will be executed.
Sending a signal:
kall(pid SIGUSR1) since pid is needed signals can
only be sent to parent or offspring
(getppid returns pid of parent)
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Topic: Pipes

émonatratea interprocess communication
sing signals

lude <signal.h> s
lude <stdio.h>

O

't pld.pepa; 7% process identifier */
"t n_char;

var charac[100];
it catchint();

‘intf("Creating a second procesa\n");
.d = fork();

" (pld > 0) {/* parent process *;
8ignal(SIGUSR1,catchint);
walt{(int *)0);

exit{0);

" {pld == 0} /* child procesa %/
papa = getppid();
while (1) {

N-char = read(0,charac,100); /* walt for character from stdin

*/
kill (papa,SIBUSR1):;
};

end of main »/

atchirt()

f {("Saw a User 1 signall \n"):

Apipe is a one way communications channel v_vhich Couples.
one process to another and is yet a generalisation of the Unix

file concept.
proctlipr

proc A stdowt —s> —> stdin

/* pipe implementation */
#include <stdio.h>
#define MSGSIZE=16

char fmage"Hi Triestel|";
main{)
i
char inbuf[MSGSIZE]:
int pl2],pid; /% pipe file descriptors */
/% open the pipe */
1f (pipe(p) <0) {
parror("pipe call ");
exit(1});

};

if (({pid=fark()) < 0) £
perror{”fork call ");
exit(2):;

i’F {pid == Q) { /* chlld process %/ Aﬂ! B
closs{p{1]); /* close write section »/ —
read(p[0], inbuf ,MSGSIZE):
printf{"Child read \"%s\" from pipe\n", inbuf}:

1f {pid > 0) { 7/* parent process =/
close({0]); /* close read section */
write{p[1].mag MSGSIZE);

}
exit{o);
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Hfos or named pipes
Pipes can only be used between strongly related processes

(eg. parent child) because the pipe id is needed for reading
and writing.
Named pipes remedy this problem:

Anmedpl}pecanbegenemtedusingthemimodpmgm
The pipe is the opened as any normat file

$ mknod fifo p

$ ls -1 fis ‘

Pru-r--r—- 4 uli O Oct 12 18:47 fifo
$

We have two entirely Separate programs one opening the fifo
forwriting the othe one for reading:

/% pipae implementation =/
#include <fcntl.h>
%include ¢stdio.h>

#define MSGSIZE=16 mdinspmsmn
main()
i

char inbuf[MSGSIZE);
int fd,pid; /= pipe file descriptors =,
/* ppen the plpe =/ :

if ((fd= open("FiFo",O_RDONLY)) <0 {
perror(“pipe call ");
exit(1);

};

read(fd,inbuf,MSGSIZE):

Printf("Child read \"ga\" from pire\vn”, inbuf);

close(fd):

exit(0});

Here is the writing program:

/* pipes implementation */
#include <fentl.h)
#include <stdio.h>
#define MSGSIZE=16

char fmag="Hi Triestel|";
main()
{ )
char inbuf{MSGSIZE];
int fd,pid; /#* pipe file descriptors =¥
if ((fd=open("fifo",0_WRONLY}) ¢ 0) {
perror(“"pipe call ");
exit(1);
Y
write(fd,mag ,MSBSIZE);
close(fd);
exit{0);

and the result:

$ fifia

2698 -

$ fif2s

2899

$ Child read "Hi Trieste!" from pipe

e

e
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Inter process communication facilities IPC)

VIPC constructs are provided by the kemel:

®  Message passing
® Semaphores
® Shared memory

'PCfacilities are identified by unrique keys Just as files az >
‘dentified by file names

A set o"similar routines is available for each of the 3 mechanisms

The IPC get operation :|

takes the user specified key and retumns an id

(similar to openicreat) If there is no IPC object with the
specified key it may be created.

exarnple: msg gid = msgget( (key_2)0100,IPC_CREAT)

|The IPC op cails:|They do the essential work

example: err_code = msgsnd(msg _quid,&message,size,flags)

Lme IPC ctlcalls: | get or set status information f. r the
IPC object specified or allow to remove it

exarple: err code = msgctl(msg_qld,IPC__R.MID,&msq__stat)

topic: IPC Facilities

Sending and receiving messages

Amessage has the form:

structmy _msg {

long mtype;

char mtext{LENGTH];
}

Such a message can be sent to a message queue who's
identifier has been determined by a msgget call:

retval = msgsnd(msg_qid,&message,size,flags)
it can be read by:

retval = msgrov (msg_qid,&message,size, msg_type, flags)

msg type=0:  firstentry in queue
msg type > 0; first entry of this type
msg type < 0; first entry with lowest msg type

Slide no: 2.12
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Topic: JPC Facilities

Shared memory segments

Normally data regions of different processes are separated.
The IPC shared memory facility allows several processes to
share a sectior. of physical memory. '

shmid = shmget( (key,size,permflags)

creates such a shared memory section in physical memor -

memptr = shmat(shm_id,daddnshmﬂags )

e

attaches the shared memory section to the nrocess.

memplr is a pointer in virtual addresses where the process
can access the section

*memptr = "hello Trieste"”

will write this memory section.

err_code = smctl(semid,IPC_RMID, &shm_stat)

removes the shared memory section from the sy-tem

Shell commands supporting IPC facilities

There a two shell level commands treating IPC facilities -
ipcs: showing the state of all IPC objects in the system

IPC status from /dev/kmem as of Sat Oct 13 17:31:1g 1990
Message Queuss:

T ID KEY MODE QWNER GROUP

q 0 64 ~=Pu-rw-ryg- uli . users

Shared Memory

T ID KEY MODE OWNER GROUP
m o] QO ~=Trw——————— uli usars
Semaphoreas

T ID KEY MODE CWNER GROUP

*** No semaphoras are currently defined *%xx

iprn: allows to remove an IPC objecy from the system




eme: The Unix Shell

Slide no: 3.1

Theme: The Unix Shell

Slide no: 3.2

pic:  Introduction

Topic:  Simple Shell Commands

What is a shell ?

Ishell is a command string interpreter reading user input from
tdin and executing commands.
lowever shell commands may also come from a file.

The standard Unix shells {ex. Bourne shell) provides:

1/0 statements

{/0 redirection

pipes

vanables & assignment statements
conditional statements

loops

subshells

= Full blown programs may be written using onfy
shell commands (shell scripts)

Simple commands:

Single word, no parameters

who: prints all login processes
ps:  pnnts all processes started by the user
on the standard output device (stdout)

. LI ] ] -
newline or ;" are separation characters

$ who
uli ttypo Oct 4 08:08 (:0.0)
uli ttypil Oct 4 08:08 (:0.0)
uli console Oct 4 08:07
$ ps
PID TT STAT TIME COMMAND
22692 co I 0:50 /usar/bin/X11i/mum
22693 p0 S 15:29 /usr/bin/dxterm -ls
22697 po I 0:05 ({(cah)
24984 pO S 0:00 (am)
24986 po R 0:00 (ps) .
22694 p1 I 19:05 /usr/bin/dxterm ~ls -n dxtermi
22598 p1 I 0:09 (cah)
24966 p1 T 0:52 {dxpaint)
s -
Pipes

Stdout of one program can be connected to stdin of another one

through a pipe

Example: We want to know the number of login processes on
our system . This can be found by counting the
number of lines outpw.t by who

$ who |we ~1
3
$




theme:

The Unix Shell

sl :hie no: 3.23

Theme: The Unix Shell

Slide n>: 3.3

fopic:

Simple Shell Commands

exaample: who |we -1

csh

wait

csh
exec who

lose stdout
‘ose pipe read
up pipe write

stdin

stderr

pipe write

csh

open pipe

csh

exec wc

close stdin
close pipe write
dup pipe read

stdour

stderr

pipe read

N W~

stdin

stdout

stderr

pipe read

Dipe write

Topic:  Simple Shell Commands
The tee command:
process a process b
stdout stdin
> --I— > stdout
W
file
$ (date:who) |tee save | we
4 23 133
$ cat save
Tue Oct 9 17:23:08 MET 1990
uli ttypo Oct 9 15:23 (:0.0)
uli ttypl Oct 9 15:23 (:0,0)
uli console Oct 9 15:21

$

Running commandsin background:

3 (date;who) |tes save lwe >count &

923
$ cat save

Wed Oct 10 11:47;

uli ttypo
uli ttyp1
uli conac
$ cat count

4

]

le

23

§8 MET 19590

Oct 9 15:23
Oct 9 15:23
Oct 9 15:21

133

(:0.
(:0.0

0)

)

.

-
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»ic:  Shell Scripts - Topic:  Shell Scripts
Creating new commands Passing parameters into shell scripts
The shell is a user program as any other one provided by the Write a shell script that adds execute penmission to a file:
system or written by you. It's name is sh $ s cx
. . . CX: Mo such file or directory
Sincez sh accepts input from stdin and we can rediract input ¢ echo ‘chmod +x $1° >cx
. $ 1ls -1}
to it from a file we execute shell commands from a file: -m_r__r-ff 1 uli 12 Oct 10 12:27 cx
$ sh cx cx
$ cat no_users this is the contents of file $ 1s -1 cx
-ruxr-xr-x 1t uli 12 Oct 10 12:27 cx
who I we —1 no_users $ echo 'echao Hello fans !’ >hello :
$ hello
$ sh < Nno_uUsers here we execute it hello: cannot execute
$ Ccx hello
3 $ hello

Hello fana !
$

If the shell is given an argument it interprets it as the file

from which commands are to be read: 30 : script name

2 3h no_users | 3n: contents of nth parameter
3 S#: number of parameters
3*: all parameters
.
We can even make the text file executcble and cali the shell 87 exit status of last command executed
implicitly:

$ chmod +xX no_users
$ no_users

3
$
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Topiq: Filters

Program output used as arguments

The output of programs can be used as arguments into other
programs:

¥ echo ‘echo At the tone “Gthe time will be exactly ‘date'’ >tim
$ cat tim

ecl.o At the tone the time will be exactly ‘date'

$ chmod +x tim

$ tim

AL tr2 tone the time will bhe exactly Thu Oct 11 16:29:54 MET 1990
$ :

Shell variables and environment variables

Variables can be defined and assigned strings
The e.wvironment variables are known to the sheil

$ myvarsyhatever

$ scho s$myvar

whatevaer

$ echo 3PATH
.:/uar/local/bin:/uaeri/uli/bin:/uar!ucb:/bin:/uer!bin:/usrlbin/Xii

lacal/unix:/uar/new:/usr!hoata:!uar/localfunix:lusrflocal/prlam
$

Programs that read input, perform some simple transformation.
and produce some output are called filters

examples: grep,tail,sortwe,sed,awk...

grep: searches files for a certain pattem and prints out
lines containing it

$ cat telephone

philip 2587
mark 3860
evelyn 1278
peter 6530
$ grep mark telsphone

mark 3860

$

special meanings in grep:
" beginning of line

a single character
[...] anycharacterin.., ranges allowed
["...] any character notit...ranges allowed
e*  any occurences of e

grep ‘NAJ* ' fete/passwd
passwd entry:

name:password:other information
name: :other information means: no password was set!

e

“re
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The stream editor sed Loops in shell programs
‘akes a stream of characters from stdin or from a file, transforms it )
L . . There are 3 loop constructs in the shell:
sing line editor commands and outputs it on stdout.
sed 'list of editor commands’ filenames The forloop forvarin list of words
do
wxample: sed 's/Mr Miller/Miss Smith/g’ letter >new letter commands
$ cat letter . done
Jear Mr. Brown,
after the Trieste course I would like to invite you for a drink . .
at Mr, Miller’'s home. I think we all earned it. Mr. Miller The while Ioop while command
Jill be glad to welcome you all. do
Jeat regards, the Trieste course organizers.
$ sed ‘a/Mr, Miller/Miss Smith/g’ letter >new_letter Ioop bOdy executed as kmg as command
$ cat new.letter retumms true
Jear Mr. Brown, done
after the Trieste course I would like to invite gou for a drink
at Miss Smith’s home, I think we all sarned it. Miss Smith
uill be glad to welcome you all, :
:est regards, the Trieste courss organizers, The until IOOp until commmand
= do
Even more tricky: The list of editor commands may ccme loop body executed as long as command
from afile: _ returns false
done
sed —f cmdfile
example :
until who/ grep uli
do
sleep 60
done
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Topic:  Flow of Control

Conditional statements

case word in
pattern 1} commands;;
pattern 2) commands;;

esac.

The case is very often used to check the syntax of a command
and to assign default values to optional parameters

$ cat asam
incl="echo $1 |sed ‘s/\,.%77°"
out=sincl.o
inclasincl.m
case $# in
0) echo usage: $0 infile \[macro file\] Voutfiles]
exit 2;;
2} incl=s$2;;
3) out=s3;;
x)
asac
echo m6809 $1 s$incl fout
exit O
$ asm
usage: asm infile [macro file] [outfile]
$ asm
m6809
$ asm
mE809
$

Z.0

NNNHN
oD Do

aaHN
333

z.Q

if ... then ... else

if command

then cmds
else cmds

f

The if statements tests the exit status of ‘command’ (§?)

and if successful (exit status = 0) executes the then clause.

In if statements the test program is often used

test —rfile tests if file is readable

test —f file tests if file exists

test —w file tests if file is writable .
test sl=sl tests if two strings are equal

testnl —eq—n2 tests if two numbers are equal

if test —r 31
then
do something
else
echo Cannot find file 31
fi

e

ey

=

LAl
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A shell script demonstrating conditional and

loop constructs

L

The script replaces the ™'

"in the PATH environment variable

by blanks and the checks for each resulting directory name

if the file 'command’ exits.

$ cat where
case $#% in

0) echo 'Usage: whereis command’ 1>42; exit

esac
for i in ‘echo $PATH | sed

do
if test —-f $isst
then
acho $i/%1
fi
done
$ whers where
. /uwhere
$ where s
‘oin/la
3

i YRR B
s/l g
8/ 8/ ./
a8/ f Jg°"

Catching signals

Typing *C sends an interrupt signal to all processes run from

your terminal. This will normally will terminate the processes.

The shell protects processes started in background from

being ternminated through ~C.

Shell scripts working with temporary files which are removed
at the end of the script should do this cleanup also when
tenranated by "C.

We can trap signals and execute a "trap handler’

or we can ignore signals

trap sequence of commands signal number

now=/tmpitemp.$$ signal numbers:

cat >Jnew .

trap ‘vin —f $new; exit2' 215 9 s.heli ext
2 intenupt

9 kill (cannot be caught)
15 | terminate
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WS 1 ws2 ws3
Ethemnet
File
Server

-

On startup the workstation sends a baot request down the
ethernet containing the requesting node’s hardware
address. It's server recognizes the request and downline

loads the kernel image corresponding to the workstation's
hardware configuration.

The workstation’s file systems are mounted on che file
server (transparent distributed system) The swap space
may also be remote (diskless workstation).

The system starts up a window system (X—Windows/Motif)
and allows login.

On login a terminal emulator window is brought up and
allows :he user to communicate with the shell.

Topic:

Good Bye

if test —r §2
then ‘echo $1 | sed ’s/.

@

Kernel

designed by
Jacques Redard

L@

That’s all folks !
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The architecture of the accelerator control system:

Workstation Workstation

Ethernet

File
Server

Front End
Computer

Field Bus
Equipment
Controller

System nceded in the front end computer:

System with Unix user interface and Unix system calls

Real time features

Front End Computers are situated near the equipment in a harsh

environment -> diskless system
Bootable over the network
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Advantage of Unix: Operating Systems running on several
hardware platforms. But ... several Unix variants make
protability more difficult.

POSIX: defines standards:
e POSIX.1:

-— defines the interface between portable applications and the operating
system, based on historical UNIX system models. Consists of a library of
functions frequently implemented as systemn calls

¢ POSIX.2

— specifies a shell command language based on the System V shell with some
features from the C Shell and the Korn Shell.

s POSIX.3

—— provides detailed testing and verification requirements for the POSIX
family

e POSIX 4

— is a set of real-time extensions to POSIX.1. The standard contains:
* Binary semaphores
* Process memory locking
* Memory mapped files and shared memory
* Real-tim signal extensions
* Clocks and timers
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What is Real Time Performance?

An application is real time if it must generate a respon.e to an external event
within a bounded time interval in order to function correcdy

LynxOs compared to Unix:

The internal coding of the kemel is completely different

User shell is similar to Unix shell (anyway many different shells are used
uider Unix)

Uses mainly GNU compiler / debugger tools
Has all Unix system calls (and many more)
Different (Real Time) Scheduler

Threads

Different types of semaphores

Real task priorities

Allows interrupt handling through device drivers
Allows to selectively enable and disable paging
Access to physical memory may be granted
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Parameters influencing the Real Time Performance

Task response time

Critital Section

Driver response  Interrupt "
Completion Time

time latency

Task Completion INterrupt Task switch time

time dispatch time

» Task response time:
The time it takes the application to be notified of the interrupt occurence

¢ Driver response time:

The time it takes the device driver to be notified of the occurence of the
interrupt.

e Interrupt latency

The time interrupt acknowledgement is disabled due to a critical kernel
operation or an interrupt service already in progress. ’

+ Interrupt dispatch time

The time it takes the hardware to acknowledge the interrupt and the
operating systrem to dispatch to the appropriate dniver,

+ Task completion time

The time it takes the application to finish its time critical operations.
+ Task switch time

- Time it takes to schedule and perfom a context switch to the highest priority
task.

T aramMC CliAL A
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Task completion time

Task execution time Interrupt execution time

Priority inversion time

Task execution time:

The actual amount of CPU time needed by the task to carry out its functions
Interrupt execution time:

The time the task is suspended because the system is servicing interrupts
Priority inversion time:

The time the highest priority task is blocked waiting for a resource held by a
lower priority task to be freed.
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Real time Scheduling
3 types of scheduling:

Fixed Priority

—Only the highest priority runnable tasks will be scheduled
—Priorities are only changed through explicit directives
—minimizes priority inversion time

Fifo

~—A task runs until it completes, blocks, voluntarily yields

the processor or is preemptied by a higher priority task
Round robin
—Same as Fifo, but task may be preempted by another task
of same priority
Priority inheritence:
—A low priority task holding a resource needed by a high

priority task will have its priority boosted temporarily to
the high priority until it frees the resource.

Example:

Data aquisition and critical control -> high pricrity Fifo
Status display update and user interface -> medium priority round robin
printer log -> low priority

There are calls to change the type of scheduling and the task priority:
geWsetprio get/setscheduler yield (forces the process to release the CPU)
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Signals and Events
Signals work the same way as in Unix however ...
Events are extensions to signals: (numbers 32-64).

Events are queued, so cannot be lost. They also transfer a data
word.

Definition of a set of events:

Hinclude <signal.h>

sig_set T set;

/* create an empty set of signals */

sig mptyset{&set)

/* now fill the set */

sigaddset(&set,SIGFPE);

Definition of an Event Handler:

#include <signal.h>

#include <events.h>

void handler(Int signum, int data);

struct sigaction act, old_act:

act.sa_handler = handler:

act.sa_mask = mask_while _handling; * a sig_set */

int success;

success = sigaction(signum, &act, &old_act);

where: handler = SIG_DFL: default handler
handler = SIG_IGN: ignore
else address of a handler routine
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Shared memory segments

Creation of a shared memory segment:
#include <sys/shmmap.h>
mkshm(" myshared" 0666 | SHM_PERSIST,4096)
arguments: filename

access rights

size

Opening of the shared memory segment:
fd = open("myshared”,0_RDWR,0) /* 0: mode only used with creat */

Attaching to a shared memory segment
address_of _sm = shmmap(fd,NULL,length,offset,flags)
flags: SHM_READ,SHM_WRITE,SHM_EXEC

Detaching from the segment
shmunmap{address_of_sm,length);

Closing the segment:

close(fd)
The use of the shared memory ressembles very much normal file access

gy -

.
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Accessing physical addresses:

Each process has its own memory segments and can only access memory outside
its private area if it attaches to a shared memory segment.

How can we access registers of an /O device e.g. an ADC or I/Q register ?
#inchide <smem.h>
char * smem_create(name, phys_address, size, perm)

if the shared memory segment "name" does not exist, it is created and the base

address is returned to the caller. Otherwise the address of the existing segment is
returned.

‘The seiyment is not owned by the caller, it is valid for any process in the system.
To getrid of it:

smem_remove(name}
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Semaphores

There are 2 types of semaphores:

¢ Binary semaphore

¢ Counting semaphore

The mechanism is similar to the shared memory concept:
Open a semaphore

fd = open ("mysem",O_RDWR,0)

Wait for the semaphore
semwait(fd) waits until semaphore is freed
semifwait(fd) returns with error if semaphore is blocked

Release a semaphore
sempost(fd)
semifpost(fd) if no process waits for the semaphore: error
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Threads
Advantages of threads over processes

All threads have a common memory zone and therefore all data
are accessible to all threads. It is however also possible to
create a small amount of private data.

Creation of a thread:

Create attributes

#include <pthread.h>

pthread_attr_t ater:

pthread_attr create(&attr);

Now the attributes for the thread can be set:
pthread_attr_set/getstacksize
pthread_attr_set/getsched
pthread_artr__sctjgetprio

Once all attributes are setup we create the thread:

pthread_create(tidp,attr,routine,arg)

where:  tidp: thread identifier tid
attr: attributes setup before
routine: address of the code to be executed by this thread
arg: arguments passed to the thread.

pthread_exit(status)

finished the thread
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Treatment of interrupts:

Interrupts must be treated in supervisor (system) mode.
From user point of view: 2 solutions:

¢ read system call waits until a blocking read is finished

* select system call waits until input is received on a fd

Both use device drivers.

The kernel communicates with device drivers through the entry
points: "

¢ XYZinstall(): installs a new major device
XYZuninstall(): removes a majpr device

XYZioctl(): control operations and status information
XYZselect(): needed for select system call
XYZread(): reads data from the device

XYZwrite() writes data to the device

The device_info_structure passed to the install routine contains
all essential information of the device (physical address,
interrupt vector ...)

oy =

e
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The driver has no access to system calls. However a number of
calls are provided for interprocess communication and
debugging:

Semaphores: swait, ssignal

System threads: Needed when an interrupt treatment would take
too much time

cprintf and kkprintf for debugging
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