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Fully Pipelined and Programmable Level 1 Trigger

D. Crosetto and L. Love

Abstract

The types of detectors and the physics involved in present experimt_',ms are re;.nchl'ng lal lIevell of tchc;srtt:r;g
complexity so great that it is preferable to implement a programmabie trigger s_c-lunon :t all leve i.=:qr;1ﬁm na
a systemn realized with cabled logic. Experience demons:@tes that the ﬁ_ne tuning onll e lrl{;g-CT .[o e on {
achieved after running an experiment and analyzing the first data fichIred. Becem adv.ame.s 1rT ec nber %f
made real-time programmable algorithms down to the Lev.el 1 trigger feasible. [rfllthn:(:e‘[}:(jn..‘j nu:nble !
algorithms for the first level trigger have been simulated using one of the moii ad\‘dna : [: s.pg‘ava:i aq ,;ed
fully-pipelined and programmable Level | trigger system sustaining a clock rate of 16 ns hus been desig
based on a modified version of the DataWave chip.
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1.0 INTRODUCTION

The Superconducung Super Collider (SSC) 15 being built 1o study high-energy physics. Every 16 ns,
proton beams will collide and the particles produced by the collision must be identified and studied.

Many detectors will be used to detect and identify the particles. The calorimeter (shawr tn Figure 1) is one
of the sub-detectors to be used at the $SC. Two proton beams will collide in the center of the calorimeter
sending particles to the calorimeter towers in the barrel and end caps. The amount of energy released 1n the
colliston is detected and then transferred through channels to digital processors, where the identification of
particies s begun in the Level | triggering.

Recent advan.es 1n processor technotogy have made real-lime programmable algorithms, down 10 the
Level Irnigger feusible. This study takes already developed off-line algorithms and modifies them for on-line
use with a suitable chip avatlable today, the DataWave processing chip. The DataWave is a data-controlled
RISC processor with high-bandwidth communication capability developed for video signal processing by
International Telephone and Telegraph (ITT). Using a list of physics requirements {du scribed fully in Section
4) and the DataWave architecture (described in Section 63, we have simulated the real-time algonthms of
filters i Scenon 7), electromagnetic cluster finding (Sections 8 and 9, isolated electran finding (Sections 10
and 11 and jet-finding (Section 12) as they relate o the calorimelter

Readers interested i the flextbility of defining the irgger tower segmentation will find an overview of
examples of possible segmentation m Sectien 5, and an algorithm implementanon using the DataWave (or
Front-end processor, FEP) W sum the digital values coming trom the calorimeter in Sub-section 14.2.2

Readers who are interested in how this state-of-the-art processor technalogy 1s suitable for this type of
applicatien can find a brief overview of each algorithm as 1t pertains to the DataWave architecture in the first
section uf cach section. Results of the simufation, complete with detailed timing resubts, are found in the last
part of each section. A combined test of both isolated electrons and jets is found in Section 13 A suggested
modification of the DataWave processor 10 a front-end processor (FEP) for a fully pipelined and
programmable first level trigger sustaining 16 ns clocking is described in Section 14. Examples of
programmable first level trigger algonthms, digital filters, and implementing segmentation in the FEP
system (atl sustaining the 16 ns clocking) are also given in Section 14. An evaluation of the overall

performance of the DataWave and FEP processor array as applied to these algonthms s given in Section 185,
Tabie 30

Figure 1. Conceptua! View of a Cajorimater.

2

2.0 PURPOSE OF THE SIMULATION

The purpose of the simulation is to try andrsolvc the rate requirements of the _I].e;:zl ;o:ntig;:rlwuhoi
programmable chip, to determne the sgilabillly of an advanced c?mponenl avai ernn eonhea Iizggon
application, and then to suggest modifications to the chip to beuter satisfy the rqulremc sof pp .

The types of detectors and physics involved in preser t e;perimcnls are reachmgbsluch_a high lle\;il):fa:c;s;:
a3 compiexity that if the technology could Tt the requlrcnjem‘s, a programmal bel l;l]gge.r‘so uti
levels 15 preferable rather than staying with a fixed algornithm ‘lmpuememgd with cable (_)gu, ‘ l

Exporience demonstrates that the fine tuning of the tngger 1s often alchlev?d after rl_lr‘m;lng‘an exlreé-::\;;:‘?c
and analyzing the first data acquired. With a programmable solution, itis possible to u..l-vt t‘ e dee e e ron
{commonality) chain for several expeniments. For this reason, and because all physicists do not accept a
specific type of tngger algonthm. a programmable s ution is highly d§51rable. | ‘

A market survey has been conducted to idenufy the component best suited to fulﬁ.ll the r‘eqmrement:\ of [hf:
Level 1 tngger ulg‘nri[hms. Presently, there does not exist a component that meets 180% of lhe rcg_]mfcn:::n'ls'.
Bevause of s fea;ure\'. the DataWave processor 1s considered one of the best. In Mder,u,) \'e'n’f’y El\ surm)ldtl'n“l‘}: a
sertes of typical algorithms for the fiest-levelingger were selected and tested on [he‘lj.sjlaWd\L The . .1] dehn::i
component (vr a modified version of 1t may be used as u preprocessor of the Level 2 tgger or as pip
processors sustaiming the rate of the Level | ingger . -

As un example of programmability, many trigger algorithms have been l.mplemc_mm‘?l. ;\mo:gll ‘2:1::3
finding local maximum. calculating cluster and transverse chergy, companng cluslter an .ﬂa m&{' ,‘md
different thresholds, determining if an electromagnetic cluster is isolated from nearby energy deposttion,
determining if a 4 X 4 or 8 x 8 mainx 1s a possible jet. e

The algorithms proposed and tested in this report are nod the only ones or necessanly l:;dbc.sl ‘;pl:‘:‘ilvzl (1
the Level | rigger. They are examples of operations and correlation of data that ncﬁd to. :j)nj f;},- alevel
tngger decision. Is is not necessary to execute all of them, because only one algonthm is neede yp

information (identifying electrons, jets, efc.). . _
" glcfme have b(een mmyul:‘gled on a platform of a DataWave array _made of Da[a:Wavn: chips. e;clh co_an:].nmg
one DataWave processor cetl, Since the packaging {printed circuit board er I\r ult-C hz.p-lV]I-o l;e) |:\ ‘: ch:):g
impontant 1ssue in realizing these types of systems, some algorlthms‘ have Valr.\o ht‘fﬂ)?lm\:'[.dﬁﬁ ‘0:1‘_.1 A
platform of DataWave array processors which assumed to use chips contaiming 16 DataWave cells each.

The ~yslem 1s scalabie to different sizes of parallel processor arrays thus making it possible ta apply the
system 1o different calorimeter sizes and to execute algorithms of different complexities i o

4 The impartance of this simulation and study lies in the pmgrammabllity of the system ﬁnd Ehe dr:?]?)n}ir
algorithm_ The starting point is always the off-line trigger algo‘rjlhmi that Tequirs m‘l miLot;.\h(m. for
execution. The chatlenge is to find a given “processor architecture™ snd §ystem ar_chneclure w ?c pProvi |
the best and most suitable (to the component) conversion of the ‘off-llne algerithm to a fas(.g‘ir;d sumple
“real-time” algorithm that will stift have high particle-idenufying CﬂlL‘lEnC‘y:. Rangs. lr.l.gonon‘mmc ]L:ncncmti
and other time-consuming operations cannot be performed during real—umfz. .T\'\ (.; re;u ]_ ?[::n
opumization techniques for real-lime computations, such as precalculaled_ look-up uhlcs{a; ]n)m t&‘;f: Iﬁ
compansons are used in place of raties. Finally, a design based ¢n a modnﬁcd version of the -ta,ll{ e
processor aimed to efficiently execute Level 1 ingger algorithms on pipelined and programmable mo :
been achieved



.0 TRIGGER AND DATA ACQUISITION SYSTEM OVERVIEW

A complete overview of a typical trigger and data acquisition (DAQ) system is shown in Figure 2. The
figure shows the relationship between the requirements (top part), the hardwired or programmable principles

TIP-33064

vy~

™

to realize it (middle), and the technology and communication technigues suitable to build each part (bottom). g § M
The figure points out the advantages, disadvantages, and limits of technology versus the specific EE b B —
requirements for the best performance and programmability. [0} E 3 o
At the top of the figure, the layout of a trigger and data acquisition (DAQ) system is shown. Millions of % ! 5 EE 555%®
signals are electronically sent for all subdetectors 1o the trigger and DAQ system. - § g‘f
For the fast decision required of the Level | irigger, only a few subdetectors {calorimeiers, shower 2 § § 3
maxtmum detectors, central tracking, an1 muon systems) send information in a magro-granularity form 3 _ E 3 qE..
(signals are grouped together and the analog sum of the group is sent instead of each individual value). The EE n ot E
input to the Level | trigzer occurs at a rate of 16 ns and the Level 1 decision must be made in few psec. The 1 £
Level 1 tngger could be implemented on exisling technology consisting of Programmable Array Logic 1 -1~ :
‘PAL}. Field Programmable Gate Array (FPGA or XILINX), App' cation Specrfic Integrated Circuit {ASIC), 1
DitaWave-ITT ur Front-End- Processor (FEP). The type of communication al this level is very simple. ___4...__' ::%
Signals r - transnorted in point-to-point connections assembled on Printed Circurt Board (PCB) boards, ! = 8
Multi-Chip Module (MCM), etc- $s\ @ |2 3 5 @
The Level I trigger has been realized with cabled logic or with a very limited capability of programmability f : 8 H | g E ¢
1 pastexperiments. With the rapid advance tn technology today. it is feasible to have a Level lirigger device 3t Eg | 2 2 5 % e
with rather wide programmability features such as DataWave or something sirmlar (FEP). - % | 2 sb g g Efl W 5
The 1op middle pai ot the figure illustrates the flow of the data from the detectors to the Level 2 trigger and 14 Bﬁ | g 2 g a . g 8
1 AQ The full granularity information is transferred from only a subset of the subdetectors to the Level 2 P_ :' 2 ef - % 2l
tnggers, while the full information from all detectors is sent to the [DAQ system. The uiming involved in this Q = | '% E 2 4 &2
stage ranges from tens to hundreds of tsec. Parallel processing systems with an instruction set that gives full E B z2 3|8
programmability for the Leve| 2 trigger decision have been used in recent experiments. The connectivity of a b 5 1= é o % 3| g
the Level 2 trigger. which is an important and challenging issue, should be more flexible than the one used in & : | BFE g_g
the Level | trigger but less general purpose than the Scalable Coherent Interface (SCI). High Performance 3 g 1 é’ P '
Parallel Interface (1'IPP1), or Fiber Distributed Data Interface (FDDI) used in the Leve| 3 trigger. The 2t 1@ ;:: ) -
challenge comes frum the need to make specific transfers efficiently and to allow easy access to each 8"9 i I
processing node. - % ! o
The top right part of the figure shows the Level 3 trigger. Since the timing in this level (1 psto 0.1 sec)is nat : 2
as important as the timings in the Level | and Level 2 tnggers, commercially available workstations can be ' EL - B
used. The Level 3 trigger is meant 1o be a FARM of workstations connevied by a standard hardware link and 5 g E" o 5
software protocol (SCI, HIPP1, FDDI, ETHERNET, esc.). The purpose of the FARM workstations 15 to fully, B 8 : i x & %
o partially, reconstruct the event in order to make the decision to store the event on tape. Eg_ 5& § % }: a £
sl o I L
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Figure 2. Technology versus Requirements/Performance, versus Programmability.
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4.0 PHYSICS REQUIREMENTS

Expeniments at the SSC will have on the average of 1.6 interactions during a beam crossing which occurs
every 16 ns. The tnggering mechanism must be able to rapidly reduce the amount of data by discarding
unimportant data. Every 16 ns, the sub-detectors (including the calorimeter) send data to the Level 1 trigger,
which then must be able to distinguish between events of interest and background events.

4.1 Level 1 Trigger

The Levei | trigger will consider single objects (muons, photons and electrons) and combined objects
(diieptons, and je15). Any of the above may be combined with other trigge! informations (minimum bias and
E¢ sums). Only a few subdetectors (calorimeter, shower maximum detector, central tracking and muon
system) sead information to the Levei | trigger. The calorimeter will provide Level | trigger information
regarding electrons. photons, jets. and missing E, (such as newtrino)

4.2 Calorimeter Trigger Information at the Level 1 Trigger

There are many conditions 1o test when making the Level | decion To distinguishing electrons and
shatons, the electzomagnetic 1em™) rigger tower energy must be greater than a thresheld, the hadronic
Fhad™ o “em” ratio must be very small, and if isolation s 1o be achieved in Leve! | . the surrounding towers
must contain only small amounts of energy. For jet identfication. the sum of # tower matrix must be tested
againsta threshold. To distinguish neutrinos, the E; sum must be compared with 4 threshold

There existseveral methods to verify the existence of such conditions, As wn example of 4 programmable
system. a tew methods that verify these conditions have been implemented using the DataWave and FEP
parallel processing system array.

We have implemented two methods for cluster finding based on these algorithms. The first method
requires a cluster be distinguished by a“hit" in a single tower with all of the energy of the cluster deposited in
the surroundine 3 x 3 tower matrix. The “center” of the cluster is found by determining the tower n the cluster
which contains most of the energy, which is called the local maximum. Further investgation will help to
identify the 1ype of cluster (jet, electron, etc.)1- 2.}

The second method not only recognizes clusters, but also tries to distinguish between an isolated electron
and a jel. An isolated electron is 1 :cognized by a large amount of energy deposited in 4 small area (about
I tower wide), whereas a jet’s energy is spread throughout a large matrix of calorimeter towers.

This method of ¢lectron finding also takes into consideration the possibility of a “hit” occurring between
two towers. In that case, the energy of the electron would be divided between the 1wo towers, Therefore, an
electron is disinguished from other panicles byalx2or2x | region containing most of the energy, while the
surrounding towers receive almost none. 234 Because this algonthm must be run in “real time,” there is not
enough tims to decide whether the region is 1 x 2 or 2 x 1. and then sum the en surrounding tower energies;
this operation must be done in parailel. Therefore. an electron 1s considered to be solated if the 2 x 2 “em™
matnx contains mest of the energy while ths ‘rrounding twelve “em™ towers (in a4 x 4 matnx) and the
16 “had” towers contain Little energy.

There exist several jet-finding algorithms. A Monte-Carlo simuiation executed at the Solenotdal Detector
Collaboravion (SDC) showed that for high energy paniicles, the 8 x § matrix was more ¢fficient, while for

lower energy particles, the 4 x 4 matrix was more reliable.® For this reason, both techniques are included in
our algorithms

Other nformation regarding the Level | trigger rate requitements have been leamed from add.uenal
references. b. .4 % and 10

4.2.1 Electronic Channel Information

The electronic channel snformation can be a singic vitlue preprocessed im analog formm or a series of samples
at high rate converted into digital form 1o which 2 digital filter will be applied

Regardless of how the basic information generated from the calonmeter clemcm i$ [remed. {by ana?og
circutt or with digital filter aigorithms applied upon several digitized sar_nplc:§ pers ssgna]s), the information
obtarned will be a value proportional to the energy deposited by the particle in tha: particular element.

4.2.1.1 Single Value Derived from Analog Filter

As has been done in the previous experiments, analog filters, charge preamnplifiers. .s,hapcrl,n‘ erc., w)edn.j uscld
1o analyze the signal produced by particie interactions in calonimeter elements und generate a digitized single
value proportional (o the energy deposited in the calorimerer element.

All the algorithms simulated in the DataWave or FEP parallel processing armay i this report assune to
[eeIve o \m; le digitized value of this type from the calonmeler.

In past experiments., the digitized single value from each x_:ulnrum-ler elemcni war senl mla Ilokaru!a;:lh-h;
that w.s exploiing the funchion of inganization (from 8-bit loganthmic o 12-it lmear va u[.)_ pedesta
wbhtracton and cahibration constant. By uung the DataWave or FEP parallel processing array s, ster,
vhestdes the on-line pattern recognition to idennty the particl shoone can deade Lo have that look-up [;:h}l;:
pade the processor cell This allows the use of the same electronics as those used 1o vore lhcr {nugr fllllllmll e
processor vell. to store also the precaleulated values m the memory look-up table 1 the |!T0u an0r KL{L : :n[ ;uf
wiving the vost of building new electronses. The feasimlity of using the processor cell mlullll:nnlnn iapt: I| ;11\
cmultiphostion by calibration constants and pcdequ} substractions) vombined t.\'llh .1 I\nm L.r. n.l; . L‘i[l ‘:":
itor aperatuons that are ime consuming in teal time) for conversion algorthms (romca nrmlukrl ‘l.l:l T “. 5 |
duta o corrected values) should be studied. If this conversion is feastble by reducing the lookup table size and
substituting with mathematical caleulations, the cost will be reduced.

4.2.1.2 Digital Filter Upon Receiving Several Sampling Values from the Input

In the case that several digitized samples per signal are received from the calunmeter clemcn_t.)u fiigna]
fitter program (Table 7, Table 26, Table 27) can be executed n front of the Dalla'\:‘vavg or I;T-,i parallel
provessing mipelined array. A graphical representation of this is shown tn Figure 3, (Section 4.2)

Furthermore. the analysis of the sigral with a dignal filter can be used to compute shape variables

4.2.2  Total Energy

The total energy tem”™ + “had”) is defined as:

where £, i the energy of the calorimeter tower { and ¢ 1% the cahibration constant tor mlnnmflcr tower | um{
n = number of mgge-rmwerﬁ This is the case when the information 1s provided by an aswllng fulter. In the case
where 4 hamic informanion is obtained by a series of digitized sampling at tugh rate, for each calonmeter
signal. there will be an output result from the digital filter {e.g.. as reported in Sub-section 73) See
Sub-secnion 14 2.4 and Table 30 for real-time calculation performance.

42.3  Transverse Energy

Transverse energy 15 calculated by converting the 8-bit logarithime “em” and “had” valuestoa linear 1."’T bit
scale and multiplying by the sine of the tower angle of incidence found in the lockup léble Where aa‘lb the
angle uf incidence for the catorimeter tower , and n 15 the number of trigger towers, See Table 30 for the
real-tnawe caleulanon performance.
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4.2.4  Local Maximum Identification in a 3 x 3 Matrix

A local maximum is found when a cell's total energy is greater than or equal to all eight of its surrounding
neighbor's tota energy in a 3 x 3 matrix (see Figure 3).

1 i 1

1 C |

Temi

Figura 3. Local Maximum, a Tower Value Greater Than or Equal to its Neighbors,

C>1 for i =1 .8 3

The sum of the energy of a tower and its eight neighbors (in a 3 x 3 matrix) must be greater than a threshold
1n order 1o be considered as a possible physics interaction

i
Threshold < zn’, + C )
(LI

See Sections 8 and 9 for real-time calculations.

4.2.5  “Em” Cluster Finding in a 4 x 4 Matrix

This atgorithm, aimed at identifying electrons, compares the sum of two adjacent towers (1 x 2 or 2 %
I region) with a threshold. See Figure 4.

M-
"G c |

“HAD"
AD

TIP-03104
Figure 4. Front-to-back Algorithm In Cluster Finding.

Threshold < C,, + |, {5

Optionsitothis method include vetoing the candidate electromagnetic clustersif there is measurable energy
ui the hadron trigger channels behind the electromagnetic section of the calorimeter.
See Section 10 for real-time calculations.

-

Another option is vetoing the candidate if the electromagnetic clustet is not isolated from nearby energy
channels (Figure 5). See Section 11 for real-time calculations.

0 |0

CRERERE
ooolo

TiP-03105
Figure 5. Isolation Algo ithm in Cluster Finding.

Cy + 1Y)
A [
Threshold > Cou et {6)
) Lz i
Threshold < CH+ZIH+ZOH+ Zow . n
=1

a1 ral

4.2.6  Jet Finding

The basic granularity used to find jets is four times greater than that for the c}ectromagne:ic clusters. Thus it
will be 0.64 A x 0.64 A® for Gammas Electrons and Muons (GEM) experiment fmd 0.4 An_x 0.4 AD for
Solenoidal Detector Collaboration (SDC). The SDC experiment is still investigating the basic granyl_amy
with0.2 A1 x 0.2 Ad, 0.4 An x0.4 AP and 0.8 Any x 0.8 AD. For the purpose of this simulation, granularities of
0.4 An x 0.4 AQ and 0.8 An x 0.8 Ad are assumed. See Figure 6.

)

AL T

Figure 6. Jet Findingina 4 < 4 and an 8 x 8 Region.

Threshold < > E + S Ey (8)

Where nin the 3> 4 algorithmis 16, while in the 8 x # algonthm is equak 1o 64. See Section 12 for real-time
calvulations
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5.0 PROCESSOR ARRAY VERSUS CALORIMETER ARRAY
5.1 Present Calorimeter Segmentation for SDC and GEM Experiments

A length-wise cross section and a side view of the end caps of the calorimeter (iHustrated 10 Figure 1}, is
shown in Figure 7. In the experiments within GEM and SDC at the SSC, there is a varying calorimeter type,
segmentation, and granularity of the digitized information for the Level | trigger. While GEM is
expenmenting witha 0.16 1 x 0.16 @ calorimeter, SDC is developing a 0.1 1 X 0.1 @ calorimeter. Although,
inthe SDC. each individual tower of the calorimeter is divided into either four (barrel} oreight (end cap) “em”
sections and two “had" sections (see center right of Figure 7), for the purpose of the Level 1 trigger, the “"em”
sections are combined into one value and also the “had” sections are combined (see below).

The geographical representation of the calorimeter can be related to & processor array. Each calorimeter
tower {consisting of an "em” part and a “had” pant) has a one-to-one correspondence with a processor cell in
the processor array (see bottom leftof Figure 7). A description of both GEM and SDC towers as they relate 1o
the simphified towers ts shown on the right of Figure 7. The size of the processor array depends on the
segmentation and granulanity of the calormeter (see Table 1) BRAELL \\L\\\\

lnbold un the tower matrix array of Figure 7 15 shown the types of possible investigations that can be done g o CUAE H& A% k
on such 4 processor ammay in order o identify particles and oblain the relevant 1nformation. A lisitng to the
right of the matrix 15 provided

1Y

TABLE 1. PRESENT TRIGGER TOWER SEGMENTATION FOR GEM AND SDC EXPERIMENTS.

Total number of Macro-granularity for Level 1 total
Experiment Subsystemn A X AP | channeis at tull number of towers = total number of
granularity processors
sDC Em 0.05=0.05 21504 3584
Had 01xQ.1 7168
GEM Em 0.032 x 0.032 30000 2 1250 e vaversa
Had 08~x08 5000 x 4 est rigger sl

~

L e <

er/,("nyM)

Tow

\
s e o ’ I lecel niggar yranulanty examples
coreled Barcel + unfalced END CaF = Towers processar arrgy

Eapenment Arn Ad Mumber ol
processors

Toan

ONE TOWER = ONE PROCESSOR o e Rk

Figure 7. Processor Array Versus Calorimeter Array.



52 Flexibility in Defining the Trigger Tower with a Programmable Chip as DataWave or FEP
52.1  Trigger Analog Sums and Digital Sums

Since it may be convenient to have the possibility of flexibly defining the number of analog sums and also
the trigger tower segmentation, a few examples aimed at showing the flexibility of the DataWave (or FEP) to
handle various sums and segmentatior, are shown in Sub-section 5.2.2. As the number of analog sums
increases 50 does the noise, which limits the reliability of the anaiog sum. If this noise increases to a point
where the analog sum is not reliable, digital processors may be used to add the digitalized partial sums from
the calorimeter, thus allowing for digital error correction.

5.2.2  Example of Other Trigger Tower Segmentation

Although present segmentation (SDC) is the one reported ' 1 Figure 7, other examples of segmentation
vxist, Table 2 and Figure 8 how and describe five segmentation examples.

Frun: an electronic viewpoint, towers having the “em” and “had" section aligned are much simpler and
tunier 1o handle. Theretore, tie examples that are listed show the possibility of a 9:1 or a 4:1 alignment
between the "em” and “had,” as well as different depths of “had” (either 2 or 4 levels).

The first three examples (0.2 An x 0.2 Ad and 0.16 41 % 0.16 AQ) can be simplified into the trigger
tower {see top night Figure 8) by 12 1o 26 analog sums. The other 0.1 An x 0.1 Adand 0.08 An x 0.08 AQ
can be simplitied by t0-20 anatog sums resulting in the trigger tower on the bottom right of Figure 8.

The resulting trigger tower values (4 “em™ + 2 “had” or | “em™ + | “had") can then he sent to a digital

processor (by signals over optical fibers) which can add the values together digitally without summing the
EITOr a5 in analog sums.

TABLE 2. EXAMPLES OF DIFFERENT TRIGGER TOWER SEGMENTATION.
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Number of trig-
Calorimater Elements ger towers =
An x Ad | per trigger tower at fuli Signals Digltal | number of
granularity Analog Sums Per Tower | Sums | processors at
sach plpelined
stage
0.16x0.16 |36 “em1* + 36 “em2" + 18%sm™ = 1 "am" 4 “tem” -3 1250
4 *had1” + 4 "had2" + 8 *had” = 1 *had" 2 “thad”
4 “had3" + 4 "had4”
016 x0.16 | 18 em1™ « 16 "am2” + 8%em" = 1 “em" 4 “tem” 6 1250
4 "had1® + 4 “had2” + 8 “had” = 1 “had" 2 “thad”
4 *had3" + 4 *had4”
02x02 16 “am1® + 16 *am2" + B*am" = 1 “sm” 4 “tem” 6 896
4 *had1” + 4 "had2” + 4 *had™ = 1 *had” 2 “thad™
0.08x008 [8"em1” + 8 "am2" + 16 "am" = 1 “em" 1 “tem” 2 5000
1 “had?™ + 1 “had2" + 4 *had" = 1 “had" 1 “thad™
1 "hadd" + 1 *hag4”
0.1x01 47em1” + 4 'am2” 4 8%m =1 ‘am” 1 tem” 2 3584
1 "had!™ + 1 *had2" + 2 "had” = 1 “hag” 2 “thad™

-t ",”tS.mplified Trigger
/ l,_4 . | 'evel Irigger
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Figure 8. Examples of Different Trigger Tower Segmentation.
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6.0 DATAWAVE ARCHITECTURE DESCRIPTION

The architecture of a DataWave cell is shown in Figure 9 (courtesy of ITT). The feature that differentiates
the DataWaye“ chip from other processors used in filtering or image processing is the high bandwidth
communication. Its three-ring bus makes it possible to receive from two ports and send to all four ports during
the same clock cycle. This architecture should be 1aken advantage of whenever high parallelism is necessary.

lee processor cell is based on a data-driven principle. The name “DataWave” was given 1o tkis processor
(ongmally the DAVIS processor) due to data flows controlling the parallelism instead of a non-local clock
terrung.

A clock running at a frequency of 125 MHz synchronizes the operation of the cells. Each cell consists of a
multiplier accumulating celt (MAC), arithmetic and logic unit (ALU), shift unit, register biock, and program
storage surrounded by a system of three-ring buses. The program can store up 1o 64 instructions of 48 bits
each A “deep” prpeline structure allows new instructions [o be started at every clock cycle, and internal
operations allow  alues inthe MAC and ALU to be used in the next clock cycle. Anexample of the use of the
DataWave in a parallel processing system for calorimeter triggers 1s described in Reference 12.
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Figure 9. DataWave Ceit Architecture.

6.1 DataWave Instructions

Although new instructions can be started at every clock cycle, not all instructions require the sare amount
of clock cycles to complete. Some instructions {involving storing a MAC operation in a register, or sending a
result to another cell) require more clock cycles than simple instructions (register transfer, MAC or ALU
internal operations). The difterence in completion steps does aot affect the pipelining of the operations.

The DataWave instruction set relevant to the cluster algonthms is as follows:

MAC operations, 6 clock cycles before result may be used
r5=n*rls
rid =acc+r5

Repister Load, 2 clock eyeles before result may be used
H=w
0 = 256

Pan Operations, 12 clock ¢y cles before result may be used
n=w
w=n*rls

MAC/ALU internal operations, result may be used at the nexi clock cvele
e = aee 4 r2

Branch on ALUL 6 clock cycles before the result may be used
alu =r5 - rl. bmi notamax*

*NOTE: Duetathe pipeline structure of the cell the cellwall execute the three consecutve vpeeanons atier wbranch whether the cell

hianches o naot

6.1.1 Multipte Operations per Instruction

The 48-bit nstruction word allows for multiple instructions per clock cycle. Although the DataWave
processor is capable of many types of multiple operations in one clock cycle, only a few of its capabilities are
relevant to this algorithm. The DataWave architecture allows each cell 1o receive a value from one ceifl and
storeatin a register while sending the value to all four neighboring processors. The architecture also allows
the cell to use the ALU and the MAC simultaneously. For example, the cell can send a value froma registerto
aportand a1 the same time store a value into the MAC. The multiple operations per instruction also result in
heing able 10 send or load and at the same thime branch (conditionally or uncondtzonally).

6.1.2  Waiting for an Input from a Port

Waninstruction is net allowed to proceed due 10 lack of input at a port, the whole pipeline s stopped. [T two
neighboring cells send values to each other and both issue the instruction 1o receive the value from the other
cell hefore the send instruction finishes the pipeline, deadlock can occur. Therefore, it s necessary to finish
~ending values before issuing an instruction to receive from the same cell. This results in many “nops”in a
program that pnmanly sends and receives from all four of its neighbors. A hardware Optimization to remove
the pipehine between adjoining cells will increase the efficiency and tuming of this algorithm.

6.1.3  Branching

Due 1o the pipeline structure, the next three lines after a branch will always be executed. However, instead
of wasting program code and clock cycles, in sume cases the branch can be placed three instruction lines
hetore the branch needs 10 take place.



TABLE 3. PROGRAM EXAMPLE OF OPTIMIZING "BRANCHES".

60 sandn: bra loop
61 n=1

62 n=23
83 n=ri0

The sample program in Table 3 sends the three values and executes the “branch” even though the branch is
w-itten before the send statements,

Another muthod of using the branching delay to an advantage is by using the delay to “pass a parameter”. In
Table 4 the code needs to set a flag according to the reading in the ALU and then branch.

TABLE 4. PROGRAM EXAMPLE OF USING "BRANCH" TQ PASS A PARAMETER.

60 =0

61 akgi=r3G-r11
62 nop

63 nop

64 nop

65 nop

66 bpl check
67 bmi check
68 nop

69 nop

70 =1

The ALU is set and at the appropriate time the result is checked. If the ALU is greater than -ero, the
program branches to “check” executing all shown }ines except for line 70; hence. r0 remains 0. If the ALU is
less than zero, the program executes statement 70 before branching 1o “check” and sets rQ 1o 1.

614 MAC/ALU

Most of the statements using the MAC or ALU can be written using the other unit. The notable exceptions
{to this set of algorithms) are the multiplication of two registers (acc =15 * 11) which must use the MAC and
the summing of two registers (alu = rS + rl) which must use the ALU. Though the other instructions may
interchange the ALU and MAC, the number of clock cycles before a MAC result may be used is greater than
the ¢lock cycles for the same ALU instruction. However, the MAC has greater precision.

6.2 Optimization Techniques for Program Execution Speed in Real-time Computations

Due to the time factor in a Level | trigger, atgorithms used in the Level 3 trigger must be modified to
achieve reasonable throughput.
6.2.1  Threshold Comparison and Ratio Calculation

Although threshold comparisons ~nd ratio « ilculation use division off-line. division is too time consuming

for “real-time” calcu'ations. The following is the substitution for those equations.

Wy + 1D

Cou T < Threshald = (C,y + lp) X Threshold > (Cy + 1) %

6.2.2  Precalculated Consiants

Trigonometric functions cannot be calculated in “real-time”. Due to all cells always having the same &
and 7, the resuit of a trigonometric function can be calculated outside the algorithm and the result stored in a
cell's register 1o be used as & constant. The following is an example of this substitution.

E =b %xE %xsin8, =Er=c XE (10}

where ¢, is the calibration constant multiplied by sin §;

6.3 The Davis Simulation Package

ITT has provided the Davis {original name of what is called today “DataWave™} simulation package thatis
a0t only easy (o use, but is also very helpful in tracing through the different algorithms. The puckage allows
for“looking” at the data flow between cells and also at “looking" into the contents of the memory of each cell

Figures 10 through 13 show an exampie of a Davis simuiator data flow and a three-step example of the
contents imside the Davis cell. Both these ¢ xamples are 1aken from the code in Table 8 (Sub-section 8.2). The
umings 1n the simulation will be different than tiw timings in the code, because in the code we *ssume that the
hne < =n=e=w=r5zn*rl5" isdecoded at time t =0, although in the simulation it1s not decoded unti' time
| = 1. The reason behind this was to start all the algorithm timings at t = 0 when the cell first fetches from the
calorimeter. The code preceding the fetch from the calorimeter is considered an “inttialization phase”
executed only once before the nitial Trigger is sent. All other timings in the simulation are exactly 4 clock
cvcies more than the timings in the code.

The data flow window (Figure 10} shows the dataflow from akl cells in the simulation at clock ime t = 18
(shown in the bottom right comer) The line number of code that each cell is executing is at the bottom of each
cebl, with a STOP sign inside the cell if the cell is waiting for data, and a magnifying glass if the cell’s memory
is being displayed.

Figure |1 shows the contents of ce!0,2,1 attime (= 18. It is currentty decoding the instruction, “n=rb=g",
and at time 1 = 17 the instruction “acc = r5, s = r4 = w" was decoded. which implies to store the content of
reguster 5 in the MAC and at the same time store the input from West port into r4 and output the same value to
the South port. As one can see, the value in the West input (top right) is “$00a" and the contents of Register 5 is
~$000"
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Figure 12 shows the s me cells memory a clock cycle later. The input from West port has moved along the
AX bus and is shown in the BA box (middle of Figure 12).
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Figure 12. Registers, ALY, MAC and Ports Content of a DataWave In the Next Step Simulaticn,

Figure 13 shows the cell at clock time t = 20, another step later. At this time the contents of Register S
“$000" have been stored inside the MAC, while the input from the West has moved along the A bus to the QD
box. Atthe nextelock ¢ cle (t = 21}, the input from the West will be loaded into Repister 4. The value from the
West 15 not sent out the South port until time (t = 28).

I

Flgure t1.

R
egistars, ALU, MAC and Ports Content of a DataWave Cell in Step-by-step Simulation. Figure 13. Registers, ALU, MAC and Ports Content of a DataWave Cell In the Next Step Simulation.



740 DIGITAL FILTER EXAMPLES

Several digital filter algorithms can be applied to the trigger tower signal. The analog signal is sampled and
digitized at the rate of 60 MHz and is sent to the DataWave processor.

The programmable filter capability of the DataWave processor allows physical information to be
extracted. Typical filters that should be performed on the digi*ized samples are of the type:

ouiput = Z(input, x W) (1
-

where: n can vary from 5 to 8 and W, are precalculated coefficients stored in lookup tables.

In order 1o give an idea of the time required to realize a digital filter with the DataWave, the following three
exumples are given.

7.1 Example of a Transverse Filter

A l've-1ap Finite Impulse Response (FIR) will input from East a value every 5 clock cycles and will output
a result 10 the West with a latency of five clock cycles. ( clock cycle = 8 ns in the present version and 4 ns in

the future DataWave version). This 5-tap filter will sustain an input frequency of 12.5 MHz on the present
version and 2% MHz in the future version. Reference to Table 5.

TABLE 5. DATAWAVE ASSEMBLER CODE EXAMPLE OF A NON-RECURSIVE FILTER.

1 FIR: acc=rl"w, M2=w
2 acc=acc+r2 rz, Ma=ri2 bra FIR
3 acc = acc + rd " 113, r14 =r13
4 acc + acc + 14 * r4, r5=r14
5 & =acc+r5°ris
courtesy of ITT
7.2 Example of Recursive Filter

In the following code, due to internal pipelines, a new value can be input from the West every 7 clock
cycles, Reference 1o Table 6,

TABLE 6. DATAWAVE ASSEMBLER CODE EXAMPLE OF A RECURSIVE FILTER.
1R acc =w
acc=acc+r2*ri2
e=rM1=acc+rl*ri1
rM2=r1,
nop
nop
nop

bra IR

B E W

courtesy of ITT
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73 Example of a Digital Filter Applied to Calorimeter Signals

acc=0

acc = acc + data * coeft + pedestal I

5
samples
of dala?

oulput results

TIP 03107
FigL e 14. Flow Chart of a Digital Filter Applied to Caforimeter Signals.

An ymplementation with the DataWave of the filter flow-chart Jescribed in Figure 14 will imply the
follow .ng vode (Table 7):

TABLE 7. DATAWLVE ASSEMBLER CODE EXAMPLE OF A DIGITAL FILTER APPLIED TO
CALORIMETER SIGNALS.

CiR: acc = acc + w " ril
ace = ace + 1
acc=act +w"r2
ace =ace + 2
acc =acc+w 3
acc = acc + 13
acc=acc+w'r4,
acc = acc + rd
acc =acr +w 115

0 e=acc+1ts

bra CIR

- W~ R W

rlL rl2ri 3,514,515 are different coefficients and r1.r2,r3,r4,r5 are pedestal values.

an

Figure 15. Sampiing the Calorimeter Signal for Digital Fliter Computation.
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8.0 ELECTRON IDENTIFICATIONIN A 3 %3 MATRIX (1-CELL PER CHIP)
8.1 Loading “Em” Data into 1-cell Per Chip Assembly

The purpose of this algorithmis to determine whether ot not the calorimeter trigger tower correspondJing to
a cell is 2 local maximum of a cluster.

Each cell on the DataWave array corresponds directiy with a “tower” inthe calorimeter array. It is not only
necessary for each cell to receive the energy of its corresponding trigger tower, but also the energies relating to
Ihe surrounding 1rigger towers (see Figure 16} while routing these values to other cells needing the data (see
Figure 171 Once each cell comains all exght energies of the surrounding cells. the cell begins to determine
whether of nat it is a local maximum. Because of the 1-cell per chip packaging, all cells are loaded with the
same code fur routing data and finding the Tocal maxumum.

8.1.1 Rece ving Data from the Calorimeter

Helone the cell receives Tripger 1, the cell isconnected to the calotimeter Iy 1ts North port. Once the trigger
1s sent. e cetl receives from the calorim=ter the energy of the calonmeter lower carresponding 1o this cell.
The coil then disconnects from the calerimeter and conneets 10 its Nosth neighbor

Cell 0,1.0 Celi 0,71 Cell 0.1.2
19 t-0
Qnyorof
oo 1=13
an t=-1
from Colarimeler
__________ -,
Cell 0,21
- (010)- 1 126" P i
Cell 0‘2,70“ (ov1y - -z =15t Celi 0,22
(012}~ rd 1=28 a3 s :
(020}~ 14 t=13" ;
020 t=0 (D21 % 120" i
{(022)-r6 1=14"
930 1576 | (Q50)- r7 1529
(031)- -rB 116"
017y rg 12277
Q3o t=0
a31 o)
03z .
Cell 0.3.0 Cell 0,31 308 JCel 0.3.2

(I -

fetching time irom program in Cell 0,21
all other timing is related tc time sent

Figure 16. Routing of Data to One Celiina 3 « 3 Matrix (1-cell Per Chip Assembly).
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8.1.2  Receiving and Routing of Data

Al the time the cell {cell 0,2,1} receives the value from the calonimeter {t = 0), the cell multiplies the value
by the calibration constant for that calorimeter tower, sending the calibrated value to the cell’s four immediate
neighbors (cells 0,1,1;02.0;0,2,2;0,3,1). At the same time, all four of the cell's neighbors send the value of
their calorimeter tower to the cell (cell 0.2,1) (see Figure 16). A delay of twelve cyclesisrequired between the
<ommunication ports of two neighboring cells; hence, a cell that is sent a value from its netghbor at ime t =0
will receive the valug at time t = 13.

Attime t = 1 3through time 1= 16 the cell receives a value “rom its immediate neighbor and routes the value
10 the neaghbor counterciockwise from the sending neighbor; hence, the value received fromcell 0,2,2 1s sent
o cell 01,1 (sce Figure 17}. Since the cell’s neighbonng cells are executing the same algorithm, after twelve
delay cyeles (1 = 26 through = 29) the cell receives the values relating 1o i~ four corner neighbors®
veells O1,0: 0.1,2, 0.3.0; 0,3.2) calorimeter trgger (owers. At time t = 33 (four clock cycles tor the register
loud ) the vell s finshed routing dats between cells

Ce' 0,1.0 Cell 0,1.2

Cell ©.2.1

Cel! 0.2.0

D21 t=0
Gzdo1-13d

Celi 0,31 Celt 0,5,2

Figure 17. Routing of Data tram One Cellina 3 <3 Matrix {1-cell Per Chip Assembly).



8.1.3  Finding Local Maximum in a 3 x 3 Matrix

Attimet= 32, each cell begins comparing itself with all eight surrounding cells and atso compares the total
energy in the 3 x 3 matrix with the threshold energy for an electron. If the value of the cell is greater than ail of
these values and the total 3 3 matrix energy is greater than the threshold, the cell sends its id number and the
value of its energy to the North. Otherwise the cell is not a local maximum and it sends nuli values to the
North. All programs in all cells are finished by time t = 61,

8.2 DataWave Assembler Code and Detailed Timing Description

Each processor is loaded with the same program code for receiving, routing, and determining if the cell is a
local maximum (see Table 8). In the case of routing the result of the local maximum finding, the result should
be routed 10 a commeon exit point, and therefore. in order to implement this additional feature, the code should
be changed. Due to the limitations of the program storage of the processor, the routing of the results of the
local maximum search could not be implemented in this program. Increasing the program storage area will
allow the addiuen of this feature.

The program shown in Table 8 has been verified by the simulator as to the correct flow of the data and 1o the
cofrect timing of the instructions. All timings are shown in the program code. A “d” refers Lo the time that the
instruchion was decoded. The “u” refers to the time that the result of the operatian can be used by another
instruction. The “f" refers 1o the time that the operation 15 fuily completed.

Register 1515 used as the threshold constant for determining whether or not the cell contains enough energy
1o be an electron. Register 11 is used as a calibration constant for the individual calorimeter trigger tower.

Line 4 of the program initializes 10. Since the processor cannot use aconstant and 2 branch statement in the
sarme Instruction, the null vaiue 0, meaning the cel is not a local maximum. is loaded into a register during a
“nop” cycle. This allows line 59 to be executed as one clock cycle nstead of two.

TABLE 8. DATAWAVE ASSEMBLER CODE FOR ONE CELL IN A 3 x 3 MATRIX ALGORITHM
{1-CELL PER CHIP ASSEMBLY).

.cell 0,21
1 5= 1024 THRESHOLD
2 R11 =1 Calibration Constant for Celt
'RECEIVE FROM CALORIMETER/INITIAL SEND

3 loopr s=nze=w=r5=n"r15: d=0 u=7 f=9,11
4 =0 cd=1  u=3 f=5 uses "nop 1o initialize r0
5 nop cd=2

6 nap ; d=3

7 nop s d=4

8 nop , d=5

g nop 1 d=6

10 nop cd=7

11 nop . d=8

12 nop ;d=9

13 nop .d=10

14 nop s d=11

15 nop ;d=12

. RECEIVING/ROUTING DATA

16 S5=rd =w, acc =15 d=13 u=15 f{=17.24
17 n=r=e d=14 u=18 f=18,25
18 w=1r2=nacc=acc r4; d=15 u=17 {=19,26
19 e =rB = s, acc = ace + 16; d=16 u=18 {=2027
20 nop . d=17
21 nop :¢=18
22 nop ;d=19

2

23
24
25
26
27
28
29
30
31
32
a3

34

52

53
54
55
56

57
58
59
60

61
62

max

u=28 =30
u=29 f=31
u=30 f=32
U=31 f=33
1=34,40

[T T L |

e ]
bW W W
SGREG8EEERY

neccesary for tae bmi

, 8=20
%
nop L d=22
nop ;d=23
nop ; d=24
nop  d=25
r1=n, 8CC = acc + 12 1 d=26
=5 aCC=2acc+r8 . d=27
13 =8, acc = acc +ri , d=28
7=w acc=acc+rd ;d=29
acc = ace + ra ;d=30
:Sum of Cell + Surrounding Cells
r10 = acc + 17 ; d=31
- DETERMINING IF THE CELL IS A LOCAL MAXIMUM
alu=r5—rl s d=32
alu=r5-r2 L d=33
alu=r5-r3 L d=34
alu=r5-r4 ; d=35
alu=1r5-r6 : d=36
aiu = r5 — 7, ,bmi notamax , d=37
alu = r5 — rB.bmi notamax , d=38
alu = r5 - r9,bmi notamax . d=39
alu = r10 - r11,bmi notamax , d=40
hmi notamax T d=41
bmi netamax ; d=42
bmi notamax ;=43
bmi notamax ; d=44
bmi notamax : d=45
nop . d=46
nop ; d=47
nop ; d=48

. CELL 1S A LOCAL MAX
: send cell id to north

n =021 1 d=48
. send cell energy %o north

n =riQ, bra loop =50
nep s g=51
nop . d=52
nop ; d=53

.CELL IS NOT A LOCAL MAX

notamax.nop

eng

. send no cell id to north
n=r0

. send no cell eneryy to nerth
n = 10, bra ioop

nop

nop

nop

1=60
t=61

necessary for the bra

necessary for the bmi

send no id or energy

necessary for the bra

s

e



8.3 Result of Analysis on Electron Identification in a 3 x 3 Matrix (1-cell Per Chip Assembly)

The total 1ime required in all the arrays (considering also the dependency of data that must be exchanged
between processors) in “T cycles (1 cycle = 8 ns in the present DataWave version and 4 ns in the future

version), 1s shown below (See Table 9).

TABLE 9. TOTAL 3 x 3 MATF. X ALGORITHM EXECUTION TIME ON DATAWAVE

(1-CELL PER CHIP ASSEMBLY).

OPERATION LINE NO. TIME (CLOCK TIME (NS)
CYCLE)

Finished reuting data 32 33 132

Firnished surmming energies” 34 34 136

Finished finding local maximurm 43 45 180

Send tower id and energy 52,53 60, 61 240; 244

Hardwure oplimizations (¢, 10 1mprove the pipelining between adjacent cells and increase the storage
ared) might improve the tming of each processor.

(SRR

2.0 ELECTRON IDENTIFICATION IN A 3 x 3 MATRIX (16-CELLS PER CHIF)
9.1 DataWave Chip Assembly

The purpose of this algorithm is 1o determine whether or not a cell corresponding to a calorimeter lrigger
tower is a local maximum of a cluster. The algorithm is implemented on DataWave chips assembled with
16-cells per chip (see Figure 18). A DataWave inter-chip bus provides thg parallel /O ports of the DataWave
chip with access 1o the calenmeter and adjacent DataWave c:lls.‘Two bits al!ow each ce!l to conncet to the
inter-chip bus The algorithm assumes that only one cell will be linked to a given bus switch during a clock
cycle and allows for one cycle 1o disconnect a cell from the bus switch and connect aacther cell.
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Figure 18. DataWave Chip Assembly with 16-cells Per Chip.
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9.2 Loading “Em’ Data into 16-cells Per Chip Assembly

The purpose of the algorithm is to find the local maxima in an array of calorimeter towers. In order to
receive the values of the surrounding towers, data must be transferred between chips on an inter-chip bus. (see
Figure 19). Because only one chip may be hooked up o specific bus switch at a time, this algorithmtries touse
the inter-chip bus as infrequently as possible while taking advantage of the ease of communication between
cells on the same chip. Due to the differences in each cell's location in relation to the four inter-chip buses,
each cell in a chip is loaded with a different code.
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Figure 19, Inter-chip Data Flow in 2 3 x 3 Matrix (16-Cella Per Chip).
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92,1 Receiving Data from the Calorimeter

The 16 cells on the chip are divided into (our groups of four cells (see Figure 19). Each group contains a
“loader” (cells 0,1,1;01,4;0,4,1; and 0.4,4) which receives from the calorimeter all the values relating to the
four cells in the group. Before Tnigger 1 is sent, the “loader” cells are connected to the inter-chip bus which is
connected to the calorimeter. Once the trigget is sent, all four cells receive the values of their group of four
cells. Forexample cell 0,1,1 receives values for el 0,1,1:0,1.2;0,2,1; and 0,2,2. Immediately following, the
imer-chip bus disconnects from the calorimeter and connects to the adjacent DataWave chip.

9.2.2  Receiving and Routing of Data for Cell 0,1,1

Each group of four cells behav- . similarly except for time fluctuations due to waiting for 1 connection to
the inter-chip bus. At time t = uthrough t = 3, cell 0.1.1 receives the data from the calorimeter and routes the
datatoits South and East neighbors where the values will continue (n be routed 10 the internal neighbors (see
Figues 20 and 21).

Attme t=7,¢ell 0,1,] -onnects to the West bus switch and passes the values of cell 0.1.1 and cell 0,2,1
through the inter-chip s to the cell 0,1,0. At the same time. cell 0.1,0 connects to its East bus switch and
passes the values of cell 0.1,0 and 0,2.0 through the inter-chip bus to cell 0,1, 1(see Figure 20}. Attime t=13,
cell 0.0,0 <ends its value through the inter-chip bus 10 cell 0,0,1 which routes the value 1o cell 0,1.§ at time
1=26

After cell 0.0,1 loads the values from the calorimeter, it sends the values of cell 00,1 and 0.0,2 1o cell 0.0.2
{at time t = 2 through t = 3} which then routes the vaiues through the inter-chip bus to cell (1,1.2. Cell 0,1,2 (at
time t = 29 through t = 30) then sends the two values to cell 0,1,1. Cefl 0,1.1 finishes routing data between cells
at time t = 41 (see Figure 20},
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Figure 20. Routing of Data to One Cell In a 3 x 3 Matrix (16-Cells Per Chip Assembly).
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9.3 DataWave Assembler Code and Detailed Timing Description

Each cell in a chip contains a different routing code. However. cells in the sanie location 1n «ifferent chips
contain the same code. Therefore, any amount of chips when connected by inter-chip buses canhe loaded with
the same set of 16 programs.

The 1otal lines of code of eight of the cells {maximum number of lines is 78) cannot fit on the 64-word
DataWavy processors. The simulator has verified the routing algorithm according 1o the assumptions made in
Sub-section 9.1, The determination of the local m-ximum is identical 1o the algorithm in the 1-ceil per chip
program and was verified during that simulation.

AllL symbols used in the program are defined in Sub-section 8.2, Registers 12 through 15 are used to store
\he calibration constants for each calorimeter tower that 1s loaded through the cell. All connections to the
inter-vhip bus through a bus switch on the chip are described in the comments of the program and in Figure 19.

The program example, (See Table 10)cell 0,11 was chosen because of s location. As shown in Figure 19,
this cell’s eight neighbors are contained on four chips. Cell 0,1.1 must receive information from alt of these
chips through the inter-chip bus.

3
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41

42
43
44

TABLE 10. DATAWAVE ASSEMBLER CODE FOR ONE CELL IN A 3 x 3 MATRIX

(16-CELLS PER CHIP ASSEMBLY).

.cell 01,1
ri2=1
M3=1
ri4=1
15 =1
- RECEIVE FROM CALORIMETER

loop e=s=m@=n"r12 . d=0
e=s=rg=n"r3 ,d=1
e=s=G=n"r14 cd=2
e=s=r5=n":i5 1 4=3
il =1 d=4
=0 cd=5
. RECEIVING/ROUTING DATA
nop d=6
nop d=7
w =18, acc = 19 ;d=8
nop 1 d=9
w =5, acc = acc + 18 s d=10
nop 1 d=11
nop cd=12
nop . d=13
nop cd=14
nop cd=15
nop ;d=16
nop cd=17
nop 1 d=18
nop ;d=19
nop ,d=20
5=1r7 =w,acc =acc + 6 1d=21
nop 1d=22
n=5=rt4=w, acc = acc + r5 ,d=23
nop cd=24
nop cd=25
nop ; d=26
nop L g=27
nop . d=28
nop ; d=29
nop . d=30
nop o a=31
nop ; d=32
nop » d=33
nop ;d=34
nop d=35
;stop d=36
stop . d=37
.stop ;¢=38
1 =n,acc =acc + 17 ,d=39
\stop . d=40
.stop cd=41
r3 =g, acc = acc + 4 cd-42
r2 = &, acc = acc + r1 ; d=43
acc = acc + 13 cd=44

31

cat constant for cell 0.2,2
cal constant for cell 0,2,1
cal constant for cell 0,12
cal constant for cell 01,1

u=7 =911

u=8 {=10,12

u=9 t=11,13

u=10 f=12,14

u=6 f=8 THRESHOLD

u=7 {=9 Jses “‘nop” to iniialize

connect to Wes! Chip BLS
f=19

f=21
gisconnect from West Chip BUS

u=23 1=2532
connect 1o North Chip BUS
u=25 f=2734

disconnect from Narth Chip BUS

y=41 =43
u=43 =45
u=44 =46



45 r0 = ace + r2 ; d=45 f=48,54

: DETERMINING IF THE CELL IS A LOCAL MAXIMUM

46 atu=r5-r1 ; d=4 =
a7 alu=15-r2 : its LS;
48 alu=r5-r3 ; d=48 =53
43 alu=r5—r4 d=49 f=54
50 alu=r5-r6 ; d=50 1-565
51 alu = r5 - r7,bmi notamax ; d=5% 1=66
52 alu = r5 - r8,bmi notamax ;. d=52 =57
53 alu = r5 - r9 bmi notamax ; d=53 =58
54 alu = r10-r11,bmi notamax , d=54 =59
58 brmi notamax ; d=55

56 bmi notamax . d=56

a7 bri notamax d=57

58 bmi natamax d=58

59 bmi notamax ‘ d=59

60 nop . d=60

61 nop : d=61

62 nop . d=62

(CELL IS A LOCAL MAX
; send cell ig to north

63 max: n=011 , d=63
. send cell energy to north
&4 n =r10,bra loop cd=64

Jimits of existing chip

65 Hop

o . d=65
4 nop . d=66 necessary for bra
6 nop ; d=67

{CELL IS NOT A LOCAL MAX

64 notamax: nop ) necessary for bmi
: send no cell id to north

69 n=r0
. send no cell energy to north

70 n=ro, bra loop

71 nop

72 nop

7 nop necessary for bra

.end

9.4 . Code“[)ifl'erences Between the Cells Within a Chip

[Arlf loader™ ¢ells (f:c]ls 0.[,].; 0.1.4,04,1; and 0,44} contain roughly the same code except for the lines
relating to the scheduling oflhe_, inter-chip bus. The “loader” cells roure data to their immediate neighbors on
the same chip as well as to their immediate neighbors on adjacent chips (see Figure 19),

) The Eells 10 1h¢ left or right of the “loa ler” cells (cells 0,1,2; 0.1.3: 0.4.2: 0.4.3) receive data from the
nLoa:;r ce(llsl:u gnztezl E ;3 <> 16 and are responsible for sending the loaded data to their North or South
1ghbors (cells 0,2,2,0,2,3: 0.3.2; and 0.3.3) and for sending information needed b ) i
through the inter-chip bus (see Figure 19). ’ ¥ the adjacent chip
N Tge tif.’!'ﬁ 1\-Ionij or South of the “loader” cells (cells0.2,1,0.2,4:1.3,1: and 0.3.4) also rece: ve data from the

cader”cells attime t = 13 <> 16. They then send the information needed by the adjacent cells to their North
or South. Hence. cell 0.2.] sends data to cell 0.3,1 and ¢ell 0.3.1 sends information to cell 0.2.1

32

The inner four cells (cells 0,2,2; 0,2.3; 0,3.2; and 0,3,3} contain alnost identical code except for the
direction frorm which a value is sent or received. Primarily the inner cells only receivz information. This is due
to the fact that the cells do not begin receiving data until time t = 26. (Information sent from the “loader” cell
0.1,1attime t =0 will arrive atceli 01,2 at time (= 13 and will be senttocell 0,2,2, amiving at time t = 26.) The
only sending required of the inner cells is the exchange of data with one of its adjacent inner cells.

9.5 Result of Analysis on Electron Identification in a 3 x 3 Matrix
{16-cells Per Chip Assembly)
The total time required in all the arrays (considenng also the dependency of data that must be exchanged
between processors) in “T" cycles (1 cycle = 4 ns), 15 shown in Table 11

TABLE 11. TOTAL 3 x 3 MATRIX ALGORITHM EXECUTION TIME ON DATAWAVE
(16-CELL PER CHIP ASSEMBLY).

CEELID olt fory (o1 Jors o2 poxr |e2y [o24 O3 0T |03 (033 |04 |02 [04] 10429
Lines of code T 61 &0 78 66 &7 &7 -] 65 57 s 65 1 al &1 8
Rouung data 41 43 48 43 18 56 56 55 s 56 56 LH W 4R 46 47
un clock cycles)

SunutuDg enerpits 48 49 a7 50 £ 57 51 56 52 37 17 b 47 a9 Y 48
n clock cycles)

Finding local max % 60 54 81 LY B L1} 67 [3] [} 68 61 S8 60 S8 %9
Omn clock eycles:

Sencing 1d & energy 5 % 74 Lx) 81 83 ad B3 ™ a4 a4 % 74 % 74 5
(n clock cycles)

The maximum time for a cell to finish routing the data is ime t = 56 {which corresponds to all four in.er
cells), Due to the fact that all cells use the same algorithm for finding the local maximum and sending out the
result, all cells finish their algorithms 28 clock cycles after finishing routing the data.

Due to the time that it takes for a cell to scad a value to an adjacent cell and for that cell to receive ir (13
cycles), with the existing chip the algorithm cannot tncrease in speed. The value for cell 0.2,2 1s loaded from
the calorimetertocell 0,1, ] attime t =0. This cell immediately sends the value tocell 0,1,2, which receives the
value at time t = 13 and promptly sends the value to cell 0,2.2 which receives itattime t = 26. Immediately cell
0.,2,2 sends the value to 0,2,3, which in return sends the value t0 0,3,3 at time 1 = 39. Cell 0,3,3 receives the
value at time t = 52 and uses four clock cycles to load the value into a register, which ends its routing algorithm
at time 1 = 56. Since the vatue of 0,2,2 must be sent to ¢el10,3,3 and there is no faster path between cell 0,1.1
{where the value is loaded) and ceil 0,3,3 (where the value must be sent), the timing of the algorithm will not
decrease, unless the number of clock cycles necessary to send information between two adjacent cells is

decreased.
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100 “EM" CLUSTER FINDING (TWQ “EM” SUMS + FRONT-TO-BACK}

10.1 Real-time Algorithm Description for Two “Em” Sems + Front-to-back Veto

Che’l;l}:e E):rp]osczoflhlis algorithm is to find possible electrons by searching | x 2 and 2 x | regions. Every cell
s the 1 % 2 region 1o the North and the 2 x | region to the East (see Figure 22). If the sum of the “em"”

energy of one of the regions is greater than a thresh i “had” “em” 1
Aithough the e s sheld, the ratio of the “had" to the “em energy is compared.

(HAD)
{EM)

< THRESHOLD (12}

“ince the program is in “real-time” the equation was rearranged irto

EM ~ THRESHOGLIY - HAD = 0 (13

If the ¢ : i
the comparison is greater than zero the cei} 1« classified as a possible electron

v

Figure 22. Electromagnetic Cluster Algorithm in a 1 = 2, 2 x 1 Region (Front-to-back)

10.2 Loading “Em™ and “Had” Data to Check *“Em™ Sums + Front-to-back

After Joadin the two alue =] and ad ™) frol e calonmeter lowe cach cel mulitiplies the values
‘ gihet v s( h ] mihe C . p S
C n dist
1] v
by the cal hla'll()l anstant for the individua tower and rbutes the adjusted alues 1o its South and West
vig 1bors. Each cell then dlSCOIlnCC[S with the calorr eter and connects (o its North

AriT:;e:iTL;;i]:;?lE::‘:Iﬁj“h o e ata celtattime t= 13 (see Figure 23). The value is added in the
the addition ¢1n be used b t)r:o tAhice![ §"em” value. Due to the intemal operations in the ALU, the result of
reainter A * y e U in the next clock cycle, even though the result will not yet be in the

g Ime 1= 14, the “emn™ | % 2 sum in the ALL is compared with the thre shold. Because the result of

this o panson cannot b =
e used unnl time t 19, the cel es WX r bt 5 T
‘aleul . I us e X0 [OUr instruction C}’CIC. fo other

neighbor.

kS)

Attime t = 13, the ce" receives the "had™" value from the North, adds it to its own “had” value, and stores the
sum in a register, Al time t = 17 the "em” value from the East is received and added to the cell’s “em” value.
Like the 1 x 2 sum, this 2 x 1 sum is compared with the threshold at time t = 18.

At time t = 19, the result from the ALU can be tested. If the “em” sum is greater than the threshold, the
program branches to check the ratioof *had’ to "em”. In the three lines of code after the "branch™ to the North,
the program sets the value of the ACC to be equal tothe ("em” * threshold — “had") value. Although the ACC
will be set regardless of whether or not the 1 x 2 North region is a possible electron, if the North regionis nota
possible efectron, but the 2 x 1 East region is a possible electron. the code will store the East ("em’ = threshold
— “had") value in the ACC before the ACC is tested

Cell 0,01

I

Tgm 3010 1.0
" (O11Y 121 nen pa
+ad (8113 120
tram Ca armate
__________ 2
Cell 0.1
e {011} et 107" e ezt o
Fod (011)-r7 1=t * T IF IR E
R R VORI TR
Fad (001)+¢2 - B 1215 7
e (Q12)ert rd 117"
4
Fad (H12)er? 10 1220
"' = fetcning time from program in Ceil 0.2.1

all other timing is reiated to time sent

Figure 23. Routing Data to Two "Em” Cells Ina 1 < 2, 2 - 1 Reglon.

Attime t = 19, the “had” value from the East cell is received, it is added to the cell’s “had™ value, and the
sum is stored in a register. The cell then waits until the result from the comparison of the 2x 1 “em” vaue 1
ready to be tested. Attime t = 23, the resultis tested; if the East "em” is greater than the threshold, the program
branches to check the “had” to “em’ ratio, while 1ssuing statements to place the East “had™ to "em” "ratio™n
the ACC.

If the 1 x 2 (North) “em” region was greater than the threshold, attime t = 31, the ACC result1s compared
with zero. If it is greater than zero (hence, the ratio of “had” to "em” is small} the cell isidentified as a possible
electron and the program branches to the code that sends the tower id. the “em” sum, and the “had” sumto the
North (time 1 = 36<>38). Otherwise the program branches to code that sends null values to the North.
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10.} DataWave Assembler Code and Detailed Description

Each processor is loaded with the same source code that performs the operations of receiving the “em” and
“had" values from the calorimeter tower, receiving the “em” and “had” values of the neighboring cells. and
comparing both the 1 x 2 and 2 x 1 regions with the thresholds. The ratio of “em"” to “had™ is only checked if
the “em" values are greater than the threshold. Each cell connects to the calorimeter through its North port
before Lhe program begins. After it finishes loading from the calorimeter the values of the “em” and “had”, the
cell disconnects from the calorimeter and connects to the celi to the North.

Registers 14 and 15 are used for the “em™ and “had” calibration constants for the comesponding tower.

Registers S and 6 contain the thresholds for the “em” and (“em™ + threshold - “had"™ results. Foracode listing
of one cell ~ee Tahle 12,

TABLE 12. DATAWAVE ALGORITHM FOR “EM” CLUSTER FINDING (TWO "EM” SUMS + FRONT-TO-BACK).
cell9.1,1
connect the North pont to the calorimeter

1 rid =1 calo.meter constant tor “em”
2 s =1 calorimeter constant for "had”
3 5 =16 “em"” threshold for 1 x 2 cel! regicn
4 6 =16 ; {"em - “had") threshold for 1 x 2 cell region
5 loop. M =s=w=n-ri4 :d=0 Ioad "em” value from the calorimeter,

: multiply it by the calcrimeter constant

. and send it to West and South neighbors
8 M os=w=n"r15 =1 load “had" value {rom the calorimeter,

multiply it by the catorimeter constant

and send it to West and South neighbors
disconnec! the North port from the calorimeter

7 nop d=2

8 nop :d=3

9 nop d=4

10 nep 1d=5

b 1.9p d=6

12 nop d=7

13 nop d=8

14 nop .d=9

15 nop :d=10

16 nop d=11

17 nop d=12

18 f=rl+n «d=13 7 = "em” sum of cells 0,1 and 1,1

19 alu=alu-r5 :d=14 compare “em” suin with threshold

20 B=r2+n ‘d=15 18 = "had” sumofcells 0,1 and 1,1

21 nop :d=16 required for 3-"nops” after “branch™ in line24
22 G=r+e :d=17 r9="em"sumolcells 1,1 and 1,2

23 alu = alu - r5 :d=18 compare “em” sum with threshold

24 rM0=r2+e, bpl noth ;d=19 # “em" sum (cells G,1 & 1,1) > thrshid goto north
25 nop :d=20 necessary for the 2nd branch instr.

26 acc=1r7 " rb d=21 "em" " “threshold™ (1 x 2)

27 acc = acc - r8 :d=22 "em" " “threshold” - “had"— tested in line 41,42
28 bpl  east =23 i “em” sum (cells 1,1 & 1,2) > thrshid goto east
29 bmi  nosend : it the “em” sum is not > thrshid send null values
30 acc =r19°r5 “em” " “threshold” (2 x 1)

3 acc = acc - r8 .d=26 “em" " threshold - "had"” — tested in line 54,55
32 nop d=27

33 north:  nop .d=23

34 nop =24
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34 nop -d=256

36 nop d=26

37 nop d=27

38 nop :d=28

39 nep d=29

40 nop ;d=30

41 bpl sendn :d=31 if “em” * threshold — “had"goto sendn

42 bmi nosand :d=32 else goto nosend

43 nop :d=33 3- nops” after a branch

44 nop d=34

45 nop :d=35

46 east:  nop d=27

47 nop \d=28

48 nop :d=23

49 nop d=30

50 nop d=31

51 nop =32

52 nop :d=33

) nop ;d=34

54 bpl sende :d=35 1 "em" * threshold - “hag" > © goto send
55 bminc end =36 else goto nosend

56 nop :g=37

57 nop d=38

58 nep :d=39

59 sendn: bra loop -d=35 branch to loop but do next 3 lines

80 n=10 :d=38 f=47  send out tower id

61 n=r7 «d=37 {=48 send out "em” energy

62 n=18 :d=38 t=48 send out “had” energy

63 sende: bra ioop «d=39 branch 10 loop but do next 3 lines

64 n=10 :d=40 *=51  send out tower id

65 n=r9 d=41 {=52  send out "em” energy

66 n=1r10 =42 {=53  send out "had” energy

87 nosend:bra loop -d=28.,36,0r 40 branch 1o loop but do next 3 lines
68 n=0 -d=29,37.0r 41 1=40,48,0r 52 send out nuil tower id
59 n=0 d=30,38,0r 42 f=41,49,0r 53 send cut nuli em”
70 n=90 ‘d=31,39,0r 43 =42 50,0r 54 send out null “had”

10.4  Resubt of Analysis on Two “Em” Sums + Front-to-back in 1-cell Per Chip Assembly
(not Pipelinable)

The total time required in all the arrays (considering also the dependency of data that must be exchanged
between processors) in T cycles (1 cyele = & nv in the present DataWave version and 4 ns in the future
version}, is shown in Table 13:

TABLE 12. TOTAL DATAWAVE ALGORITHM EXECUTION TIME FOR "EM” CLUSTERING (TW: "EM”
SUMS + FRONT-TO-BACK).

Numpar of linss code 70

Minmmym bra 1or 1« 2 dac:son (in clock cyclas) sanding tower kKl 29
srading ‘8m’ value 30
senging “had’ vatue 3

Khaxmym fima lor 1 v 2 deCision [0 clock cyclast | sending lower ] 41
seng:ng am” value 42
sanding had” value 43
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If the nonhert 1 x 2 regton 1s a possible etectron, at time 1 = 36<>38 the values of the irigger tower id, the

“em” energy 1 x 2 sum, andthe “had” energy 1 x 2 sum will be sent out to be received (by the cell at the North)
atume t = 47 <>49.

10.5  Result of Analysis on Two “Em’ Sums + Front-to-back in 1-cell Per Chip Array
(Pipelinable)

In order 10 achieve the 16 ns input rate, the DataWave processors can be arranged in several processor array
stages connected in pipelined mode. Each processor must not only execute its own trigger algonihm, but aiso
pas~ both input and output values through the array pipelined stages.

The pipeline begins by the first processor fetching the ficst two vatues {"em” and “had"} from the
calormmicter and starting its trigger algorithm on that data set. After 16 ns, the processor belonging to the first
stage fetches the next values from the calorimeter and immediately sends these vajues to the processor of the
second stage airay. Che processor o the second stage begins its tnigger algornhm on the data set, and the rest
of the datanis pipehined in the same fashion: After each processar finishes ity algonthm, it sends ns output
down the pipehined stages wvhich the Jast processor array stage outputs at arate of 16 hs although the tume to
exceute the migger algerithm s much longer than 16 ns).

Due wo the fuctthat there are only tour ports on the existing DataWave processer, two ports must be able 1o
connect o more than one cell. In the example in Tabie 14, every cell’s North pert connects to both the notthemn
celland the processor that is before the cell in the pipelined processor array stage (or to the calorimeter if the
cellis the first processor in the pipeline). The South port, likewise, connects to both its southern cell and to the
processor that 15 behind the cell in the pipeline processor array stage.

Table 14 shows the code for two pipelined stages similar to the code in the non-pipelined application
shewnn Table 12. All pipelined code for each stage is shown 1o the left of the trigger algonthm. The pipeline
symbol (in parenthesis) 15 the number of the pipelined stage that will use the tnputted vatue or that has sent the
output value Different values are marked by the four symbots:

a anputted “em” value

b inputted “had™ value

¢ outpurted cedl tower value
outputted “sm” value

The line number of code is shown on the left while the timing (clock cycle) s shown at the right of Table £4.

TABLE 14. DATAWAVE ASSEIABLER CODE FOR TWO "EM" SUMS + FRONT-TO-BACK IN 1-CELL PER CHIP
ARRAY (PIPELINABLE).

Stage 1 Stage 11

1 leop: ri=s=w=n"r14 (1a) loop. M=s=w=n"rid {11a) 0
2 2=s=w=n'rls (1b) r=s=w=n"115% {11b) 1
3 nop nop, s=n{lc) 2
4 nop nop s =n(1d) 3
5 nop, s =n(2a) nop 4
) nop, 5= ni2b) nop 5
7 nop nop. s = n(2ch 6
a nap nop. s =n(2d) 7
4 nop. s = n{3a) nop a
10 nop. s =n(3b) nop g
11 nop nop., s =n{3c) 30
12 nop nep, s=n{3d) b
13 nop., s=n{4a) nop 12
14 nop. 5=n (4b) nop 13
15 7=r1+n M=rl e, s = n (4c) 14
16 alu = aiu —r5 afu = alu - % s = n (4d} 15
7 rA=rl+e 5 =1 (3a F=ri+n 16
8 alu = alu - r5, s =n{50) alu = alu -r5 17
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north:

east

sndn-

sende

nosend!

nop

B=r2+n

bpt porth, (10 =r2 + & s = n (6a}
acc=r7"r5 s = n {6b)
bpl east

bmi nosend1, acc = acc - 8

acc=r9 + 15, s=n(7a)
act = acc - 18 s =n{7b)
nop

nop, s =n(7a) east:
nop. s=n{7b
nap

nop

nop, 5 =n(8a)
nop. s = n{8b)
[gleled

nop

bmpi sendn s = n(%a)
bmmi nosend? s = n (5b}
nop

nop

nop s = n(10a)
nop north
nop

nop, s = n {Ba)
nop. s = n (Bb)
nop

nep

nop. 5 =n (9a)
nop s =ni(9o)
bmpl sende

bmmi nesend3

nop s =n{10a)
nop s =n(10b)
nop

nogp, s =n{l0a) sende
nop. s =n (10b}
nop

nop

bra loop. s=n(11a}
noep, s=n{11b)
=2

§=1r7

nop sandn:
nop

bra loop. s =nittal
nop. s =n{11b}
5 =23

s =rg

nop nosend1
nop, 5 = 0 {Ba)
nop, s =n(BD)
nep

nop

nog. s =n(9a}
nop, 5 =0 (9b)
nop

nop

nop, s =n(10a)

9

nop,
rit=r2+e
bpl east, rf@=r2+e
acc=r3*rb
bpl north,
bmi nosend1,acc = acc — B
acc =17 15
acc = ace - 18
nop.

nep

nop

nop.

nop,

nop

nop

nop,

nop,

bmpl sende
bmmi nosendZ?
nop.

nog.

nop

nop.

nop.

nep

nap

nop,

nop,

nop

nap

bmpl sendn,
bmmi nosend3
nop

nop

nop.

ncp

nop

nop,

nop.

bra loop
nep

5=23
5=r79

nop,

nop.

bra loop
nop

s=23

5 =r7

nop

nop

nop

nop,

nop.

nop

nop

nop

nop

nop

§ = n {5c)
s = n (5d)
s = n {Bc)
s = n (Bd)
s=n(7C)
s=n(7c)
s=n{7d)
s =n (B¢}
s = n (8d)
s =n19¢)
5 =n (9d)
s = n{7g)
s =n(7d)
s = n(Bc)
s = n (Bd}
s =n{9c)
s =n {9d)
s =n(10¢)
s =n{10c)
s = n(10d)
111ce)
(11d)
s=n{10c)
s =n{10d)
(1
(1id)
§=n(7d}
s =n (8¢)
s =n {8d)
5 =n(9c)
s = n (9d)



68 nosend2: nop, s = n (10bjnoesend2:nop a7
59 nop nog, s =n{10c) 38
70 nosendi: nop norsendd. nop, 5 =n {10d} 38
T bra loop, s=n{lla) bra loop 40
72 nop, s=n(ith) nop 4
73 $=0 {1¢) 50 (11¢) 42
/4 §=0 (14) §=0 (114 43

Dme to the fact that input values are pipelined at different times than output values, the pipeline code will be
ditferent for all stages in the pipeline. Since the North and South ports can only be used for either connecting
to the North/South neighbors or connecting to the pipeline stages, all lines of the trigger algorithm code
involving these ports must be placed atdifferent clock times than the pipelined stage code. (See the difference
belween stage 1 code and stage |1 code inlines 15-18 in Table 14). Although this limitation did not make the
pipeline itwo “em” sum + front-10-back algorithm longer than the non-pipelined (both send the last output
value at . ine t = 43), 1t is feasible that inserting algorithms with more interaction with neighboring cells intoa
pipehine stage structure will cause the need for more lines of code to account for this limitation.
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11.0 “EM” CLUSTER FINDING (ISOLATION) IN A 4 x 4 MATRIX
(1-CELL PER CHIP)
11.1 Real-time Algorithm Description for “Em” Cluster Isolation

The purpose of this algorithm is te further enhance the electron-finding algorithm by requiring a possible
electrontobe solated from surrounding energy, To accomplish this goal a 4 x 4 matrix is used (sec Figure 24).
The inner 2 x 2 “em” matrix containing energy above tareshold is considered to be a possible electron. The
outer twelve fowers of the 4 x 4 matrix must contain small amounts of energy in order to confirm the trigger
tower in a 2 X 2 matrix as a possible electron. Our isolation algorithm consists of summing the 4 % 4 matrix
energy (both “em” and “had"} and except for the 2 x 2 "em” energy.

11.2  Loading “Em" and “Had" Data and Routing Criteria to Check Isolation

Inorderto find the (4 x 4) matrix “em” + (4 x 4) manx “had” - (2% 2} “em” sum, each cell mustreceive the
“em” and “had” values of the 4 >3 matrix (see Figure 25). The received valtues are added 1o the ALU unlessthe
value is a part of the 2 x 2 "em” matrix; 1 which cas: the vatue is routed foa neighboring ce!'. While each cell
isbeing sent the values of the 4 % 4 matrix, its own "em” and had” values are being sent toeach ceflinthe 4 x4
matrix that requires its value (see Figure 26).

The main criterion used to develop this algorithm on the DataWave chip is 1o always pass the value thar is
farthest away as soon as possible. As seen in Figure 18, the cell 0.0.5 is the farthest away from cell 0.2,3.
Therefore. the data from that chip (as it flows from cell 0.0,5 10 cell 0,2,3) is always sent out at the time that a
cell receives it, while other values might need 1o wait a few cyctes if more than one value arrives during aclack

cycle.

4« b sonprfed trigger tower
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Figure 24. (solation Cluster Algorithm in a 4 = 4 Matrix.
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The routing of the data is not unique, many other routes can be taken bet ween two cells. However, since the
last data arrives at time t = 52, which is the first possible time for it to amve (assuming 13 cycles to transfer
aata between cells), no other routing procedure wouid take {ess time,

Each cell connecis to the calorimeter through its North port before the program begins. After it fimishes
loading the “em” and “had” values from the calonmeter, the cell disconnects from the calorimeter and

connects to the cell to the North.

After receiving the values from the calorimeter, each cell multiplies the values by the calibration constant
for the individual tower and stores the “had” value in the ALU (which will be used to sum the energy of the
4 x 4 matrix}. Then the cell distributes the adjusted values to the East, West, and South. Once the cell
disconnects from the calorimeter and conrects to its nerthem neighbor, the cell sends the values North.

Cell 0.1.4

had
nor

. sl
vell 02,1 = {cen 0.2.2 : } o _ICell 0.2,4
' — Cell 0.2.3 | .

(073 e =17 had t-18

|
B

(073) e ] 1259 has t= a0 o (023) v 1-37 1 nad t-33

(0231em 1230 o2 =3B gzabam =19 cod 1=16

Figure 26. Routing Data from One Cell for lsolation Check ina 4 - 4 Matrix.

43



Attime t = 17 each cell begins receiving the “em” and "had”
the value to the ALU. If the values are needed by other ceils, t
routing of all ceils relation to cell 0,2,3.

Attime t = 56, all distribution is finished and
except for the 2 x 2 “em™ matrix. This sum is

threshold, then the encrgy is isolated and the tower id and sum are sent to the North, o
sent.

the ALU contains the sumofthe d x4
then compared with a threshold. If th

: s torithm and one test for 1he comparison
algorithm. A combined listing is shown in Table 15.

Registers {4 and 15 ae used a

s the calibration constants for the “em™
lower relating to each cell. Regist

er 11 is used as the threshold constan.
All values thar are received and added to the ALU are marked in the comments. If a valye 15 received, byt
nei added to the ALL because it i "em”

TABLE 15. DATAWAVE ASSEMBLER cODE FOR 4 x 4 MATRIX

ISOLATION.
.cell 0,23
connect to the catorimeter through the nonh port

1 r4 =1 : calorimeter constant for cell 2,3 “em”

2 M5=1 : calorimeter constant for cell 2,3 “had”

3 =1 : thrashold constant

4 loop: e=w=g=r1= n*r14 8=0  letch & seng 2,3 "em” value e,w,s

5 €=W=s=r2=n"*r15 d=1  fetch & send 2,3 *had" value aws

; discannect from the calorimeter and connect to the North neighbor (1,3)

& nop d=2

7 nop d=3

a8 nop =4

9 nop d=5

10 nop .d=6

1 n=r1 d=7  send 2,3 “sm" value r

12 n=r2 @=8  send 2,3 “hag" value n

13 aly = r2 =9 setaluto the “had” value of cell 2.3
14 nop d=10

15 nop d=11

16 nop d=12

W7 w=g d=13  receive "em" value of cell 2.4 {2x2)
18 w=e alu=aly+e d=14  recaive “had” value of cell 2.4

19 W=§=n d=15  receive "em” valye of cell 1,3 (2x2)
20 w=g=n, alu=alu+n d=16 receive “hagd" value of cell 1.3
21 S=w, alu = aly + w =17  receive “em” value of cell 2,2
22 S=w, alu = aly + w d=18 recaive "had" value of cell 2,2
23 nop d=19
24 8=w=g, alu=alu+sg d=20 receive “em" value of cell 3.3
25 e=w=g, alu=alys+ g {d=21  receive "hag” value of ceil 33
25 nop d=22
27 nop d=23
<8 nop .d=24
29 nop :d=25

values from its neighboring cells and adding
he cell sends them out. Figure 26 shows the

em’ and “had" matrix

e sum is less than the
therwise null values are

and “had" portions of the tngger

s=g, alu=alu+e
s=e, alu = aiu+e
alu=alu+n

alu=alu+n

s=e

=@, alu=alu+e
s=n, alu=alu+n
s=n, alu=glusn
alu=alu+w
ali=alu+w
w=@ alu=alu+e
w=¢ alu=alu+e
nop

s=n, alu=zauw+n
S=n, alu=au+n
nop

nop

aly=aly+n
au=aJ+n
alu=alu+n
alu=aly+n

nop

nop

alu=alu+e
alu=alu+e

nop

alu=alu+n
rM0=alu+n

alu = alu—rit

nop
nop
nop
nop
bmi noimp
nop
hop
nap

imprnt:bra loop

n=23
n=r0
nop

notimp:bra loop

n=0
n=0
nop
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receive “em” vaiue of cell 2,5
receive "had” value of cell 2,5
recelve "em” value of cell 0,3
receive “had" value of cell 0,3
receive “em” value of cell 1,4 (2x2)
receive “nad” value of cell 1,4
receive “em” value of cell 1,2
receive “had” value of cell 1,2
receive “em” value of cell 3,2
receive *had” vatue of celi 3,2
raceive “em” value of cell 3,4
recaive “had” value of cell 3 4

receive “em” vaiue o’ cell 1,5
receive “had” value of celi 1,5

receive “em"” value of cell 0,4
receive “had” value of cell 0,4
receive "em” value of cell 0,2
recetve “had” value of cell 0.2

receve “em” value of cell 3,5
receive “had” value of cell 3,5

receive “ern” value of cell 0.5
=56,62 receive "had” value

of cell 0,5 and place sum of 4x4em +
4x4h - 2 x 2em in r10

compare the value of the sum with
the threshoid

if the thrshid >then goto noimp

if the sum = the threshold
=75  then send tower id & energy
=76  found to the Nortt

if the threshold > vaiue then send nul)
=75  values to the North
f=76
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1.4 Result of Analysis on 4 < 4 Matrix lsolation in 1-cell Per Chip Assembly
The total time required in all the arrays (considening also the dependency of data that must be exchanged

between processors) in “T"cyeles (1 cycle = 8 ns in the present DataWave version and 4 ns in the future
verston), is shown in Table |6,

TABLE 16. TOTAL 4 x 4 MATRIX ANALYSIS FOR ISOLATION ALGORITHM ON DATAWAVE.

Number of lines T4

Finished routing "em’ and "had" value fin clock cycles 56

Finished sending rower id and caergy {in clock cycles! 76

Reducing the time to route data between celis as well as the time 10 test the result of an ALU or ACC result
will stgnificantly reduce the final timings of this algorithm.

120 JET FINDING
12.1 Real-time Algorithm Description for Jet Finding

he purpose of these algonthms is to find possible jets by searching 4 x 4 and § x 8 calorimeter trigger
tower matrixes. Every cell must receive the “en” and “had” vatues of each celt in 1ts 4 x 4 matrix, while
sending and routing other “em" and “had” values to its neighboring cells. The values are routed in the same
way the values are routed in the electran isolation algorithm (See Figures 25 and 263

AMter the 4 x 4 matrix values have been received in the 4 x 4 algorithm, the sum of the values is compared
wit 1 the threshald. In the 8 x 8 algorithm, each cell sends the 4> 4 energy sumto a center cell {see Figure 27}
which combines the 4 x 4 sums into the 8 x 8 surn and compares the sum with the threshold .

12.2 DataWave Assembler Code and Detailed Description for the 4 x 4 Jet Finding Algerithm

Both the 4 x 4 and the 8 x § algorithms behave similarly to the algonzhm for the electron isolation. The

defference 15 thatin the jot-finding algorithms all “em™ and “had" in the 4 > 4 matrix are added to the sum of the
energy (see Table 17y

TABLE 17. DIFFERENCES BETWEEN THE 4 « 4 ELECTRON ISOLATION AND 4 x 4 JET FINDING

{DATAWAVE CODE).
1 n=ri d=7  send 2.3 “em value n
12 n=r2 d=8  send 2,3 "had” value n
13 aiu = r1 0=9  setalu to the "had" vaiue of cel!2,3
14 alu=aly+r2 d=10
15 nop d=11
16 nop d=12
17 w= g alu=alu+e d=13  receive "em” value of cell 2.4 (2x2)
18 w=e, alu=alu+e d=14 receive “had” value of cell 2.4
19 W=S5=n, alu=aly +n =15 recewe "em” value of cell 1.3 (2x2)
20 W=5=n alu=aly +n =16 receive "had" value of cell t.3
21 S =W, alu = alu + w =17 receive "em” value of cell 2.2
22 S =w, alu=alu+ w d=18  receive “had” value of cell 2,2
23 nop d=19
24 w=g alu=zau+s =20 recewve "em” value ol cell 3.3
25 w5 alu=aiu+s d=21  recewe "had” value of cell 3.3
26 nop d=22
27 nap d=23
28 nop d=24
29 nop d=25
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30 s=e au=alu+e :d=26 receive “em” value of cell 2,5
3 =e alu=alli+e :d=27 receive “had” value of cell 2.5
32 ' alu=alu+n ;d=28 receive “em” value of cell 0,3
33 alu=alu+n ;d=29 receive “had” value of cell 0,3
34 s=e alu=alu+e d=30 receive “"em” value of cell 1,4 (2x2)
a5 s=g alu=alu+e :d=31 receive "had" value of cell 1 4

Attime t = 0<>] each cell loads the “em™ and "had” value from the calortmeter and sends the values 1o its
East. West. and South neighbors. After disconnecting from the calonmeter and coanecting to s Nerth
neighbor, the cell sends the value North.

Each cell receives and routes values from other cells between ttme 1= 17 <> 590 Attime | = 56 all ce!]s-
contain the sim of the 4 x4 "em™ and “had™ mateix. This value s compared with a threshold, If the value 15
greater the tower id, the total 3 x 4 energy of the possible jet is sent to the Nerth

12.3 DataWave Assembler Code and Detailed Description for the 8 < 8 Jet Findirg Algorithm

After the 4 x 3 sum has been totaled. the 8 < 5 algorithm routes the sums to therr final destinations, the
'er;!er of the & x 8 matrix isee Figere 271 Tuble 18 shows the final ¥ = 8 routing code, whick can be inserte
8 b
hetween ling 56 and line 57 of the 4 x 4 jet finding code.

f..‘u‘ S e N
|

T 1\]}' 0

EPERELS R
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Figure 27. Routing Data for Jet Finding in a B x B Matrix.
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TABLE 18. ROUTING CODE FOR THE DATAWAVE 8 x 8 JET FINDING ALGORITHM.

ROUTING OF 4x4 JET VALUES
n=e=s5=w=rl=alu+n d=53 raceive “had" value of cell 0,5
place sum of dxdem + 4x4h in 10
nop ;dw54 and send to all tour neighbors

nop :d=55
nop

"op

nop

nop

nocp

nog

nop

nop

nop

nop
wW=§5=¢@

send “jet 4x4” value of cell 3.2 tow &

e nrew . send "jet 4x4” value of cell 2310 s
B :d=67 send "jet 4x4" value ofcell 1 2toe &
]

nop send “jet 4x4" value of cell 2,1 to n

nop
nop
nop
nop
nop
nop
nop
nop
nop
nop
Nn=g,w=n

send “jet 4x4” value of ced 3.31on &
G owens f send “!ei 4x4” value of cell 1,3 1o w
\ d=80 send “jet 4x4" value ofceli1,1t0s &
nop ; send "jet 4x4” value of cell 31to e
d=81

nop \d=02
nop ,d=83
nop d=84
nap .d=85
nop G=86
nop ,d=87
nop ) .d=88
nop :d=89
rop ,d=90
nep :d=81
w=55=¢@ d=92 send "jet 4x4" valug of cell 34 tow &
e mw send “jet 4xd” value of cell 1,3to s

. .0=93 send "jet 4x4" value ofcell 1,3toe &
o id=94 send “jet 4x4” value of cell 1 3ton
nop :d=95
nop d=596
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101 nop :d=87
102 nop ;d=98
103 nop d=99
104 nop d=100
106 nop =11
106 nap d=102
107 nop d=103
108 nop d=104
109 nop d=1J5

d=106 receive “jet 4x4” value of cell 4,4

110 alu=e+n

111 alu = alu + w -4=107 receive “jet 4x4” value of cell 0.4

12 alu=alu+s -d=108 receive “jet 4x4” value of cell 0,0
Between tie t = 53 and ¢ = 108 all four 4 x 4 matrix sums are routed 10 the center cell of the 8 x & matrix.

After all sums are received and the 8 x § sum s calvulid, the & » & sum is comy-tred with the threshold. If the
value is greater than the threshold. it assumed 1o be i jet and the trigger lower id and energy are sent to the

North.

12.4 Result of Analysis on the 4 x 4and 8 x 8 Jet Finding in 1-cell Per Chip Assembly

nsidering also the dependency of data that must be exchanged

The tatal time required in all the amays (co
8 ns n the present DataWave version and 4 ns in the futare

between pracessors) i "Teycles (! cycle =
version), is shown in Table 19.

TABLE 19. TOTAL4 < 4 ANDS < 8 MATRIX ALGORITHM EXECUTION TIME FOR JET FINDING ON

DATAWAVE.
4x4 §x8
Number of lines 73 129
Finish routing “em’ and “had” values 56 1z
(in clock cycles)
Send tower id and encrEy 76 132
(m clock cycles)

considerably shonened by decreasing the amount of ime 1 takes 10
or the rousing of the 4 x 4 sums of the 8 x 8 jet-finding algorithm
[f the “nops” could be deleted the time of the algorithm would

The timmg of these aigorithms can be
send and receive from different chips. F
(Table 18}, 70% of the lines contain “nops”
dramatically decrease.

For the information of the transverse and total energy. all the partial energies from the § x 8 trigger lowers
should be sent to an externat logic unit. In the case of the GEM experiment, the unit will total 20 times the 8x 8
partial sums, while in the case of the SDC expenment, the unit will total 56 times the 8 x 8 partial sums.

49

re

e

s



130 “EM” CLUSTER FINDING (ISOLATION) AND JET FINDING
13.1 DataWave Assembler Code and Detailed Timing Description

The purpose of this algorithm is to show how different algorithms can be combined without the total time
being the sum of the individual algorithms’ sum, but only a fraction of it. In this study the two “em” sums +
front-to-back + electron isolation + 4 x 4 jet finding have been compiled together. The flow of the resulting
a.gorithm is shown in Figure 28,

As one can see, if a cell does not qualify as un clectron in phase 1, the cell does not execute the code for the
ratio or 1solation, but only executes the jet-finding algorithm, However, if the cell passes the “em™ threshold
and front-to-back tests, the electran isolation test and the 4 x 4 jet finding algonthms are executed in
parallel,

T
Phase 1 e veseag S
e
I]!ﬁ
FPrase 2 ( T

.
% -
" s IPreshOK]
e
jm
o P
Prase 3 < solaeg? TR C\mum.w -
T e — -
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Figure 28. Flow Diagram Of The “Em" Cluster and Jet Finding on DataWave,

13.2 Result of Analysis on “Em” Cluster Finding (Isolation) and Jet Finding

Due to the length of the code and due to the fact that it is a combination of the ones described in the previous
sections without repetition of commeon code, the code for this algonthm is not histed. However, the results of
the execution time are shown in Table 20.

TABLE 20. TOTAL DATAWAVE ALGORITHM EXECUTION TIME FOR TWO “EM" SUMS + FRONT-TO-BACK +
ISOLATION + 4 x 4 JE T FINDING.

Minimum Time | Maximum Time
(in cycles) {in cycles)
Imes of code 154
Finish time for decision to dismassing cell as a possible electzon or jet 91 114
—send out aull values®*™
Finish time for decision of possible electron 12 HE)
—sends out the lower id + “2m” value**
Finish time for decision of possible 4 x 4 jet 94 114
-send-qut (he tower id + (4 x 4) encrgy sum
Finish time for decision of possible electron and possible jel 112 116
-serd out the tower id + (4 » 4) energy
~sum

** Timings given are the time that the last value is sent from the celi

Given that 1 clock cycle = 4 ns in the future version of the DataWave chip, the fongest time 10 make a
dectsion using these algorithms would be 464 ns Although this timing itself is not acceptable for the Level 2

Trigger. with a few optimizations to the DataWave chip, the timing becomes feasible, or it can be useful as a
preprocessot of the Level 2 trigger
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140 PROGRAMMABLE LEVEL 1 TRIGGER SUSTAINING 16 NS RATE
14.1 Suggested Modifications of the DataWave to Front-end-processor (FEP)

From the expenence of using the DataWave and from the specific requirements .Df the Level 1‘ trigger
algorithms, we can suggest an architecture that will solve the problem of having a fully pipelined
programmable Level 1 trigger sustaining the rate of 16 ns more efficiently.

The 16 ns rate cannot be achieved by a single processor celf executing at a clock speed of 4 ns per clock
cycle; however, a pipeline of 4 or more processors can allow each cell to execute an algorithm 0f6-4 ns or more
before outputting s result. It is possible to make use of the existing DataWave with the pipeline stages
described in the conclusion (Table 30 and in Section 10.5). but the timing for routing data between cells and
each cell's internal pipeline make the existing DataWave cell less efficient. With modifications to the
DataWave, the DataWave will not only become more efficient. but also become a suitable choice for the Level
1 trigger.

Figure 29 shows the suggested modifications of the DataWave 1o the Front-end Processor (FEP) for the
Level | trnigger aigorithms

Top

| erogeam
isd CRCLIN I
1ote RaM

Raginters
Stademr o
32a160ir

P Zontrum

South

L
Bottom
Figure 29. Fromt-End-Processor (FEP) Cell Architactura.

Two new ports are added to the exisung DataWave pracessor, one for the top and one for the bottom (in
addition 1o the North, East, South, and West ports). These ports allow for easy data flow between differem
stages {see Figure 30), eliminating the routing of data to the different pipelined stages through more expensivr
and less rehable connectors and multiplexers.
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Stage 3
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Stags 1
TIP-0305%

Figure 30. General Schems of the Pipsiined Parallel Processing Architecture using the FEP.

_S:pce :lh;‘ algorithms only use a small fraction (22%) of the DataWave instruction set, the modified version
will simplify the DataWave instruction set by only allowing for instructions that are foreseen 10 be used in the

triggering algorithms (see Table 21). This not only makes the FEP simpl
‘ L . er than the DataWa
econoniical by dropping 78% of the instructions. ° ve. buralsomore
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TABLE 21. FEP INSTRUCTION SET SUITABLE FOR TRIGGER ALGORITHMS.

" nop no operation au=A-B
hi=B load hi from 8 bra branch
=8 Ipad lo from B bmmi acc <0
mig =B load mid from B bmpl acc>=0
racc=+A"B beq alu=0
Aacc=acc+ B bne alu <> 0
*gog =acc-B b alu<0
racc=acc+A'B bp! glu»=0
ralu=A+B

~NOTE: aport canbeusedin place {ACC.ALL A Bexceptin whenthe ACC or ALL 15 used vwice in the same instruction,
which then 1t can only be used as in culput and Aot s an iput

Ir addition o reducing the instruction set, removing the pipeline of instructions (resuiting in output that
can be used after 1 clock cycle)and removing the delay of data between processors {data sent fromone cellcan
be received after | clock c_ cle) will eliminate all pops from the algorithms. A medification in the number and
size of registers is shown in Figure 29. It is foreseen that it might be necessary to receive more values from the
calorimeter {rigger tower, of that it might be necessary to have more calibration constants {for different E,
Eror, Ex. Ly, erc.) or different thresholds. Therefore, the number of registers should be increased as well as the
size of the registers (at present 12-bit) to fulfilf the precision requirement of the Level | irgger.

Due to the frequency of use of the 6 ports, a buffer at the receive unit for each port is needed that will allow
data that is received from a port to be sent to both an intenal unit (ALU, register, efc. ) and on the same internal

bus be sent to another port. At present these operations require two different buses, and with the new ports the
buses become overloaded.

142  Differences on the Real-time Algorithm and Data Loading with Respect to the Earlier
Algorithms

Since the new assembler instruction of the FEP in the pipetined stages implementation 's different from the
original DataWave instruction set, the programiner is not limited by extra cycles between the time a value is
received, or between the time an ALU/MAC instruction 1 executed and the time its flags are set. Also, since
the “branch’” instructions will branch immediately, the three instructions following a “branch” statement are
no longer executed.

Due to the staged architecture design, the new algorithm must include pipelining data through the different
stages of the processors (see Figures 31 and 32).

Ateach input port of the FEP processor (as it is also on the present DataWave design)there 15 a FIFO that is
derandomizing the data from the calorimeter to the processor array. This will allow the calorimeter to send
two data (“em” and "had"”) every 16 ns, and the processor fetching the values whenever the program executes
the ferch instructions (at 4 ns clock cycles) The program execution at stage 1 must not only route the new
incoming data from the calorimeter (one "em” and “had” value every 16 ns) 10 the next stage in the pipeline
staging (stage 2), but must also execute its trigger algorithm in paral'el. All processors must likewise pineline
data When the stage | processor has finished its algorithm, it then sends its results to the stage 2 processor,
which passes it on. At this point the stage 1 processor begins to re-execute its algorithm: receiving the “em”
and “had” values from the calorimeter and processing those values.,

The output results from all processors flow ¢like the input data) through the different processor stages. The
last processor will output the results from all processors at a rate of 16 ns.
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Trigger with FEP Pipelined Array.

14.2.1 Assembler Code of the FEP (Modified DataWave) for the Section 10.0 Algorithm

Table 22 shows the FEP assembler code for the two “em”” sum + front-to-back algorithm (previously
described using the DataWave assembler code in Sub-section 10.1) loaded with the same algorithm for
finding electrons, but the routing between different stages (the top-to-bottom instraction) depends on its stage
position. Assembler code for the routing between stages is shown for all stages needed for this algorithm. A
graphical representation of the input and output data rowting between the stages, the algorithm execution time
at each stage. the latency between input data and output results a~d the data flow in the pipelined architecture,
is shown in the timing diagram of Figure 32.

All pipelining 15 explained in parenthesis after the "b=t" (nsL uction. The number 1s the processor stage
number where the data that is being pipelined will be processed or whera the outputted Jata was originally
sent from. The codes are as follows

a  nputted "em” value
b inputted “had” value
¢ outputted tower id
d  outpunted “em” sem (either 1 x 2or 2x Iy
-
by
= plectrons
- EQ‘S Stoge 4 Moage b Shage U drege RGW dc]*e
S om0 ons
”
Algerithm S .
e
execution ry e 16 ns
time P ! ‘
Latency — T [ & - 37 N

“W?m 48 ns

< e B4 ns

acreut ' :
] . -
- i‘:‘rz._:gzt—m"“— S 80 ns
‘_o_u'ﬂl'__‘.___ !
|_z c:.-:;nz'- mw~ 96 ns
- i 112 ns
128 ns
L .ﬂr_:?:::t:nzvzz‘ s 144 ns
A e
- em o = 160 ns
rn aden iy i .
M’ 176 n-o
] e : . :
e . 132 ns
Fime

Figure 32. Timing Diagram of Four FEP Stages of m Plpelined Programmable Level 1 Trigger.
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TABLE 22. NEW FEP ASSEMELER CODE OF THE FOUR PIPELINED STAGE ALGORITHMS OF
SECTION 10.0.

cell0,1,2 STAGE 4 STAGE 3 STAGE2 STAGE 1

1 loop: Mas«wet*rid {4a) (3a) (2a) (1a) ; racaive “em” value from calodmater
2 R2esewat*rs {4b) {3b) (2v) (e) ; receive “had” value from calormater
3 l=rt+n, bet(lc) ;nofth 1 X2 "em” sum
4 B=r2+n, b=1{1d) ; north 1 x 2 *had” sum
5 H=r1+8 b=t(4a} b=%1(3a) b=t{2a) . sast2 x 1 “sm” sum
] M=r2+a b=t(4b}) b=t(3b6} b=ti2b} ;east 2 x 1 “had” sum
7 alu = 7 ~ 5, b=t{2c} b=t{ig) . compare 1 x 2 "sm” sum 1o Threshold
] bpl nonth, b=1{2d) b=t{1d)
9 alu=r9-r5, b =t {4a) b=1{3a) . compare 2 x 1 "em” sum 1o Thrashold
10 bpl east . b=t (4b} b =1t{3h)
" bra nosend, t=1{3) b=t{2c) b=r1{ic)
12 nomh acc=17"r5 . b =1{4a) b =1(3a) ;"em” * Thrashold (1x2)
13 ace = ace - 18, b =t (db} b = 1 (3b) “am” * Threshold - “hag”
14 bmpl sendn, b=1t{3c)] b=t{2c) b=1(1c)
15 bra nasend2, b=1t{3d) bt=ti2d) b=ti1g
16 east acc=r8"15 b=1ti3c) b=t(2¢) b=t{1c) "em” " Thrashold {2 x 1)
17 3ce = acc -~ ri0 b=t{3d) np=t(2d) b=t{1d) ."em” * Threshold - "had”
18 bripl sende . o =t{da)
19 bra ngsendl b = t[4b}
20 senan rop, b=t(3d) b=t(2d} b=tiid)
21 nop. b =t{4a)
22 nop, b=t{4b)
23 b=23 4c) {3c) ey {1c} sand out tower «
24 b=r7, bra ioop (4d) (3d} 120} f1d) .send out | x 2 “em” anergy
25 sende:nap, b=1(b)
26 b=23 (4c) (3¢) (2c) {1c) . sand out tower id
27 b =r9, bra loop (4d) (3d) (2d) {1d) :send cut 2 x 1 "em” energy
268 nosand1:nop. b=1t{1d)
2% nosand2 nop . b=1{4)
30 nop, b=t
a1 nosendd:b =0 (4c) {3c) (2¢) 1] . sana out null value
3e2 . b = Q. bra loop {4d) (3d) (249) {1d) . sand out null valua

gl

The to' erid + “em” energy s sent out at t = 3| and 32 (56 - 60 ns after the processor fetches the dara).

14.2.2  New FEP Assembler Code to Realize Trigger Tower Segmentation

In the case that 4 “em™ and 2 “had"' values must be sent into the FEP pipeline stages, FEP chips that will
sum these values into an "em” and “*had” sum must be added in front of the processor pipeline stages (see
Figure 31) The code for this chip is shown in Table 23. This code assumes that digitized values from the
calorimeter have been corrected (linearization, pedestal subtraction and calibration constants in external
lock-up table).

TABLE 23. NEW FEP ASSEMBLER CODE FOR REALIZING TRIGGER TOWER SEGMENTATION IN ONE

STAGE.
1 M=w+n 1 ‘etch two "em” values & sum
2 ’2=w+n, acc =ri ,wetech "em” values & sum, store first sum in ace

3 rA=wa+n, b=ace+r2 ; fetch "had” values & sum, add two "em” sums
. and send "em” result to the first processor stage

4 b=r3 ; send "had” resuit to the first processor stage

Since the values are multiplied by a calibration constant in the proce ssor pipeline, there s noneed 1o do that
1 this chip.

Inthe case it is desired to realize a flexible trigg=r 1ower segmentation with each received digital value from
the calorimeter comected by pedestal subtraction, the code for the provessor cells in the two stages is shownin
Table 24 and Table 25.
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TABLE 24. NEW FEP ASSEMBLER CODE FOR THE CELL OF THE FIRST STAGE OF THE TOWER

SEGMENTATION.

1 alu=t*r10 ; “em1” + ped (em)

2 alu=alu+n ; “em2"

3 loop: alu=alu+e ; "em3”

4 b=alu+t ; “amd4”, send to “by” the rasult of “em” sum

5 alu=n+r11, s=t :“hadt” + ped (had) {"em1"}

6 b=alu+e w=n ; "had2" ("em2”}, send to “b" the result of “had” sum

7 s=e ; {"em37}

8 w=1 ; {"em4”)

9 s=malu=1+r10 ; {had1)

10 w=e alu=alu+n braloop :{had2)

TABLE 25. NEW FEP ASSEMBLER CODE FOR THE CELL OF THE SECOND STAGE OF THE TOWER
SEGMENTATION.

1 loop: b=t . .end to "0" the result of "em” sum from 1st stage

2 alu=n+r10 ;"emi1” + ped (em)

3 alu=au+e. b=t ;"em2”, send to "b" the res. of “had” sum trom 1st slage

4 alu=atu+n ;'em3d”

5 b=alu+e ; “ermd”, send to “b” the res. of "em” sum from 2nd stage

6 alu=n+r11 :“hadt”

7 b = alu + &, bra locp : "had2", send tc "b” the res of "had” sum from 2nd stage

14.2.3 New FEP Assembler Code of a Digital Filter Applied to Calorimeter Signals

To sustain the 16 ns rate, the digital filter must be comprised of two FEP processors (see Section 7 for more
information on digital filters). The code for both stages are listed in Tables 26 and 27,
TABLE 26, NEW FEP ASSEMELER CODE FOR THE CELL OF THE FIRST STAGE OF THE DIGITAL FILTER,

1 acc=t"ri1 fetch a value and muitiply it by a coefficient —> acc

2 joop:  acc=acc+n-ri2 . add a vaiue * a coefficient to 11e acc

3 acc=acc+e*r3

4 acc=acc+1°r14

5 b=acc+n"r15 5=t - send the resuit of the filter south, send the first value
. received from the next group to the bottom
. NOTE: both south and bottom are connected to the
. second chip of the digital filter

6 w=n . routing all of the next group of vaiues to bottom

7 s=8

B w=t

g acc=1"r11,s=n, braloop . begin filtering values in this celt, send the last value
; of the fast group to bottom, and repeat the filtering
; algonthm

TABLE 27. NEW FEP ASSEMBLER CODE FOR THE CELL. OF THE SECOND STAGE OF THE DIGITAL FILTER.

1 loop: acc=n*rilb=t ; fetch a value from the first chip and multiply it by &
; coefticient —= acc, send the result of the first chip ta
. the first stage of the processor pip=line

2 acc=acc+e"r2 . add a value " a coefficient to the acc

3 acc=acc+n°¢'3

4 acc=acc+e"r4

5 b=acc+n*r15, braloop . send the result of the filter south, and branch to the

. beginning of the program to wait for data irem the top

The first chip received the 1ower’s five inputs from the calorimeter into ports: Top. North and East. After
the vaiues are filtered through the algorithm. the result is sent to the next stage through the Bottomn port.
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at this time the chip needs 1o fetch another set of data. Since the first chip can not process this set of values until
the next clock cycle, the_ values are passed to the second chip, which filters the values and sends its result and
the resule of the first chip through its Bottom port to the first stage of processors.

As one can see from Table 27, an output from the second chi

) p occurs every four clock cycles (1 clock cyct
=4 ns) and thus sustains the 16 ns rate. ycles(1 clock cycle

14.2.4  New FEP Assembier Code of the Two "Em"™ Sum + Front—to-back + Jet Finding
Algorithm

This code uses the code in Table 22 (Sub-section 14.2 N for the two "em”
changes the algorithm for 1solatien and jet-finding from the onc described in Se
program s modified from the previous algorithm and is shown in Figure 33

sum + front-to-back, but
ction 13, The flow of the

Phase 1; “em” > threshold

yes

“had"/ "em"
~.. «<thresholg

Phase 2:

set code

Phase 3: isolated?

set code :|

possible jet?

set code

h 4

output code

TIP-03109

Figure 33. Flow Chart of the Two “Em" Sum + Front-1o-back + J

(FEP Pipalinable Varsion), solation + Jet Finding
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The earlier code was limited by cetls waiting for input from their neighboring cells for both the isolation
and jet-finding algonthms. Because of this wait, 1t was more efficient to send data one-by-one to each cell,
o.ly adding the values that needed 10 be added (all values except the 2 x 2 “em"” values). Because of this flow
of data, the algorithm did not have to calculate the 2 x 2 “em” sum and subtract it from 4 x 4 sum; once the cell
added the last dara set, the sum was already the (4 x4} — (2 x 2 "em”).

Since this limitation does not apply to the FEP processor, a new algorithm (see Figures 34 and 35) was
developed 10 take advantage of the FEP speed.

Each cell begins the isolation algorithm by first summing the “em’ and “had™ in it owa tower and sends
the resulting sum to the South (t = 13). On the next cycle each cell receives the energy sum of its northern cell
and calculates the | x 2 sum, which it sends East. Attime t = 15, each cell receives the 1 x 2 sum from the East
and adds its own 1 x 2 sum creating the 2 x 2 sum for that cell. Afterthe 2 x 2 sums are calculated, the sums are
sent to the middle cell, which adds them together to form the 4 x 4 sum, see Figure 34

The cell now needs 1o subtract the 2 % 2 "em” sum. It bxgins by sending its ewn “em” value South {see
Figure 331, After acycle itrecewves from the Norh, its northern cell’s “em™ value, which it adds to its own 1o
formal x 2 em” value and sends it East. At the nextcycle the cell recerves the | 2 "em” surm: from the West
and adds 1t 10115 own, creating the 2 x 2 "em’” sum, which is then subtracted from the 4 x 4 sum. At time t = 24,
the (4 x 4) - (2 2 "em™ 1s compared with the threshold

Since each cell already has the 4 x 4 valee, for the jet algenithm it onty needs to compare the 4 < 4 sum with
the threshold and test the result.

The new code for the two “em’” sum + front-to-back + isolation + jet finding s histed in Table 29. Since the
code must check for all these criteria, at the end of 115 algonthm. each celi outputs ¢ code that has encoded the
result of its est. The output codes are listed n Table 28.

TABLE 28. QUTPUT CODES FOR TWO "EM” SUM + FRONT-TO-BACK + ISOLATION + JET-FINDING
ALGORITHM ON FEP.

twe “em” sum {north § x 2) > threshold

two “em’” surn (east 2 x 1) > threshold

“had"fem” (north | % 2) < threshold

“had"/"em” (east 2 x |} < threshold

1solation acmeved

possible jet found

- — O R —

[

Combinations of these codes are allowed. For example, a cell may return a code of 37 (1 + 4 + 32) stating
that the possible electron was found, but 1t was not isolated from surrounding energy and that the cell may be
partof a4 x 4 jet.

Each cell also outputs the 4 x 4 sum which wil{ be used to calculate the E, (78 values shouid be added
externally in the case of GEM calorimeter and 224 values in the case of SDC experiment)

The assembly code for finding E,. electrons, 1solation and jets is shown in Table 29 Due 1o lack of space,
only the code for the stage | processor is shown. The numbers on the lefi of the algorithm are the instruction
line numbers. while the right-most number 1s the clock cycle the nstruction is executed (assuming the first
instruction is executed at time 1 = 4.

All ltnes that refer to the cutputted codes (defined in Table 28 are marked with a " Ali stage pipelining
code 15 explained to the right of the comments in parenthesis (using the symbols as explained above, in Table
22, Sub-section 14.2.1).
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. TABLE 28. NEW FEP ASSEMBLER CODE OF THE PIPELINED ALGORITHM TO FIND Ej, ELECTRONS,
. e !‘ STTIITTTTT ! ISOLATION AND JETS.
: S - : 1
: 0 ICell 004 ¢ . H cell 0.1.2
: H : : Cett 0.0.5 : i 1 loop. M=s=w=t"r14  receive "sm” value from caiorimater 0
. H : . ' 2 Zasaw=t'ns : raceive “had" value from calorimeter 1
. v i 3 fT=rt+n . noTth 1 x 2 "M’ sum 2
: :; . 4 M=r2+n : porth 1 % 2 *had” sum 3
: v N 5 el b=t :noh2x 1 sm’ sum {2a) 4
: HE " 6 no=r2+e b= :north 2 x 1 “had” sum {2b) 5
. v . H 7 aiu w7 - 15 . compare 1 x 2 “sM"” sum to Threshold [
: HE 1 8 bpl nowh, alu = 18 — 15 . compare 2x3 "had” sum to Threshold 7
. ; . [ 1 9 bpt sast b=t (3a) 8
122 = een 01,3 e b2 sym o 10 bra nosendi. 10 = 0, p=t . 1309 Py
: - T HE T n rorth: acc=r17°r5, M=1 B=t A*am” * Threshold (12 2} (3a) B
1] el sem 1 ' H 12 acc = acc - 18 b=t ;*em’ * Threshold - "had” (b 9
e w2 s m o 1 1 13 bmpi sendn ; 10
1 - -t - : : Lo T 14 bra nosand2 : 1t
[P _-________2_-;_;__‘.;;«_"_: L ) [ - B N : 15 gast acc=r3 r5. =2 b=t -Agm” * Threshold (2 x 1) {30) 9
Femmmeeecmeeccmc=mm=a Gemdsmssssescsccsccccncasnanad 18 ace = acc ~ 110 ~am" " Threshold - "had" 10
1 RN 17 bmpt sende . 1
H Pommmmemmesemssm— e m— e m e 18 act=rl.b ™0, b=1 et acc="am" for 150 algrthm (4a) 2
[ b 3 19 sengn M =ro+4 R 1
[ Cell . R : 20 ace = r1, bfa1so, b=t .sat acc="em" for i50 algrthm (4a) 12
HE v | Cell 0.2.% Cell 0.2.5] T 21 . ande 0 = 0 « B. acc = 11, braiso. b=t -ngat acc="am" far iso algrtnm (4a} 12
HE X : ! H 22 nasendi.nop 10
: - dxd sum . " 23 nop . . "
Ve - . ' 24 nosend2 0 =0, acc =11, b=t . sat acc="am" 108 iso algrthm (4a) 12
i : . T 25 1SG.  §=aCC = ace + rE b=t . add “had” and send s (48 13
' | - 26 W= Aacc « N . add n tower for 1 x 2 sum. send w 14
HE i T 27 n=g=acc+e adde 1x2lor2x2sum, sand n 15
[ o 28 wea=s b=t  routing2x2sums 5a) 16
[ & : : o 29 w=ea=n, b=t . routing 2 x 28, s1ore nw 2 x 2 sum {5b) 17
Vo 15 1e2isum -~ o 0 alu=a+w ; add sw 2 x 2 sum 10 acc 18
' Cell 0.3 |er "7 [ Cell 0.3.3 Cell 0,34 o 31 alu = alu + W : 30d e 2 x 2 $um 10 AcC 19
[ : ! I 32 5=alu=alu+a §=acc=rl b=t ;add nw 2 x 2 to acg, "em™->alu  (6a) 20
S0 : TR o 33 s =4acc=acc + N b=t ; add n “ar” —> alu 16b) 21
H | oEez sum HE : H 34 6 =acc +8 ‘add e 1x2"em —>aly 22
| A N 1 kS alu =15 - 6 x4y -(2x2) 23
Lomemne- mmmmsmmmmcaemccamrmcmmaad ke e e e — oo d as alu = alu - 3 b=t :{4x4)-(2x2}- Threshold 17a) 24
mEmsssssses a7 b sendiso b=t : 7 25
Figure 34. Routing 4 x 4 Sum for Electron Isclstion and 4 < 4 Jst Finding (FEP}. 38 bra cont 26
as sendiso: =l + 16 ks 26
40 cont: alu=r5-ré . compare 4 x 4 with [et value 27
41 bpl iat, b=t 1Ba) 28
Celt 0.1.3 Cell 01,4 42 b?assand. b=t (8b} 29
43 jot  O=r0+32 b=t ~ (8b) 29
44 send: b=r rsend out coce 30
45 b=15 - send out 4 x 4 energy value 3
The result of the algorithm is a fully programmable 8-processor-stage design for the Level 1 tngge. which
identifies possible electrons and jets as well as outputs 4 « 4 values for calculating the E.
Cell 0‘2‘5 Cell 02,4
2x2 sum ;
Figure 35. Routing 2 x 2 "Em" for Electron Isolation and 4 x 4 Jet Finding (FEP).
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15.0 CONCLUSIONS

The simulation of trigger algorithms on the DataWave chip has demonstrated that a processor even simpler
than the DataWave {implementing only 20% of the instructions, making it both more economical and easier to
program) can offer the possibility of a flexible programmable Level 1 trigger (sustaining 16 ns clocking).

The new discovery, as aresult of this study, was that the combination of very few instructions, anumber of
simple algorithms, and specific hardware can meet the needs of the Level | trigger. Since modifying the
existing DataWave can be shown 1o allow for all three of these conditions, the most natural way Lo implement
the fulty-programmable Level § trigger would be a modification ot the existing DataWave chip.

TABLE 30. RESULTS OF A FULLY PROGRAMMABLE LEVEL 1 TRIGGER SUSTAINING 16 NS CLOCKING.

PRESENT DATAWAVE MODIFIED DATAWAVE
Algorithm Algorithm time {In | Number of Algorithm time {in | Number of
clock cycles) processor stages clock cycles}) processor stages
Flexible trigger tow- | — —_— 4 1
ar segmentation 7 2
Fliter 10 1.2 & 2
3 « A cluster 50 13 22 5

identification
{1-cell per chip)

3 = 3 cluater 72 18* 26 T
identification
{16-cells per chip)

“em” < threshold 43 n 15 4

+ froni-to-back

slectron Isoiatlon 65 17 17 5*
|et-tinding (4 x 4) 65 "7 14 L
jet-tinding (5 x B) 120 30" 20 8
En Eion Ex, Ey 55 16* 1 3"
“am” < threshold 116 29* kal 8

+ front-to-back

+ Isolation

+ jat-finding (4 - 4)

*Mote Estimated number of stages

With a FEP processor running at 250 MHz, an algonthm for two “em’” sum + front-to-back could be
implemented in 4 stages (sustaining the rate of 16 ns} resulting in a 1otal of 5000 processors for the GEM
experiment and 14,336 for the SDC (for the “em”™ + front-to-back + isolation + jet-finding algonthm the
nurnber of processors will double). The design of this processor is not more ¢xpensive than a standard ASIC;
thus this solution is not only flexible, but can be affordable.

I'he flexibility of this solution can be demonstrated by the ease of programming on a DataWave or FEP
cell. Any physicist can change the algorithms of the FEP by coding a simple program, consisting of less than
64 eperations and using an nstruction set of 17 1nstructions. Due to this simplhified mstruction set, the effortto
learn 1o program the FEP is minimal.

Experience shows that trigger algorithm tuning usually begins after acquiring a few full events. The
possibility ot a flexible. programmable system at an affordabte cost (compared with cabied logic), makes

explonng this solution not only to be beneficial 1o the GEM and SDC experiments, but also 1o other
expertients as well,
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