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Abstract

This review presents an ovetview of the x-ray absorption spectra of 3d transition metals
and their compounds. The emphasis is on the description of the x-ray absorption process
and the various routes to interpret the results within the framework of their electronic
structure. This also includes the use of polarization dependent measurements which are
particularly used for the study of the magnetic structure. Emphasis will be given to the
metal 2p spectra for which the obtainable resolution has been iargely improved over the
last 10 years. The interpretation of 2p core spectra, photoemission as well as absorption,
is dominated by short range models, such as the Anderson impurity model. It has been
shown that 2p x-ray absorption is relatively insensitive to charge transfer effects which
simplifies the analysis. The interpretation with a ligand field multiplet model account weil
for the cbserved spectra and due to its simplicity this model yields accurate and well defined
electronic structure parameters. For the 1s x-ray absorption spectra, of the metals as well
as of the ligands, it has been shown that they corresponds closely to the unoccupied density
of states as determined from single particle schemes using either band structure methods
or real space multiple scattering. A number of potentially important effects bevond this
interpretation will be discussed. Overviews will be given of the published x-ray absorptian
results for the metal 2p. the metal 15 and the ligand 1s spectra.
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1 Introduction

An overview of the field of x-ray absorption is given. The emphasis is on the metal 2p x-ray
absorption spectra, including their polarization dependence (sections 5, 6 and7)9The metal
1s and ligand 19 spectra are discussed in section 8. I will try to answer questions such as:
When are multiplets important? In describing X-MCD, how to proceed from an atomic,
single electron, model to more complex models, and when is this necessary? What are
the important differences between XAS and XPS? Why is it necessary to use short range
models like the Anderson impurity model?, and why are there no ab-initio methods for the
description of core spectroscopies?
The outline of the review is as follows:

« Section 2 introduces some of the experimental aspects of x-ray absorption experiments.

e Section 3 gives a short averview of the models used for the description of the electronic
structure of transition metals and their compounds. The basic models, Hartree-Fock
(HF) and Local Spin Density (LSD) are outlined and a series of recent efforts to
improve upon the description of the electronic structure are given.

¢ Section 4 describes the interaction of x-rays with matter. It describes core excitations
and focuses on the short range model descriptions of core level spectroscopies. The
difference between x-ray absorption (XAS) and x-ray photoemission (XP8§) is outlined.
It turns out that the different screening processes cause different routes of analysis.

s Section 5 deals with metal 2p x-ray absorption and dichroism spectra. The ligand
field multiplet model is discussed in detail. The basic idea is 10 extend the atomic
description to solids by reducing the symmetry with a general group theory program
and to renormalize some of the atomic Coulomb interactions. One step further is the
‘embedding’ of an atom into the Anderson impurity Hamiltonian, discussed in section
3.3

In Section 6 discusses the different ways to interpret X-ray Magnetic Circular Dichro-
ism {X-MCD), including discussions on the use of the sum rules and linear dichroism.

» Section 7 gives an overview of the existing data of metal 2p spectra, including the linear
and circular dichroism studies. For each metal some of the papers are highlighted.

Section 8 describes the analysis of metal and ligand ls x-ray absorption spectra in
terms of single particle calculations. It also includes a selected overview of published
data of the 1a edges of the ligands as well as of the metals.

2 Experimental

The normal set-up to measure an x-ray absorption spectrum is in transmission mode as
sketched in Fig. 2 at the top. The intensity of the x-ray is measured before and after the
substrate and the percentage of transmitted x-rays is determined. The x-ray absorption
spectrum is generated by repeating the experiment for a series of x-ray energies.
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Figure 1: Transmission mode (top) and yield mode (bottom) experiment of 2-ray ebsorption.

Transmission mode experiments are standard for hard x-rays, though for soft x-rays, in
order to obtain a detectable signal the substrate has to be thin, typically 0.1 gm. This poses
large technological problems for most materials. Soft x-rays also have a large absorption
cross section with air, hence the experiments have 1o be performed in vaccuum. An alter-
native to the transmission mode experiments has been provided by measuring the decay
products of the core hole which is created in the absorption process. The decay of the core
hole gives rise to an avalanche of electrons, photons and ions escaping from the surface of
the substrate. The bottom of Fig. 2 shows a yield mode experiment of the x-ray absorption
cross section, with which it is possible to measure samples of arbitrary thickness.

X-ray absorption experiments have been performed since the beginning of this century,
but they have been severely restricted because the only available x-ray sources had a re-
stricted set of intense discrete energies with a Bremsstrahlung continuum of relatively low
intensity. The advent of synchrotron radiation sources, which provide an intense and contin-
uum spectrum of polarized electromagnetic radiation, created the possibility of improving
immensely the x-ray absorption spectra. The intrinsic polarisation features of the x-ray
beam can be exploited to do dichroism experiments. The following experimental aspects of
the x-ray absorption and dichroism experiments will be discussed:

¢ synchrotron radiation
¢ x-ray monochromators

e detection techniques



2.1 Synchrotron radiation

Synchrotron radiation is produced when a charged particle, with an energy E 3 mc?, is
deflected in a magnetic field. The development of synchrotron radiation is based on the work
of Ivanenko and Pomaranchuk {Iva44] and Schwinger {Sci46] in the forties [Koc77, Fug91).
The original synchrotrons were used for high energy physics and the radiation was considered
merely as a side product. The experiments which made use of the radiation were performed
in a parasitic fashion. However the interesting results which emerged led to the development
of dedicated synchrotron radiation sources in the early seventies and the SRS synchrotron
in Daresbury can be considered as the first dedicated storage ring for synchrotron radiation.
The original emphasis was on the optimization of the life-time, the current and the energy
of the beam. In the early eighties the emphasis switched to an optimization of the brilliance
and also to the development of insertion devices to increase the intensity of high energy

photons [Fugdl]. Fig. 2.1 sketches the development of the avaiiable x-ray flux during the
last century (Taken from [Fug91]). i
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Figure 2: The historical development of the brilliance of the available x-ray sources.

As a typical example of a dedicated VUV-ring the Berliner Elektronen-Speicherring
Gesellschaft fiir SYnchrotronstrahlung (BESSY) [Ber87] will be discussed. BESSY is an
electron storage ring with a circumference of about 62 meters. From each of the twelve
bending magnets synchrotron radiation is directed to a number of experimental stations.
The energy of the electrons stored in the ring is 754 MeV. To keep the electrons in orbit they
are accelerated at one point in the ring to compensate the energy-loss due to emission of
radiation in the bending magnets. The position of the beam within the synchrotron ring is
constantly corrected with a series of quadrupolar and sextupolar magnets, but nevertheless
the stored current slowly decreases because of scattering with remnant gas, imperfect orbit
correction, etc. The typical life-time of a 800 MeV ring such as BESSY, superACO and

¢

NSLS-VUYV is 2 to 5 hours {Fug9l|.

f
-
|
&
)
gz
2im
SR
=
o
__&
o]
=
c 1]
ASTRID
EUTERPE
ol il il -
10? 10? 10 10’
photon energy (c¢V)

Figure 3: Intensity distribution of the radiation in the European synchrotron radietion fa-
cilities. ESRF, ELETTRA and BESSY II are as yet not operational. DORIS end ELSA
are used parcsitically.

The deflection of the electrons in the hending magnets creates electromagnetic radiation
with an energy-distribution as sketched in Fig. 2.1 {[vad4, Sci46, Ten85). The critical energy,
ec, is determined by the energy of the electrons and by the magnetic field in the deflection
magnets, For BESSY the critical energy is about 6800 eV, which roughly equals the energy
with the highest flux as can be checked in Fig. 2.1. Fig. 2.1 shows the radial distribution
of the radiation for three typical x-ray energies relative to the critical energy e.. The
radiation in the plane of the orbiting electrons is linearly polarized. Out-of-plane radiation
is partly circularly polarized. By selecting part of this out-of-plane radiation, the circularly
polarized x-rays can be used for x-ray magnetic circular dichroism (X-MCD) experiments.
The intensity of the out-of-plane radiation decreases quickly, especially for soft x-rays.
However the intensity profile can be modified with the use of insertion devices, such as an
asymmetric wiggler [Sai92].

2.2 X-ray monochromators

X-rays can be monochromatized with crystal monochromators or with gratings. The ls
- edges of the 3d transition metals have an energy of 5 to 9 KeV and in general Si-crystals are
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Figure 4: Radial distribution of intensity. v i3 the angle (in mrad} with the plane of the
electron-orbil.

used. The 2p edges have an energy in the energy range in between 200 and 1000 eV, that
is in between the traditional regions of grating monochromators (E < 200 eV} and crystal
menochromatars (£ > 800 eV).

Crystal monochromators

For energies above 800 eV the usual way to monochromatize the x-ray is by means of a
double crystal monochromator. The x-ray beam impinges on the first crystal and the x-
ray energy which satisfies Braggs equation (nA = 2dsinB) is reflected. In principle one
crystal is enough to monochromatize the beam; the second crystal improves the resolution
slightly but it is used primarily because it allows for a constant direction of the outgoing
monochromatized x-ray. The energy range of the double ¢rystal monochromator is defined
by the lattice spacing of the crvstals used, given that the angle of incidence (#) is limited
between 10 and 80 degrees. For energies above 2 keV artificial silicon crystals {2d = 6.271 &)
are used. The difficult energy range in between 800 and 1500 eV is covered by natural beryl,
Be3 AlzSig0)8, crystals (2d = 15.95 A), For energies lower than 800 eV one has to use crystals
with a lattice spacing larger than beryl. The organic crystals with this property are however
not resistant to the full power of the synchrotron beam. A solution to this problem has
been found by using an artificial multilayer as a pre-monochromator {Laa87], however for

. energies below 1 KeV the grating monochromators are dominating (see below} next section).
The use of beryl has drawbacks because of the limited allowed heatload and particularly
the content of aliminium and silicon. Recently YBgs, a cubic crystal with 2d = 23.44 A,
has been tested [Won90, Scf92}. This material has a slightly improved resolution, but its
greatest merit is the absence of absorbing elements in between 1 and 2 KeV, which makes
it a suitable monochromator for silicon and aluminium 2p edges. A complication in the use
of crystal monochromators for circular dichroism experiments is the decrease of the degree
of polarization in non-grazing geometries.

Grating monochromators

The monochromatizing element is an artificial grating with typically 1000 lines per mm
{2d = 5. 10~7 meter). The soft x-ray range can be covered by using the grating monochro-
mators in grazing incidence (# — 0). The grazing incidence grating monochromators are
divided according to the shape of the grating, which can be toroidal, plane or circular. The
toroidal grating monochromators (T'GM’s) dominate in the energy range up to 200 eV.
At present the energy region in between 200 eV and 800 eV is best served with either a
plane grating morochromator (PGM) or with a spherical (SGM) {or cilindrical) grating
monochromator.

A typical SGM monochromator is the grasshopper as used at Stanford Synchrotron Ra-
diation Laboratory (SSRL) [Bro78]. This monochromator and also the 10-meter monochro-
mator at Photon Factory [MaeB6| use the Rowland circle geometry. The Rowland circle
constraints were reiaxed in the tater designs of Padmore [Pad87, Pad89] and Chen [Che87].
The Dragon monochromator [Che87, CheB9, Che80a] at the National Synrchrotron Light
Source {NSLS) at Brookhaven. reached ar unprecedented high resolution of 1 : 10* for -

-the soft x-ray range. The strength of the Dragon monochromator is its retatively simple

arrangement of optical components. The entrance slit improves the resoluticn by mak-
ing the monochromator less dependent on the source size. The exit slit moves during an
energy-scan and the mirrors are situated before the grating. This arrangement facilitates
the change of the monochromator position to use out-of-plane (circularly polarized) radia-
tion. A design in which the beam is split in the mirrorbox and radiation from above and
below the synchrotron plane is guided to the sample simultaneously, the so-called double
headed Dragon, has been proven to be very effective for MCD experiments [Che90b].

The plane grating SX700-monochromators [Pet82, Pet86a, Tog86], were designed to
monochromatize the synchrotron radiation onto a fixed exit slit, without the necessity of
an entrance slit. This can be achieved by a combined movement of the plane grating and
the mirrors. The first plane pre-mirror is used to satisfy the focusing condition of the plane
grating (Pet82]. The second elipsoidal mirror refocuses the radiation onto the curved exit
slit. The resolution is mainly source limited because there is no entrance slit. The resolution
of the SX700/1 is about 1 : 10° and the SX700/2 monochromator has a resclution of about
1: 10* [Dom91]. The SX700/3 monochromator is adapted to the use of out-of-plane circular
polarized light [Wim82].

what do you need for x-ray absorption?

The present resolution of 1 : 10%, reached by both SGM and PGM monochromators, is
satisfactory, and for solids lifetime broadening is of the same order of magnitude (depending
on the particular edge and material). For the MCD measurements both the Dragon-like
and $X700 monochromators reach similar degrees of polarization. Throughput is in general
not a large constraint for x-ray absorption; it is for phote-emission.

A large number of SGM and PGM moncchromators useable for (soft) x-ray absorption
are available at close to all the synchrotron sources in the world. The new generation of syn-
chrotrons, ESRF, APS, SPRINGS and particularly for the soft x-ray range ALS, ELETTRA,
BESSY?2 and MAX2, will provide improved brilliance. This can and will further improve
the various parameters of the monochromators, particularly the flux, but constraints such
a8 heatload will necessitate further improvements in the design and optical elements.
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2.3 Detection techniques

As sketched in Fig. 2 the absorption cross section can be measured by means of electrons
which escape from the surface as a result of the decay of the core hoie. Instead of electrons,
also photons or ions can be detected and the electron, fluorescence and ion yield methods
present an alternative to the transmission mode experiments. In this section the different
methods are discussed, specifically with regard to the conditions under which a specific
yield measurement represents the x-ray absorption cross section and the related question of
the probing depth of the specific yield method.

Auger electron yield

One can measure the intensity of a specific Auger decay channel of the core hole. The
energy of the Auger electron is not dependent on the energy of the incoming x-ray and from
the universal curve [Sea79| it is found that the mean free path of a 500 eV Auger electron is
of the order of 20 A. Hence the number of Auger electrons emitted is equal to the number
of core holes which are created in the first 20 A from the surface. Because the mean free
path of the incoming x-ray is of the order of 1000 A, the number of core holes created in

the first 20 A is equal to the absorption cross section. Effectively the Auger electron yield

method is a measurement of only 20 A of material, hence the Auger electron yield is rather
surface sensitive.

Fluorescence Yield

Instead of the Auger decay also the fluorescent decay of the core hole can be used as the
basis for the absorption measurement. The amount of fluorescent decay is increased with
energy [Cit76], and a comparison of the amount of Auger decay with fluorescent decay
shows that for the atomic number Z < 20 Auger decay dominates for all core levels and
for Z < 50 Auger decay dominates all edges apart the K edges for which fluorescent decay
starts to dominate [Fug80]. Thus for the 3d-metals, the K edges show strong fluorescence
and all other edges mainly Auger decay. The photon created in the fluorescent decay has
a mean free path of the same order of magnitude as the incoming x-ray, which excludes
any surface effect. On the other hand it means that there will be saturation effects if the
sample is not dilute. That is, in the limit that there is oniy one absorption process, all
x-rays photons which enter the material contribute to the fluorescence yield signal, hence
its intensity will not be equal to the absorption cross section, The relation between the
intensity of the fluorescence yield {;) and the absorption cross section (o) is [Jak77):

~ 7:(5) 0
o (E) + Ub(E) + G',(Ef) + OQ(E])

For dilute materials, that is if the the background absorption (7)) dominates the ab-
sorption of the specific edge (o), the measured intensity is approximately equivalent to the
absorption coefficient (I; ~ o.). For less dilute materials the spectral shape is modifled
and the highest peaks will appear compressed with respect to the lower peaks, known as
saturation effects. For a given material the background absorption is known and in princi-
ple can be corrected for afterwards. However this correction procedure affects the statistics
considerably. For concentrated systems, (o, > ¢3), the spectral modifications are too large
for a sensible analysis. The M, edges of rare earths and to a lesser extend also the the
L3 3-edges of transition metals are relatively strong, hence the flucrescence yield signal will

iy

be saturated for the pure metals. Compounds with low-Z elements will also show distorted
x-tay absorption spectra. The oxygen K edge of metal oxides will show relatively small satu-
ration effects, especially if some high-Z elements ate present as is the case for YBasCuzOQy_;
and related compounds [Tro90). Equation 1 shows that apart from saturation effects, there
can be effects due to so-called self-absorption. If the Bucrescent decay of a core hole takes
place at an energy (E;} which is strongly reabsorbed, the spectral shape is modified in

a rather complicated manner and the spectrum is difficult to interpret. The large escape -

depth makes fluorescence yield suited for the measurement of impurities, which are difficult
1o measure with a surface sensitive technique such as Auger yield. The suitability of flu-
orescence yield for impurities, for example metal ions in bicinorganical cluster compounds
or even complete enzymes, has led to the large efforts in the development of fluorescence
yield detectors {Cra88, Cra$la].

Ion yield

Another decay product of the core holes are ions. If the absorption process takes place in
the bulk and the core hole decays via an Auger process a positively charged ion is formed,
but due to further decay and screening processes the original situation will be restored after
some time. However if the absorption process takes place at the surface, the possibility exists
that the atom which absorbes the x-ray is ionized by Auger decay and escapes from the
surface before relaxation processes can bring it back to the ground state. If the escaping ions
are analysed as a function of x-ray energy the signal will again be related to the absorption
cross section. Because only atoms from the top-layer are measured, ion yield is extremely
surface sensitive. The mere possibility of obtaining a measurable signal from ion yield
means that the surface is irreversibly distorted, but as there are of the order of 10" surface
atoms per mm?, this does not necessarily mean that a statistically relevant proportion of
the surface is modified. The possibility of using ion yield is highly material dependent and
it is expected that the highest cross sections are obtained for jonic solids. The method has
been demonstrated for calcium atoms in the surface layer of CaF, [Him91).

Total electron yield

The most abundant yield detection technique, which is also the most unclear in its nature,
i8 total electron yield. The difference with Auger electron yield is that the energy of the
outgoing electrons is not selected and all escaping electrons are counted. It is clear that the
signal is dominated by secondary electrons which are created in the cascade process of the
Auger decay electrons [Erb88, Hen79). The ease of detection and the large signal make total
electron yield a much used technique, but questions which remain are the specific processes
which take place and specifically the probing depth and the related surface sensitivity are
only roughly known. An estimate for the probing depth is to use the Auger probing depth
as the lower boundary and something of the order of 200 A as the upper boundary. As
the creation, migration and escape of secondary electrons will be material dependent, the
probing depth of total electron yield will be material dependent,

A quantitative study of the mean probing depth of total electron yield for the oxy-
gen K edge of thin layers of TagOs on tantalum metal has been studied by Abbate and
coworkers{Abb82b). The tantalum oxide overlayers can be prepared with great accuracy
and they are stable with respect to further oxidation if the layers have a thickness of 20 A
or more [San83|. Fig. 2.3 shows the results for a layer thickness in between 20 and 80 A,
The figure shows that total electron yield signal is already saturated for layers of the order
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Figure 3: Relative orygen K edge z-ray absorption intensity as @ function of the thickness
of the Tap O layer.

of 40 A. More details concerning the processes which determine the probing depth are given
in [Hen79, Erb88, Kro0, Abb92al. In Table 2.3 the estimates of the probing depths of the
different yield methods are collected.

Detection technique  Probing depth
Ton yield ~2A

Auger electron yield ~ 20 A

Total electron yield ~ 40 A
Fluorescence yield > 1000 A

Table 1: Probing depths of yield detection of soft z-ray absorption experiments of 3d-metal
ozides

3 Electronic structure models

This section sketches the models which are used to describe the electronic structure of
transition metals and their compounds. The two basic electronic structure models are {1)
the Hartree-Fock (HF) approximation and {2) the Local Spin Density (LSD) approximation
to Density Functional Theory (DFT). While LSD and its extensions/modifications dominate
solid state physics, the quantum chemistry domain is dominated by models which use HF as
their starting point. In this section HF ( 3.1} and LSD ( 3.2) are introduced. The subsequent
sections discuss some of the extensions of HF and LSD, such as the Generalized Gradient
Approximation {GGA) ( 3.3), the GW approach( 3.4), short range model Hamiltonians
{ 3.5), the inclusion of the Coulomb interaction (U} into LSD { 3.6), the self-interaction
correction (SIC) ( 3.7), orbital polarization (OF) ( 3.8), the Ligand Field Multipiet (LFM)
model { 3.9) and recent extensions based on multi-configurational HF descriptions ( 3.10).

For solids in general LSD overbinds and the band gap is too small, while for HF the
band gap is too large. In a sense most of the recent extensions can be viewed as an effort
to combine the good points of HF and LSD to arrive at a more accurate description of the
ground state.

3.1 The Hartree Fock (HF) approximation

A well established approximation to determine the electronic structure is the Hartree-Fock
(HF) approximation. {presented text based on [Ingf1, 5za00]). It is build on two basic
notions: {1) the interaction of the electrons is described by the electrostatic potential; The
Hartree potential (Vy):

1
Va(r) =3 j da'0,(z)63 ), (2)
J
{2} The second ingredient of HF is the anti-symmetric structure of the wavefunction
which gives rise to the ezchenge interaction (V.). Vr acts non-local on the wavefunction.
Apart from the Hartree and exchange potentials HF contains the kinetic term (Vi) and
interaction with the nuclei (V). In bracket notation the eigenvalue problem is given as:

E=Y <i|Vi+Vyji>+<ij|Vulij>+<ij|Valji>, (3)
i
A self-consistent HF calculation gives the ground state energy (£); the ground state

wavefunction is given as a Slater determinant: an anti-symmetrized determinant of the
one-electron orbitals. An important omission in HF is the neglect of correlation. With

_ corelation is meant the notion that as two electrons repel each other, their position and

momenturn are not independent. In HF correlations are not included, apart from a partial
effect for parallel spin from exchange. In general Hartree-Fock overestimates the band
gap. For example in the case of CaCuO; a HF gap of 13.5 eV is to be compared with an
experimental band gap of 1.5 eV [Mas§2b].

3.2 The Local Spin Density (LSD) approximation

Since the establishment of the density functional thecrem (DFT), stating that the ground
state energy can be expressed as a functional of the electron density [Hoh84], and the
practical implementation of this theorem in the local (spin) density approximation (LSD)
[Koh65), solid state calculations based on this formalism have become important. This not




only to determine the totai energy but also to obtain a picture of the electronic structure
in terms of the density of states, which in turn is used to analyze spectra.

As in HF the kinetic, nuclear and Hartree potentials are used. The difference is that
exchange and correlation effects are described by a combined potential (V..). Al poten-
tials are local functions of the electron density (n). All complications are collected in the
exchange-correlation potential, for which it is assumed that in a sclid its value is equal to
that of a homogeneous electron gas for a particular n. Thus for the spin-polarised version
the potential is given as:

Visplnt,nT| = Vi + Vv + Vg + Vi (4)

For Vee[n*,n™] several alternative formulations are used and for details is referred to
review papers on LSD, for example [Jo89b). The electronic structure and properties of
solids are described with a number of alternative realizations of LSD. These methods vary
in the use of plare waves (Pseudo-Potentials and Augmented Plane Waves (APW)) or
spherical waves (Augmented Spherical Waves (ASW)); the use of fixed basis sets such
as the Linear Combination of Atomic Orbitals (LCAO);the use of the electron scattering
formulation, such as real space Multiple Scattering (MS) and Koster-Koringa Rostoker
(KKR); linearised versions, such as linearised muffin tin orbitals (LMTQ) and linearised
APW (LAPW). For each of these methods in general several computer codes exist. Some
methods exist in versions for spin-polarised calculations, the inclusion of spin-orbit coupling,
fully relativistic codes, full potentials, spin-moment or direction restricted calculations, etc.
Some recent reviews include [Jo89b, And87, Zel82).

Figure 6: Schematic band picture of (n) a TiO}~ cluster and (b} o FeO}~ cluster. Ti** has
an empty 3d-band and Feb* contains o half filled 3d-band.

A usual picture to visualize the electronic structure of a transition metal compound,

such as oxides and halides, is to describe the chemical bonding mainly as a bonding between
the metal 4sp-states and the ligand p-states, forming a bonding combination, the valence
band and empty anti-bonding combinations. The 3d-states also contribute to the chemical
bonding with the valence band which causes them to be anti-bonding in nature. This
bonding, taking place in a (distorted) cubic crystalline surrounding, causes the 3d-states
t0 be split into the so-called ty, and e, manifolds. This situation is visualized for a TiO§™
cluster in Fig. 6a. For comparison the oxygen 1s x-ray absorption spectrum is given. In
Fig. 6b this picture is modified for a partly filted 3d-band. The example given is for a FeO3™
cluster. The 3d-band is split by the crystal field splitting and a large exchange splitting.
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Figure T: Total density of states (top} and projected Ni d-projected density of states (bottom)
of an LSDA calculation of NiO.

This qualitative description of the electronic structure of transition metal compounds can
be worked out quantitatively within L{S)D: In {Mat72a] a systematic study was made of the
band structures of the 3d-monoxides. The qualitative picture given above was verified, but
in the calculations it was found that the dispersion of the 3d-bands is larger than the crystal
field splittings with the result that all monoxides were calculated to be metallic in confiict
with the experimental findings. An important improvement of the L{S)D-calculations,
already suggested in [Mat72a), came with the inclusion of spin and the correct description
of the magnetic structure of the monoxides [And79, Yas83, Ogu83, Ogu84, TerB4]. With the
experimentally found anti-ferromagnetic coupling in the (111) direction it was found from
LSD calculations that both MnQ and NiQ are insulators. In MnQ all spin-up states are
filled and all spin-down states empty, similar to the situation in Fig. 6b. Fig. 7, reproduced
from [Ogu84) shows the result of the LSD calculation for NiQ. A band gap of 0.3 eV is
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found and the occupied states can be roughly divided into an oxygen 2p-band at about 6
eV below the Fermi level and a nickel 3d-band just below Er. From the spin-projected
nickel 34-states it can be seen that, in first approximation, the spin-down states are rigidly
shifted over about 1.2 eV, The t-f,g states are positioned at the same energy as the ef, states,
or in other words the ligand field splitting roughly equals the exchange splitting.

The real space Multiple Scattering Formalism

Particularly for hard x-rays, the absorption spectra are calculated with a real space muitiple
scattering formalism {Vvd92). It has been shown that if worked out rigorously within its
mathematical framework, the real space multiple scattering result is identical to the result
obtained from band structure [Jon68, Nat86a, Reh93]. See section 8 for further discussion.

3.3 The Generalized Gradient Approximation

The Generalized Gradient Approximation (GGA) has been developed to overcome the lim-
itations met in the use of LSD. The goal of GGA is to come closer to the limit of the exact
exchange-correlation potential within DFT. In comparison with experiment L3D gives a
too sttong bonding, hence too small optimized lattice parameters. This results has been
linked to the use of a localized potential. In GGA this is replaced with a potential which
is not only dependent on the electron density {n), but also on its gradient (Vn). The
exchange-correlation potential is: Ve [n*,n™, Vnt,¥n~| [Lan80|.

For transition metals an important result of a GGA calculation is that the ground
state of iron is predicted in agreement with experiment. While LSD finds a paramagnetic
face-centered cubic {P-FCC) ground state, GGA finds a ferromagnetic body-centered cubic
{F-BCC) phase [Bag89|. There are two energy effects of GGA compared to LSD which can
be approximated as follows: (1) There is an energy lowering effect linear in the Wigner-
Seitz radius which favours the BCC phase. (2) For a fixed radius GGA favours a magnetic
moment, which lowers the energy of the ferromagnetic phase. The combination of these
effects gives the F-BCC phase at lowest energy [Bag89].

For the precise formulation of the exchange-correlation potential in GGA a number of
alternatives exist, normally indicated by the first letters of the authors. Influential formu-
lations are those of Langreth-Mehl-Hu (LMH) [Lan83, Hu86], Perdew-Wang (PW) |Per86a,
Per92a, Per92b] and Becke [Bec88]. These GGA potentials are 'semi-empirical’ in the sense
that they make a particular choice for, for example, the real-space-cutoff, which is partly
guided by the correspondence to experiment. For details of the potentials is referred to the
original literature which is collected ir [Per92bj.

3.4 GW-calculations

A well defined model to describe electronic excitations is the so-calied GW-approach [Hed65,
Hed69, G6d88, God92] in which the Green function {G) calculated with a screened Coulomb
interaction (W) is used to calculate the excitation energies. In [Ary92] it is noted that one
can divide W into an exchange part W; and a correlation part W,. Then a 'GW;’ calculation
can be identified with HF. The calculation requires a non-local, energy-dependent so-called
self-energy operator. A GW-calculation gives the density of (quasi-particle) states for the
occupied states of the N-1 system and the empty states of the N+1 system. Hence it
gives a direct description of (inverse) photoemission spectra. This in contrast to LSD
calculations, which can be considered as GW-caiculations with a local, energy-independent

self-energy operator, thereby yieiding a 'N-particle density of states’. The actual calculation
of excitation energies with GW is a large task, especially for transition metais because of the
narrow 3d-bands and to my knowledge only for nickel a GW calculation has been performed
[Ary92]. As far as the valence band is concerned the main effect of GW is a compression of
the 3d-band. The ordering of the bands is not altered from LSD. A GW caleulation is in
progress for NiO [Ary93)].

3.5 The short range ("Anderson Impurity’') models

A clear case of disagreement between LSD calculations and experimental results can be
found in the XPS/BIS data of NiO. Sawatzky and Allen [Saw84] showed that in NiO
XPS/BIS gives a band gap of about 4.3 eV, compared with 0.3 eV from LSD. For clarity
I note that formally LSD should not yield the correct band gap, but the large discrepancy
with experiment shows that ’something is missing' in LSD. The missing factor is the in-
complete treatment of the Coulomb interaction ({/), as indicated in [Fuj84a, Saw8d]. The
main result of the inclusion of *U” is that the states ciosest to Er are dominated by oxygen
2p character, in contrast to the LSD result which puts the 3d-states closest to Ep. This
discrepancy will be discussed in more detail below.

A crucial phenomenon for tramsition metal oxides is the fact that it costs energy to
transfer an electron from one metal-ion to another, because of strong two-electron Coulomb
integrals < 3d,3d|1/r|3d,3d >, comprising Ugy. In LSD calculations this effect is not
incorporated correctly and each transition metal contains the same number of {completely
delacalized) electrons. In practise to put a number to the occupation one usually assigns all
electrons within a particular radius to that atomic site. The fact that Uyq is not small means
that it costs energy to vary the occupation number of the metal sites and in the extreme
limit of infinite Uy each metal site contains an integer number of localized 3d-electrons.
Models have been build focusing on a correct description of the Coulomb interaction, at the
expense of less-complete descriptions of other ingredients [Hub63]. The model Hamiltonians
build from this approach usually consist only of the 3d-states and the oxygen 2p-states. The
Anderson impurity model [Ano61) comprises the energy positions of a localized siate )]
and delocalized states {¢,}, the Coulomb interaction (Uss) and the hopping terms {tpq and
tpp) [FujB4a, Fuj84b]. The model is often extended by including the Coulomb interaction
of the 2p-states (UUpp, Upe), sometimes denoted as the Faicov-Kimball model [Gie2l] or in
the context of copper-oxides as the three-band Hubbard medel [Eme87]. The Anderson
impurity model and similar short range models are crucial for a sensible description of
photoemission, inverse photoemission and core level XPS of transition metal compounds
{SawR8].

3.5.1 Calculation of parameters in model Hamiltonians

In general the parameters in the Anderson impurity model are optimized to describe the
experimental data. An important goal would be to derive the parameters from an ab-initio
ethod. The idea is to start with the full Hamiltonian and to project out degrees of freedom
which are not included in the model Hamiltonian [Gun90}. The delocalized electrons are pro-
jected out and the Coulomb interaction is renormalised to effectively account for this. The
Coulomb interaction {{/) and the energy of the localized state (¢4 — ;) can be determined
from & constrained LSD calculation {Ded84, Zaa88, Mcm88a, Mcm88b, Hyb89, AniSlb|. In
a model study Gunnarsson [Gun90j pointed out that the consequences of projecting out
delocalized states causes a renormalization of I/, first order in V=! {V is the hopping inte-




gral of the delocalized states). An additional resuit is that also the hopping of the localized
state (tpq) is affected (in second order). If the localized state is expanded as a function of
its occupation, the hopping is affected, in this case strongly [Gun88b]. Also the Coulomb
interaction of the localized state with delocalized state renormalised tpy [Gun39b).

3.6 The inclusion of U into LSD calculations

There have been recent efforts to include Uyy into the LSD Hamiltonian [Ani91a, Ani92a).
In these so-called LSD+U calculations the total energy functional is expressed as the L{S)D
energy corrected for U/ and the exchange parameter J. That is, with an L3I} calculation the
exchange splitting J is determined. It can approximately be assumed to be k-independent.
Also with the constrained LSD method U is determined as discussed above. Then the single
particle potential is re-expressed as:

Vo = V25 + U 3 (s = 1) + (U = J) T (s = 1) (5)
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Figure 8: Total and projected density of states of an LDA + U calculation of NiO.

m and ¢ refer to orbital and spin momenta respectively. The spin-independent LD
potential is corrected for the deviations from the average occupation (n?). Fig. 8, repro-
duced from [Ani9la] shows the result of a LSD+U calculation using this expression for
the potential. The resuit is a valence band of a width of about 7 eV in which the oxygen
and nickel character is strongly mixed. The top of the valence band is indeed dominated
by oxygen character in agreement with the earlier Anderson impurity-model predictions
[Saw84, Zaa86t].

As yet a number of problems have still to be solved: The choice of the potential to be
used is not obvious and one can imagine a number of alternatives. For example one can

make U/ (and n?} symmetry dependent, etc [Czy93]. A second uncertainty is the value of
U/. The method to calculate {7 first with LSD and then in the second step to include it in
an LSD+U calculation offers an ab-initio method, though it is not sure if it presents the
'correct value' of U within an LSD+U calculation.

3.7 The Self-Interaction Correction

An alternative approach to introduce the localization effect due to the two-electron integrals
is to introduce a so-cailed self-interaction correction. In LSD calculations non-existing self-
interactions are inciuded in the electrostatic term and also in the exchange-correlation
term. The effects are opposite and tend to cancel and in fact for the case of an infinitely
extended solution they do cancel. For clarity it is noted that the self-interactions are
a consequence of LSD and do not occur in the ‘exact’ solution of DFT. In a strongly
correlated material the wavefunctions are not infinitely extended and a correction must
be added to the Hamiltonian removing the effects of self-interaction: the self-interaction
correction (SIC) [Gun74a, Per79h, Per80, SvasBa, Sva88b, Svad0a, Ish90, Miy9la|. In order
to have the possibility to find a localized sclution of the LSD+SIC calculations, a symmetry-
breaking term is introduced. It is tested self-consistently if a localized solution is favoured
over delocalization. For example for the 3d-monoxides localized solutions are found for
MnO to CuQ in agreement with experiment [Sva90b, 5z093] and LayCuQy is found to be
an antiferomagnetic insulator with a LSD-SIC gap of about 2 eV, close to the experimental
value [Sva92, Tem93]. In principle the result of a LSD4SIC calculation is 'single particle’
like and one finds the eigenvalues of ground state. Like for normal LSD, one can relate the
eigenvalues to excitation energies, though again there is no formal justification.
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Figure 9: Projected density of stetes of an LDA + SIC calculation of NiO.

Fig. 9, reproduced from [Sz093] shows the result of a LSD+SIC calculation. The band
gAp is close 1o the experimental value. The valence band is separated into two bands: An
oxygen 2p-dominated band close to Er and the nickel 3d-band at about 6 eV lower energy.
This result is (as far as energy positions is concerned) similar to the experimental XPS
spectrum and the model calculations of Fujimori [Fuj84a] and Zaanen, Sawatzky and Allen
[Zaa85a).
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3.8 Multiplet effects (Orbital polarization)

In LSD one assumes the orbita] contribution to the magnetic moment to be negligible and
hence the different magnetic m,,, states are assumed to have equal average population
{m) [Sev93]. To enforce a non-statistical orbital occupation an additional term has been
intraduced in the LSD Hamiltonian [Eri90a, Erig0b, Norgo].

Racah Slater 'Kanamori’ Slater

A= FO_£ U= F-%

C = %‘: ’ J o= L(FP4+FY
B = gt I C = L(F-trY
A = FUo0.070-FF U = FI—0.0%5. FF
C = 0.050.F? J = 0118 F*?

B = 0013.F? C = 0.060. F?

Table 2: The Racah parameters and the Kanamori parameters given as o funrction of the
Slater integrals.

Recently Severin and co-workers [Sev93] separated the exchange integral into a spin-part
and an orbital part. The spin-part can be identified with the Stoner-tike exchange interac-
tion J. included in LSD. The angular-part of the exchange integral is however (assumed to
be) zero in LSD. This angular-part can be identified with the Kanamori C parameter, or
the Racah B parameter, both as given in table 3.8. For the Slater integrals experimental
atomic values, or atomic HF values, are known accurately. For solids it is known that J is
screened [Mar88a). Because for C no ab-initio solid state information is known, it was as-
sumed that the screening of C is equal to the screening in J [Sev83). In Slater integral terms
this identifies with an equivalent reduction of F? and F*. Then with the inclusion of C,
the orbital polarization (OP), the orbital and spin moments are calculated with LSD+OP.
The results are in close agreement. with experiment [Seve3].

It is noted that in this method of Severin and coworkers the full HF Coulomb and
exchange integrals are calculated, but in the LSD+OP calculation the I/ -part of the integrals
is omitted. Cast in other words, U/ is assumed to be zero, like in normal LSD calculations.
Svane and Gunnarsson included in their LSD+SIC calculation the effects related to both
U and C' [Sva%0a). It can be said that, starting from local density, the effects of the Slater
integrals formulated as U, J and C (see table 3.8) are included as follows: LSD includes
J, LSD+OP includes J and C and LDA+U includes J and &/, In principle there are no
objectibns to include also € into an LSD+U description [Ani9la}.

3.9 Ligand Field Multiplet model (LFM)

The Ligand Field Multiplet (LFM) model describes the ground only in terms of the partly
filled 3d-band. It is the simplest possible theory to describe the effects of the Coulomb and
exchange integrals on the 3d-band and hence to describe the symmetry of the ground state
in the local symmetry a transition metal ion in a solid [Grf84]. LFM theory is important for
those experiments which are mainly sensitive to symmetry, hence those experiments which
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involve only the 3d-band. This inciudes dd optical transitions, resonance experments like
Electron Paramagnetic Resonance {EPR) and as will be discussed in the next sections metal
2p x-ray absorption. Obviously LFM theory does not provide an ab-initio calculation of
the ground state in solids; it can be viewed as the simplest model Hamiltonian and the way
to proceed to an ab-initio detefmination would be to use the mapping of more complete
Hamiltonians ontc the LFM model. That is if the Anderson impurity modei Hamiltonian
is determined ab-initio one can go one step further and also delete the delocalized states to
arrive with a single 3d-band.

3.10 Multi-configurational approaches

Most of the preceding sections concentrated on the extension and improvement of LSD.
This section discusses shortly some recent approaches which use HF as their basis. The
extensions of HF basically deal with two types of shortcommings: (1), the inclusion of weak
correlations and (2} the inclusion of strong correiations where single Slater determinations
not any longer present good starting points. HF and extensions dominate the electronic
structure determinations of molecules, which are discussed first.

Weak correlations can be included by parametrized, statistical, correlation corrections
to HF {Cow81], in other words one includes the electron density correlation functionals
[Per86bj. A treatment based on perturbation theory was given by Mpller and Plesset in
1934 [Mol34). An influential method to include weak correlations is the coupled-electron-
parr approximation (CEPA) [Mey71, Ahl84].

If strong correlations are important one has to leave the single Slater integral concept by
including a specific set of configurations. These calculations can in general be called Multi-
Configurational (MC) HF. Instead of Hartree-Fock one more generally uses the expression
Self-Consistent-Field (SCF) which denotes that the HF (like) equations are solved self-
consistently using the variational principle [Dol91]. In 1973 Bagus and coworkers performed
a MC calculation for the final state in 35-XPS which is dominated by the two configurations _
35'3p®3¢® and 3s?3p*34° [Bag83]. These two configurations are very strongly coupled by
a 3s3d to 3p3p electron rearrangement process, the same process which causes the super
Koster-Kronig Auger decay. There exist a number of generalized criteria to choose the
configurations to be included. For example one can do a 'first-order’ CI {FOCI) [Jan88] by
including all single excited states. Dolg and coworkers performed a MC-SCF calculation
for cerocene (cerium sandwiched by two CgHa rings), which constitutes a system with both
strong (f-states in cerium) and weak (other electrons) correlations [Doi91]. Recently Fulde
and Stoll extended the CEPA calculations to a situation with more than one configuration.
This then offers 2 way to include the strong correlations by MC-SCF and to include the
weak correlations by CEPA [Ful91b).

In going from molecules to solids a problem arises with respect to the embedding of the
cluster for which a (MC) HF calculation ie performed into 'the solid’. To account for the

- long-range Coulomb interactions the solid is often described as point charges around the

cluster [Jan88].




4 Core excitations

This section describes the properties of core excitations, that is x-ray photoemission (XPS)
and x-ray absorption (XAS). For the analysis of core spectroscopies it is necessary to describe
the ground state, the final state and the transition cross section. The ground state electronic
structure models have been discussed in the preceding section. In principle the final state can
be calculated with these models, however the core hole gives some additional complications.
The core hole has three major effects: (1) there is a core electron less, hence the core
potential is stronger as if the atomic number is increased by one. (2) Core states with an
angular momentum give rise to a core state spin orbit splitting. (3) Core states with an
angular momentum give also rise to strong core valence Coulomb interactions. At present
no ab-initio method is able to account for these three effects. .

For 1s edges the effects (2) and (3) do not exist and the core hole potential is the only
extra effect to be accounted for in the final state. It is possible to include a core hole
potential in real space multipie scattering. Also in a LSD calculation this is possible, at
the expense of & larger calculation, by using supercells. It is noted that LSD calculations
give a reasonably correct picture of the empty density of states as the coulomb interactions
{U/) do not affect the distribution of empty states in a first order approximation. This is
relatively clear to see in the self-interactjon framework: as only occupied states have (self)
interactions in LSD, only occupied states are directly affected by SIC {see section 3.7}.

For 2p edges the strong core valence Coulomb interactions make impossible any analysis
using only the distribution of empty states (as obtained from LSD, MS etc). This forces
one to use model Hamiltonian descriptiong, such as the Anderson impurity model {using
atomic Slater integrals for the core valence Coulomb interactions) or even the ligand field
multiplet model (using renormalised core valence Coulomb interactions).

4.1 The interaction of x-rays with matter

The interaction of x-rays with matter is described in many textbooks [Bas83}. The Hamil-
tonian describing this interaction is written as a function of the vector potential of the
electromagnetic radiation (4) and the momentum of the electrons (p). It contains terms
inA® and A . p. For the analysis of x-ray absorption it is sufficient to consider only 4 p. In
general the dipole approximation can be used [Car90] and the probability for absorption of
an x-ray is equal to a squared transition matrix element times a delta function deseribing
the conservation of energy; Fermi's golden rule:

2,3
= T lpal® By, | (6)

The momentum operatar pq (q accounts for the polarization degrees of freedom) can
be replaced by the position operator r as [r, H] = (ih/m)- p, however this replacement is
exact only if the same Hamiltonian is used in the initial and final state. Equation 6 in
principle refers to a final state with infinite lifetime. If the finite lifetime is accounted for
the é-function is replaced by a Lorentzian.

In theoretical treatments of the x-ray absorption cross section it is customary to refor-
mulate equation 6 in terms of a correlation function [Gun83, Zaa86a): The squared matrix
element |{B/|r|®;}|? is rewritten as {(Dilr|®f} - {@/jr|®;}. The radial operator r is rewritten
in second quantization as T = ¥, W,¢!é.; ¢, annihilates a core electron and ¢! creates
a valence electron. The finite lifetime of the excited state (T} is included and the delta

function ég,_g,+g,, is reformulated as (one over = times) the imaginary part of the Green
function g:

1
= 7
H—Ei+E;.,—%-iF (™
After these modifications the total equation takes the shape of a correlation function:
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T and T* project the initial state wavefunction on a series of final states for which the
Green function is evaluated. This correlation funetion formulation is also used in the real
space muitiple scattering formulation of x-ray absorption (section 8). The use of correlation
functions like this has led one to remark that 'everything is a ground state property’, because
if @; is known the spectrum can in principle be calculated. This Platonian interpretation
can be counter-argumented by the Aristotelian remark that one only knows nature, if one
knows its movement, in the sense of change. This puts the transition operator T in the

center of attention. ¢; is pure ‘matter’ hence only potential; it is actualised by T (following
Aristotle).

Selection Rulee for x-ray abscrption

In case of an atom the wavefunctions in equation 6 can be given J and M {or M;) quantum
numbers. The matrix element {#(J M }irq]6(J'M’}} can be separated into a radial and an
angular part according to the Wigner-Echart theorem [Cow81}:

-M ¢ M

The triangle relations of the 3J-symbol determine the selection rules for x-ray absorption.
They read as follows: because the x-ray has an angutar momentum of {,, = +1, conservation
of angular momentum gives Al; = +1 or —1; the angular momentum of the excited electron
differs by 1 from the original core state. As x-rays do not carry spin, conservation of spin
gives As; = 0. Given these restrictions the overall momentum quantum number cannot be
changed by more than 1, thus AJ = +1, 0 or —1, with J + J' > 1. The magnetic quantum
number M is changed according to the polarization of the x-ray, ie. AM = q.

For linearly polarized x-rays impinging on a sample under normal incidence ¢ = +1 and
for grazing incidence ¢ = 0. This gives & difference in the value of the 3J-symbol, hence
(in potential) a polarization dependence. For circularly polarized x-rays a polarization
dependence is found for a magnetic ground state. For an atomic non-magnetic ground state
M = J and the 3J-symbol is identical for g = 1. The rules for dichroism are discussed
in more detail in section 6.

(¢(JM)|rq|¢(J'M'))=(~1)~’-“( J 1 J')(au)nrqnostfn )

Extended final states

For extended final states (the Bloch-like wavefunctions in density functional methods) J is
not good quantum number and the only selection rules are Alij=+lor —1and As; =0. In
case of an excitation from a 1 core state only p-final states can be reached and from a p core
state s and d finai states can be reached. The absorption cross section (o) is reformulated

- a8 the matrix element squared times the local projected density of states (n;) [Mul84):
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o~ [(P_airq®DI® - nisy + (B4 Irql®H? - nf, (10)

n' denotes the final state density of states, which should be used according to the Final
State Rule [Von79, Von82]. ® and $° denote reapectively the valence wave function and
the care wave function (see section 8 for more details).

4.2 XAS versus XPS

In core x-ray photoemission (XPS) the electron is excited to an energy high above the
Fermi level and it can be considered as a free electron. The shape of the XPS spectrum
is determined by the reaction of the system on the core hole. For example for 2p-XPS an
important effect is the two-electron integral < 2p, 3d|1/ri2p, 3d >, giving rise to a core hole
potential Uyy. The core hole spin-orbit coupling is important too and gives rise to the 2pg/;
and 2p,;; edges.

In x-ray absorption spectroscopy (XAS) the energy of the x-ray is varied through a core
level and an electron is excited to a state just above the Fermi level. If no reaction with the
core hole takes place, the shape of the XAS spectrum will reflect the density of empty states
(times transition strengths). Because in x-ray absorption the excited electron is not free, the
dipole transition poses strong selection rules to the final state. This gives x-ray absorption
its site and symmetry selective properties and for example oxygen ls x-ray absorption will
reflect the oxygen p-projected density of states.

However as for XP3 the effect of the core hole is important and in fact it localizes
the problem and necessitates the use of a short range model. The higher-order terms of
the core hole interaction with the 3d-band are important too. The two electron integrals
< 2p,3d|1/r|2p, 3d > and < 2p, 3d|1/r|3d, 2p > contain the higher-order terms £2, G! and
G*. They have large values and give rise to a series of final states with different symmetries
and energies: the final state multiplet. In general these effects are denoted as multiplet
effects. For photoemission the dipole selection rule is relaxed and all final state symmetries
are allowed. There is an important difference between 2p-XPS and 2p-XAS with regard to
the relative importance of charge transfer versus multiplet effects. This can be shown nicely
with the use of the short range model.

4.3 Short range models for core spectroscopies

Model Hamiltonians which explicitly include the Coulomb interaction (U} in the Hamil-
tonian include: (1) the single band or Hubbard model, (2) the Anderson impurity model
comprising both a localized and an itinerant band, (3) the Kimball-Falicov model including
, also Upg, etc. In Fig. 10 a schematic density of states is given for & 3d-transition metal
compound. In the short range (Anderson impurity) model as used for core spectroscopies
only the 3d-states and the ligand p-band are retained. The 3d-band is considered localized,
with an énergy e4 and a Coulomb repulsion energy {45, The 3d-states interact with ligand
p-states at energy position ¢p. The hopping matrixes are denoted as tpd. Also the ligand
p-states interact with each other via ty,. This short range model can be used for a cluster
describing the transition metal ion and its nearest neighbour ligand ions. This approach
has been applied to core spectroscopy by Fujimori and coworkers [Fuj8da, Fuj84b). The
ligand states can also be described as bands by including the k-dependence of the p-band.
Each transition metal atom contains localized 3d-states but all other states are in prin-
ciple described as bands. This approach hLas been introduced for spectroscopy of cerium
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Figure 10; Schematic density of states of a 3d transition metal compound.

compounds by Gunnarsson and Schénhammer [Gun83, Gun85] and has been adopted to
transition metal compounds by Zaanen and coworkers [Zaa86a, Z.a\aﬂﬁt]l. )
The Hamiltonian which is used in the short range {Anderson impurity) model is:

H o= cqig+ Y Epenipk + tod Z(a;ap,, + aLkad) + Uggnang {11)
% k

In this equation second quantization is used and a; denotes the creation of the locahzled
d-state; ng(= aLa,,) is the occupation-number operator of thg localized state. .To des;nbe
the ground state the ionic ansatz (starting poim? is a sp.emﬁc :?d-conﬁgurapon, Sd. , as
given by the formal valency of the ion. If the hopping of t'hlS loc.ahzed state with the l:ga'nd
p-band is considered, this gives rise to 3dV+1L configurations with an energy £4 — €, which
is also denoted as A: the charge transfer energy. o _

The elecironic configuration of the ground state of the compoupd is given by a linear
combination of 3d¥ + 3d¥+! L plus if necessary the other more excited states. It is deteT-
mined by three parameters, Uz, & and t,q, plus the shape of the band. The symmetry is
in general determined by the formal valency and it is not altered by f:ha.rge transfer eﬂ.etft::
provided the ground state is not dominated by a 3¢™*'L conﬁgt‘xra{mon. For example Ti
in TiO; has a ground state 3d® + 3d'L + 3d?LL’; its symmetry is ' A; and is not modified
by charge transfer. _ .

In the final state of both 2p-XPS and 2p-XAS a core hole is present which couples
strongly to the 3d-states via Uy, which pulls down states with extra‘3d-electron.s. The
core hole in principle also couples to other valence states {see appendix A), but in most
cases these couplings are assumed to be effectively included in Uy [Saw88]. The final state

Hamiltonian becomes:

H =¢e4nq + Z EpkTipk + tpd Z(GLGP" + aL,,ad) + Dggnang + ecne (12)

k k
The four parameters, A, {pd, Usq and U determine the shape of the 2p-XPS and 2p-
XAS spectra (neglecting multiplet effects). The energy of the core state (s.:’) deterivines
the energy position of the 2p edge. {Also the core hole spin-orbit coupling is included: see
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Figure 11: 2p-XPS and 2p-XAS in the charge transfer model, neglecting the effects of hy-
bridization. The configurations with lowest energy in the initial and the two final states are
set to zero. Ay = i+ Usa = Uea. The arrous indicate the transitions in both 2p-XPS and
2p-XAS.

nect section). The situation for a typical charge transfer insulator (A =3, U4 =TeV}
is visualized in Fig. 11 The ionic configurations are given and the effects of hybridization
are not included. The arrows indicate the transitions in bath XPS and XAS. In XPS the
otdering of the final states is changed because of the effect of Uy. The energy difference
between the localized state and the band, Af(X PS) is given by A — U, which for charge
transfer insulators is negative. In XAS the ordering of states in the final state does not
change because the 2p-electron is excited directly into a 3d-state, which causes the counter-
acting effects of Uy and Ugy. In general Uy is slightly larger than {/gy, but here they are
for simplicity taken equal. This has the consequence that Ay XAS)=A+ Vg - Uu= A,
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Figure 12: The effects of hybridization on 2p-XAS. If &y = & {and ty = ti) only the
tranaitions to the lowest mized configuration in the final state occur (see text).

In Fig. 12 the effects of hybridization are included for 2p-XAS. The ground state is
formed from a combination of 3¢V and 3d™+1L. The two configurations in the final state
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form a bonding and anti-bonding combination. With the restriction that Uy = Ugq all
intensity goes to the bonding combination of the two final state configurations and no
satellite ia present. The ground state is written as ®; = sina[3d™} + cos a[3d¢"*! L} and the
final states as ®;; = sin 5{2p%3dN 1] + cos 3(2p*3d™+2L] and By = — cos B[2p°3d7 Y +
sin 3[2p°3d¥+2L]. Then the intensity of the main peak is given as cos’{(8 — o) and the
satellite equals sin?(8 — a) [Oka92b]. If Uy 2 U and ¢y 2 ¢;, then o & 3 and the sateilite
has zero intensity. One set of exceptions to this 'rule of no-satellite’ can be found at the
end of the transition metal series. Systems which are dominated by 34° will have an altered
final state because some of the configurations in the final state are not possible because
they would have to contain more than ten 3d-electron. Hence their final state electronic
configuration will have to adopt to this situation which can give rise to an increased intensity
for the satellites. This will also influence systems with a 34%L ground state such as NaCuOa.

In the case of 2p-XPS the situation is rather different. In general there are three low-
lying states in the final state and their ordering has been changed with respect to the
ground state. Under complete neglect of hybridization only the 2p*3d™ final state can be
reached. If hybridization is turned on the two lower states gain in intensity, partly due to
ground state hybridization but mainly due to final state hybridization and additionally due
to the interference terms. This has been shown nicely for the nickel halides where all model
parameters can be chosen equal with only the charge transfer (A) decreasing from flouride
to iodide, giving rise to a.large variety in spectral shapes [Zaa86a|. Recently it has been
shown that in case of the 2p-XPS spectrum of NiO it is necessary to extend the impurity
model to a larger cluster and to allow for non-local screening effects, that is the formation
of completely screened core hole (¢d® instead of normal £d®L) while the valence hole moves
to a neighbouring nickei to form a d®L state [VeeS3a, Veei3b].

From this discussion it can be concluded that the 2p-XPS spectrum will contain large
charge transfer satellites, while the 2p-XAS spectrum in principle only shows a single peak
(with its multiplet splittings). This difference between 2p-XPS and 2p-XAS can be summa-
rized as follows:

XPS is sensitive to the charge transfer effects or in other words the electronic
configuration of the ground state, while XAS is sensitive to the symmetry of the
ground state with its characteristic multiplet.

4.4 Interplay between charge transfer and muitiplet effects

We assume that in a final state of 2p-XAS the multiplet lines are spread out over an energy
range of several eV (For details of multiplet calculations see section 5.1). This spread
implies that the energy difference of these different states with the 2p53q™ +2 L-band varies
considerably.

In Fig. 13 a situation is sketched in which the multiplet splittings (4 /2) are less than
the charge tranefer energy (A). If hybridization is turned on the energy-gain of the lowest
multiplet state (T';) will be less than the energy-gain of the highest multiplet state, because
the effective energy difference with the band is much smaller in the latter case. In case of a
multiplet with 100 lines instead of 2 this principle remains valid. The consequence is that
the multiplet structure is 'compressed’ with respect to the atomic multiplet. If the spread
of multiplet, states is larger than the charge transfer energy, some of the maultiplet states
will be located within and above the band and the effects of charge transfer will be more
complex. To account for these situations the short range model has been extended as o
include multiplet effects by Jo and Kotani {Jo88a]. This will be discussed in section 5.3.
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Figure 13: The interplay of multiplet and charge transfer effects. If, as indicated, A > 6/2,

the net result is a compression of the multiplet structure. If & < 6/2 the effects of charge
transfer will be more complicated.

%3

5 Metal 2p x-ray absorption

Charge transfer effects are less effective in 2p x-ray absorption and in the first part of this
section they will be neglected altogether. What remains is a description of localized 3d-
states, which can be treated in detail using a multiplet approach. In section 5.3 the short

‘range model will be extended to include these multiplet effects.

5.1 The Ligand Field Multiplet model

The Ligand Field Multiplet (LFM) modet has been proven to be successful in the description
of metal 2p x-ray absorption spectra. It has been first applied to core spectra by the
groups in Tokyo [Asa73, Asa76, Yam77, Sug82, ShiB2, Yam82a, Yam82b] and Winnipeg
{Gup74, GupT5). For an account of the historical development of the model is referred to
{Degflt] and a general history of x-ray absorption can be found in [StuB9)].

5.1.1 Atomic Multiplet Theory

Atomic multiplet theory describes the correlated electronic states in partly filled atomic
shells. It is the general theory at use for the calculation of core excitation spectra of atoms
and as such is described in many textbooks such as Condon and Shortley [Con35| and
Cowan [Cow81].

The Hamiltonian for atomic multiplets is:

H = Hag + Hemu + My, (13)

The notation as used for the short range model (sections 4 and 5.3). Hay gives just
the average energy of the 3d-states, M, includes all two-electron integrals which will be
described below, and H;, denotes the 3d spin-orbit coupling. In the firal state the core state
energy M., its two-electron integrals with the 3d-states M. my, and its spin-orbit splitting
H. 1, must be added. This will be discussed below.

As an introduction some of the simplest atomic multiplets witl be discussed: A transition
metal atom or ion with a partly filled 3d-orbital contains electrons which have ten possible
combinations of angular and spin momenta my and m,. Because the spin-orbit coupling is
small for 3d-electrons, LS-coupling gives a good description [Kar70]. Fer a 34" -configuration
the overall quantum numbers L and 5 are respectively 2 and }, hence J is either 3 or 5. In
general the atomic symmetries are notated with term symbols 25+1L; which for a single
3d-electron are ’D; and 2D%. A 3d%-configuration has 45 combinations of L and §. They
are grouped in the irreducible representations Gy, 3Fy, 3Fy 3£y, 1Dy, 3P, 3P, 3P, and
'So. Similarly a 3d%-configuration has 120 configurations divided over 4F, 4P, 2H, q,
P20 (2 times) and 2P. To determine the wavefunctions of these three-electron states, a
general method has been developed in which first two electrons are coupled to |d?LS8 > and
subsequently this two-electron function is coupled with the third electron. From symmetry
arguments and recoupling formulae it can be shown that the overall wavefunction [¢°L'S’ >
can be formed by a summation over all LS combinations of the two-electron wave functions
multiplied by a specific coefficient [Cow81]:

[*L'8") =} 1d°L8} - erg (14)
LS

For example the *F state of 34? is built from its parent triplet states as:




(F) = § 12PF]) - ; PP (1)

Similarly all other 343 states can be generated. The values to multiply the parent states
with, are called Coefficients of Frectional Parentage. The coefficients of fractional parentage
are tabulated for all partly filled  and f states by Nielsen and Koster [Nie63).

Slater integrals, Racah parameters and Hund's rules

The origin of the energy differences for the different symmetries (term symbols) can be found
in the two-eletron integrals and the spin-orbit coupling. The usual method of determining
the two-eletron integrals is by expanding them as a series of Legendre polynomials [Con35,
CowB81|. The radial part reduces to the integral:

k
RH(ardn,dody) = [ [ 251 Pu(ah) Pa(da) () Potde) dradry (16)
Py Jrg Ty

It is common practice to divide the radial integrals in Coulomb terms and exchange
terms. The Coulomb terms are denoted as R*(dyda,d;d2) = F*(d),d2) and the exchange
terms as A*(dida, dpd1) = G¥(d;,d;), the so-called Slater integrals. The angular part puts
strong selection rules on the k-values in the series expansion, i.e. for two 3d-electrons only
F®, F? and F* are possible and for a pd-interaction F?, F2, G! and G®. There is a close
relationship between F? and F* and to about 1% accuracy F* equals 0.63 . F2.

A number of alternative closely connected notations are in use: In the subscript Fi
notation the F* Slater integrals are renormalised with a common k-dependent denominator
Dy, [Con33]. Often the Racah parameters A, B and C are used and table 3.8 gives their
relation to the Slater integrals. The table also contains the relationship of the Slater integrals
to the notation which uses the 'Hubbard’ I/ and the "Stoner’ exchange J values [Mar88a).
In the bottom half of the tahle the constant relation between F? and F* is used.

Symmetry Relative energy

E('S) +148+7C  +4.2 eV
E( D) =3B +2C +05eV
E('G) +48 +2C  +1.2eV
E(*P) +1B +0.7eV
E(F) . —TB ~0.8 eV

Table 3: Relative energy positions of a 3d® configuration. For the values in the third column
the representative values B=0.1 eV and C=0.{ eV are used.

The effects of the two-eletron integrals on the different symmetries of a 3d? configuration
are shown in table 5.1.1. The ground state ig the 3F state, which is an example of the rule
that for a general 3d" configuration the ground state is that state with highest S, and
for these states the state with the highest L. The Hund’s rule [Hun27). Hund's rule is
a direct consequence of the two-eletron integrals: S (and L} are maximized because the
electron-electron repulsion is minimized if the electrons belong to different my-orbitals and
also because electrons with parallel spin have an additional exchange interaction which
lowers their total energy. Hund's third rule states that if the 3 F-state is split because of
inclusion of the 3d spin-orbit coupling the ground state is the state with the lowest J, the
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3Fy-state. In case more than five 3d-electrons are present, the highest J-value has lowest
energy. Notice that the Hund's rules do not explain the ordering of the states, (for example
1D has lower energy than 'G), but only the symmetry of the ground state.

The atomic multiplets of the final state

In the final state of the metal 2p x-ray absorption process a 2p*3d™+! configuration is

‘formed. The dominating interaction is the core hole spin-orbit coupling, which modifies

the coupling scheme to jj-coupling for the 2p core state and LS-coupling for the 34 valence
state. The overall coupling scheme is a mixture of jj- and LS-coupling. As an example the
transition from an empty 3d-system (3d°) will be discussed. Its final state has a 2p°3d!-
configuration. Its symmetries are determined by multiplication of a d-state with a p-state:

PRID=1P + D+ R +2Py1a+ D23+ Faaa (17)

Because of the dominant 2p spin-orbit coupling ({2p) the final state is described in an
intermediate coupling scheme, which implies that the different symmetries 3P0‘1|2, ete will
be at quite different energies. If only the 2p spin-orbit coupling, ranging from about 3 eV for
scandium to about 10 eV for nickel, is considered the 2p spectra are split in two structures,
the L3 and the Ly edge, separated by ‘g - ¢2p. The pd Coulomb and exchange terms, F,fd-
G:,d and ng, are of the order of 5 to 10 eV and from table 5.1.1 it can be seen that the
dd-interactions cause splittings of the order of 5 V. The combination of the 2p spin-orbit
interaction and the dd and pd two-eletron integrals result in a complex distribution of states
for a general 2p°3d" configuration,

The calculation of the atomic states

In the calculations presented in this review the atomic Hamiltonian is solved by a Hartree-
Fock (HF) method, which is corrected for correlation effects {Cow81]. This method has been
developed for atomic spectroscopy and detailed comparison with experiments have revealed
that the quantitative agreement is not good. The calculations assume the ground state to be
represented by a single 3d™Y-configuration. This introduces errors because the ground state
is not single configurational but contains an admixture of a series of configurations. The
obvious extension of the calculational scheme is to include excited configurations in a con-
figuration interaction calculation. The situation is however not favourable for calculations
because there exist an infinite number of small effects.

Theoretical studies indicate that it is possible to approximate the infinite series of excited
configurations with a single configuration which has an equivalent dependence on spin- and
angular momenta as the ground state but with an opposite sign [Raj63, Raj64, Wyb65]. This
gives a partial justification of the reduction of the HF -values of the Slater integrals to 80%
of their original values [Cow81]. It has been found that the disagreement with experiment
is largely solved by this semi-empirical correction to the Slater Integrals. A recent effort
to overcome these problems and to actually perform a multi-configurational calculation
has been made by Sarpal and coworkers {Sar8la). Using a multi-configurational Dirac-
Fock calculational scheme, the My 5 edges of divalent samarium and thulium atoms were
calculated. From comparison with experiment it appears that for the multi-configurational
spectrum the agreement is not good, and the renormalised HF results from Thole and
coworkers [Tho85c|. compare far better with the experimental spectrum. ﬁ‘ ¥gandicaiey
that the correct configuration-interactional solution of the atomic multiplet spe, isas
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not found. For practical purposes renormalised Slater integral approach is preferred,
also because of its transparent m oLogyJ

The transition probability

The calculation of the transition probability is the last step to the atomic multiplet spectrum
of a 2p x-ray absorption process. As discussed in section 4 the transition strength is given
as the 3j-symbol times a reduced matrix element:

J 1 F

<3d°(JM)|rq|2p53d‘(J'M'))=(_M ¢ M
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Figure 14: Atomic maultiplet calculations for the 3d° — 2p%3d! transition in tetravalent
fitanium.

For the initial state J=0, hence with the dipole selection rules (AJ = +1,0and J+J* 2
1) the J-value of the final state must be 1. As shown above the 2p°3d' final state contains
three states with J=1, !P (L, edge) and 3P| and 3D, (Ly edge). Fig. 14 shows the
3d° — 2p°3d’ transition as calculated for a Ti*T ion. Apart from the La and Ly peaks split
by the 2p spin orbit coupling, a third low-intensity peak is predicted at lower energy. This
three-peaked spectrum is indeed observed, for example for calcium physisorbed on a silicon
(111} surface [Him91].

5.1.2 From atoms to solids

If otie sransfers this atomic method to the solid state, the first question to ask is, is it
possible at all to describe a 3d-state in a solid quasi-atomic? The discussion of the short
range model in section 4 has learned that because of the counteracting effects of Uy and
Ueq this is indeed the case for x-ray absorption. However there remains the problem how
to accommodate the atomic states in the solid state environment. Particular questions are
{1) how to deal with the different local symmetry and (2) how to incorporate the different
more itinerant electronic features of the solid state, such as the electron density of :}+ s
and p states. The inclusion of the local symmetry has been subject of many studies v- -ler
the heading of ligand field theory [Grf64]. This has been used particularly to descrihe the
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optical absorption spectra of transition metal ions. For core spectroscopies ligand field
theory has been developed in the seventies [Asa75, YamT7, Gup74, Gup73]. In this review
the more general approach as devoped by Thole and coworkers will be discussed in detail
[ThoB8a).

The itinerant effects of the solid have been described under the heading nephelauxatic
effect [Jor6i2, Jor71) with the analogy to expanding clouds, hence smaller on-site overlap.
In secsion 5.3 the effects of itinerant states on multiplets witl be described using the short
range model approaches. In the next section the emphasis will be on the symmetry effects.

5.1.3 Symmetry effects in solids

The dominant symmetry effect in solids is the cubic ligand field. The strength of this
operator is usually denoted as the ligand field splitting (10Dq). Atomic multiplet theory
can be extended to describe the 3d-metal ions by incorporation the ligand field splitting.

In an octahedral environment the field of the neighbouring atoms on the of the central
atom has cubic (Q,) symmetry which divides the 5-fold degenerate 3d-orbitals into two
distinct representations of Ty, and E, symmetry. The twofold degenerate £, state contains
orbitals which point towards the center of the cube faces, that is directly towards the
position of the ligands. Consequently E; states interact stronger, electrostatically as well
as covalently, with the ligands. The three t2, orbitals point towards the corners of the cube
and therefore their interaction with the octahedral ligands is smaller. Table 5.1.3 describes
the five ligand field states in terms of their atomic consituting functions.

“representation . orbital name atomic states __ Cartesian notation
E, d;a [20} 33—y
dgrp A+ g2 P -y
Ty dry A - 5 Valey)
4y 710+ 720 V3(y3)
e 71120 — 521 V3{az)

Table 4: Effect of a cubic ligand field on a 3d electron

In the ligand field multiptet model the atomic symmetries are projected to cubic sym-
metry. Table 5.1.3 reproduces the branching rules for projection from atomic to cubic
symmetry [But81].

Effects on the energy positions

The effect of the cubic ligand field on the energies of the atomic states have been described
in the textbooks of Ballhausen [Bal62], Griffith [Grf64] and Sugano, Tanabe and Kitamura
[Sug70]. From table 5.1.3 it can be checked that the degeneracy of the atomic states is
partially lifted and the D, F, and higher states are split into a series of representation« in
cubic symmetry. The diagrams representing the effect of a cubic ligand field are derote' 5
Tanabe-Sugano diagrams. Fig. 15, reproduced from [Sug70], sketches the energy positi s




Spherical Cubic
5 Ay
P i1
2 E+T
F A+ T+ T
G
H
I

A +T+Th+ E
h+Th+T2+E
A+ A+NT+T+L+ E

Table 5: The §O3 — Oy Bronching rules in the Schonflies notation.

as a functions of the magnitude of the cubic ligand field (10Dq), relative to the Racah
parameter B.

In the 2p°3¢" final state the effects of the cubic ligand field are equivalent to that in the
initial state. A difference is that the number of multiplet states is considerably larger: For
a 3d™ initial state the maximum number of states is 256, while it is 6 times larger (=1536)
for a 2p%34® final state. The number of irredudible representations is smaller because of
degeneracies. ’

Effects on the transition probabilities

The transition probability for the 3d° systems in cubic symmetry is:

< 3% Ayieg[T](20°3d (A @ T = Th] > {18)

All final states of T symmetry are allowed and have a finite transition probability
from the ' A, initial state. From table 5.1.3 it can be seen that this includes the states
of J = 1 atomic symmetry, but additionally the states with J = 3 and J = 4. The
degeneracy of these states is respectively 3 and 1, as can be deduced from the 2p*3d* states
in jj-coupling [Deg90a]. The total number of allowed final states in cubic symmetry is
3+3+1=7. Fig. 16 shows the effects of an increasing cubic ligand field on the multiplet
spectrum of the 3d® — 2p53d! transition. In this figure it can be seen that for small values
of the ligand field (the stepsize is 0.3 eV) the spectrum is hardiy modified. For small values
of 10Dq the four states which were forbidden in atomic symmetry have not gained enough
intensity to be detectable in the spectrum. ‘

Fig. 17 shows the energy splittings between the peaks a, and az. This splitting is
compared with the size of the cubic ligand field splitting and it can be seen that the peak
splitting in the spectrum is not directly related to the value of 10Dq. From this figure it
becomes clear why for small values of 10Dq no detectable amount of intensity is transfered:
The energy difference between the two states a; and a; ie about 2 eV in the atomic case
when a3 is allowed and a; forbidden. A ligand field splitting of 0.3 or 0.6 eV will hardly affect
states which are separated by 2 eV, as is evidenced by the slow increase of the splittings
around 10Dg=0.

Comparison with experiment

The ligand field multiplet results as calculated with the procedure as cutlined above ~an
directly be compared with experiment.

E/B

obs{V IV) Dq/B

Figure 15: Tenabe Sugano diagram for a 3d? ground state in cubic symmetry.

Figs. 18, 19 and 20 compare the ligand field multiplet calculation of Ca?*, Sc3* and Ti4*
ions with the respective 2p x-ray absorption spectra. Atomic Slater integrals were used. For
details concerning the broadenings is referred to [Deg80a). All peaks in the experimental
spectrum are reproduced, which is a confirmation that the ligand field multiplets indeed
dominate the spectral shape. Note that even the SrTiQO3 spectrum is reproduced rather well
with atomic values of the Slater integrals. This raises the question how it is possible that
titanium can be described as tetravalent, while for example band structure results show
that the charge transfer from titanium to oxygen is small and certainly not four electrons
[Deg93a). Part of the answer is that what matters is the symmetry of the ground state and
because the 3d-band is empty this is 14, for titanium in SrTiOa.
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Figure 16: Ti** z-ray absorption spectrum, calculated for an increasing cubic crystal field.
In (a} the value of 10Dq is increased from 0.0 to 4.5 eV, and in (b) its value iy decreased
from 0.0 to -3.0 eV.
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Figure 17: The dashed line indicates the splitting between the peaks a; and ag. The dotted
line for by and bs.

a7

wCan
e Oy
!
£
¥
B
K 23
A~
346 350 354
Energy (eV)

Figure 18: Calcium 2p z-ray absorption spectrum of CaF, compared with a ligand fieid
multiplet calculation. The value of 10Dq is -0.9 eV.
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Figure 19: Secandium 2p z-ray absorption spectrum of ScF3 compared with a ligand fleld
multiplet coleulation. The value of 10Dg is 1.7 eV,
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Figure 20: Titenium 2p z-ray absorption spectrum of SrTi0s compared with o ligand field
multiplet calculation. The value of 10Dq is 1.5 eV,
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3T D *h (3,7 3d spin-orbit

ad? \p ! n (t;",)2 3d spin-orbit

Y I SR VN A :

3d%s D “ *E (13, P {e7 )t Jahn-Teller

s T {1 (13 1 {tz,)! d spin-orbit
T3y T A (8,747 ) -

3d}g T (t;‘,)a(t;')z 3d apin-orbit

3d% s 5D T (ti’):(e;'):(t{,)T 3d spin-orbit

335 Pty (13, (ta,) T

3dL iF T (CANCGINCA I 3d spin-orbit

adl 1E (P P(ef)} | Jahn-Teller
T34t TF . YA (7 (e (g, -

d p ., E (83,07 (e7 (b3, P*(eg }' | Jahn-Teller

Table 6: Symmetries and configurations of all possible 3d™ states. If the ligand field exceeds
the exchange splitting a low spin state is formed. A T-symmetry ground state is susceptible
to 3d spin orbit coupling and & E-symmetry state s affected by a Jahn-Teller splitting (see
next section).

Table 5.1.3 gives the (Hund’s rule} ground state symmetries of the atomic multiplets
and their projection to cubic symmetry. If four electrons have to be accommodated in the
3d-orbitals in an octahedral surrounding, two effects are important: The exchange coupling
of an e, electron with a ty, electron (Ji) and the cubic ligand field splitting {D). {The
exchange coupling is connected to the Slater integrals as given in table 3.8). If 3. > D. a
high spin (t3;)%(e})! -configuration with *E-symmetry is formed from the Hund's rule * 1
ground state. However if 3J;; < D, a low spin (t;;)a(t;g)l-conﬁguration with *Ti-symmetry
is formed.

state simplified transition

criterion criterion  point (eV)
3d' 3. aJ 2.36 (2.4}
I e+ -t 3 2.67 (2.5)
3 3.+ ;J.. - ;J,. 2J 1.74 (1.8)

W e+ Jee=2 W 1.98 (1.8)

Table T: Interactions determining the high-spin or low-spin ground state of 3d* to 3d"
configurations in octahedral symmetry.

The criteria for high-spin or low-spin ground state are collected in table 5.1.3. The
exchange splittings J are different for different combinations of e, or ta, electrons, though
these differences are small. Approximately Je — 0.1 = Jie = Jy + 0.1 eV [Bal62]. The
exchange splittings J. is about 0.8 eV for 3d electrons. From this value one can estin' i+
the point where the ligand field is large enough to change from high-spin to low-spin. i
estimates are given in the last column of table 3.8.
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Ligand Field Multiplet calculations for 3d"

The calculation of the ligand field multiplet is in principle equivalent to that of the 3d°
configuration, with the additional possibility of low-spin ground states. As an example the
3d®A1] — 2p°3d%(T1] ligand field multiplet is given in Fig. 21

Mn*

T ™
650 660
Energy (eV)

r M

650 660
Energy (eV)

Figure 21: Mn®* 3d® to 2p°3d® transition for 10Dg = 0.0 and 0.9 V. The line spectrum
and the broadened spectrum are given.

To obtain the 2p x-ray absorption spectra the calculated line spectrum is broadened
with a Lorentzian broadening to simulate life time effects and a Gaussion broadening to
simulate the resolution function of the experiment. Fig. 22, reproduced from [Deg9lt],
shows the comparison for MnO. Good agreement is obtained with the atomic values of the
Slater integrals and a ligand field splitting of 0.8 eV.

The transition from a high-spin to a low-spin ground state is directly visible in the
spectral shape, because a different final state muitiplet is reached. This is illustrated for
Co* in Fig. 23. A series of calculations for all common ions has been published in {Deg90b).
In these calculations the 3d spin-orbit coupling has been set to zero. A series of calculations
in which the 34 spin-orbit coupling has been included has been published in [Laa92c]. The
criterior whether or not 3d spin-orbit coupling is important will be discussed in the next
section.

5.1.4 3d apin-orbit coupling

In this section the treatment of the 3d-spin-orbit coupling in the ligand field multiplet pro-
gram ig discussed and arguments are given concerning the effects of the spin-orbit coupling,

For the projection of the spin symmetries from spherical to cubic symmetry the s:me
branching rules as for the angular momentum apply. Compounds with an even number of

2

intensity
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Figure 22: Manganese 2p z-ray ebsorption spectrum of MnQ (dotted) compared with o ligand
field multiplet calculation (solid line). The value of 10Dg = 0.8 eV.

3d electrons have an integer spin and the branching rules as given in table 5.1.3 can be
used. For compounds with an odd number of 34 electrons the spin will be 1/2, 3/2 or 5/2.
The atomic § = 1/2 state projects to E1-symmetry in a cubic ligand field. The notation as
used by Sugano, Tanabe and Kamimura is followed [Sug70]. Similarly § = 3/2 projects to
G-symmetry and S = 5/2 is split into states of Ep-symmetry and of G-symmetry.

state  symmetry @ spin-projection. overall symmetry _ degeneracy
34" T | E Ex+ G 2
34 aTl T, E+N +Th+ 4 4
3dt A, ‘ £} G 1
3dye SE E+T A+tA+E+Ti+Th H
3d} s L Ty E+Th+Ty+ A 4
3ds ¥4, G+ £ G+ E {2
3d’ s 21"3 . By Ey+ G 2
32!5 Ty ' E+T; AA+E+2. T +2- T &
3 15 LA, Ay Ay 1
3d;§$ ‘T1 i G Ei+E.+2- G 4
i E £ G 1
3 T4, ! T Ty 1
34 FE ' E, G 1

Table 8: Effects of spin-orbit coupling on 34N ground state

Tf the 3d spin-orbit coupling is taken into consideration, the overall symmetry of the
spin plus the angular momentum must be determined. In spherical symmetry this is ac-
complished by multiplying L with S to all possible J’s. Similarly in cubic symmetry the
irreducible representations of the spin must be multiplied with those of the angular mo-
mentum. Table 5.1.4 gives the results for the low-spin and high-spin configurations of all
3d" states. It can be seen that in cubic symmetry the multiplicity of the spin {28+1) does
not directly relate to the total number of states. For example the 5Ty state is split ir «ix
(and not in five) different states. The ligand field multiplet program uses in all cases * e
branchings for both spin and angular momentum and thus the overal! symmetries of 1 e
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Figure 23: C'o™* 3d7 to 2p°3d® transition. 10Dq is increased from 0.0 to 2.4 eV. A high-spin
low-spin transition occurs in between £.1 and 2.4 eV.

states. If the 3d spin-orbit coupling is neglected all states with the same angular symmetry
are degenerate because the spin in itself does not influence the energy of the state.

3d Spin-orbit coupling does not affect states of A; or A2 symmetry, but it has a large
effect on partly filled ¢y, states, that is the ground states of the 3d', 347, 3d} ¢, 3d} ¢, 3d%;
and 3d};5 symmetries, as indicated in table 5.1.3. The effects on states of E-symmetry are
small. The difference in effect on T:-states respectively E-states is related to the way in
which a gy, respectively an e, wavefunction is build from the atomic wavefunctions. As
has been shown in table 5.1.3 an e, wavefunction is generated from m; = 0 and 2 {or -2)
functions. A spin-orbit coupling effect can only affect states which differ by one in their
my-value. This means that the 3d spin-orbit coupling {{34) i8 quenched in case of e, states.
In case of t3, states this quenching does not occur and if ouly the g, states are taken into
account’they can be approximated with an effective L = 1, hence a 2Tp-state is split in two,
with the eigenvalues '%C and ¢ and intensity ratio 1:2, analogous to the 2py; and 2py 57
splitting for 2p spin-orbit coupling [Sug70].

To describe the full action of 3d spin-orbit coupling the non-diagonal matrix elements,
coupling ¢z, and e, states have to be included. It can be shown that this affects the e, states
by %5;, as compared to the ty, states which were affected by g( . For a typical 3d transition
metal compound {1z = 70 meV and the cubic ligand field splitting (D} = 1.0 eV. Tiis
gives splittings of about 100 meV {~ 1200 K) for T-symmetry ground states and of about

NJ

8 meV (~ 100 K} for E-symmetry ground states. This implies that for room temperature
experiments 3d spin-orbit coupling should be included for T-symmetry ground states, but
can be neglected for E-symmetry ground states. Hence as a first approximation to the
experimental spectra one can uge the results of [Laa92c] for T-symmetry ground states and
the results of [Degd0b] for E-symmetry ground states. For A-symmetry ground states the
results are identical. In practise it will in most cases be necessary to make more precise
comparisone as for example for T-symmetry ground states there will be configurations at
energies of about 300K, which implies that a Boltzmann distribution over the states must
be included. {E-symmetry ground states are susceptible to Jahn-Teller distortions, see next
section).
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Figure 24: Theoretical z-ray absorption spectra for the 3dh 4[| — 2p*3d® transition for
the four different 3d spin-orbit split symmetries of the Ty ground state. The respective
symmetries are from bottom to top: Ea, G, G* and E,.

Because the spin-orbit coupling strength increases with the atomic number, the best
cese to investigate the effect of 3d spin-orbit coupling is the 3d% ¢ configuration, as is for
example found in CoF3 and CoQ. From table 5.1.4 it is found that if 3d spin-orbit coupiing
is included, the *T; ground state of the 3d};s-configuration splits in four states of £y, £
and two times G-symmetry. The multiplet calculation with the atomic value of the 3d
spin-orbit coupling (83 meV) and a cubic ligand field strength of 0.9 eV gives the four
states at energies of respectively 0 (E3), 44 meV (G), 115 meV (G") and 128 meV (E)).
Figure 24 gives the ligand field muitiplets of the 3d};g[[:} — 2p°34® transition for the four
different symmetries. Given this spread in the initial states, the room temperature (25
meV) spectrum is dominated by the lowest state of Ey-symmetry, with a 17% contribution
of the first excited state of G-symmetry.

Figure 25 gives the theoretical spectra of the ground state Ep spectrum (b} the 300
Kelvin specttum (c) and the spectrum under neglect of 3d spin-orbit coupling (a). It is clear
that the inclusion of the 3d spin-orbit coupling enhances the agreement considerably. The
good agreement between theory and experiment makes it possible to determine the energies
of the low-lying excited states from an analysis of the experimental spectrum, preferahly
measured for a series of temperatures. Hence it can be concluded that in temper:: e
dependent x-ray abeorption experiments can reveal the magnitude of the 3d epin-o: it
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Figure 25: Comparison of the theoretical specira of (from bottom to top) (a) the spectrum
under neglect of 3d spin orbit coupling, (b) the ground state, and (c) the spectrum at 300
Keluin, with the experimental spectrum of CoO.

coupling, which might be different from the atomic value [Deg9lt, Tan92a).

The effects of 3d spin-orbit coupling on the high-spin low-spin transition

Tn the discussion of the high-spin versus low-spin states it has been assumed that the spin
state of a system is that state with the lowest energy, implying that at the crossing point
{in the Tanabe Sugano diagram) the ground state is changed suddenly from high-spin to
low-spin. However it turns out that if 34 spin-orbit coupling is included, this will couple
high-spin states with low-spin states. This implies that the transition between high-spin
and low-spin can be gradual with close to the transition point an admixture of both high-
spin and low-spin symmetries. This situation will be discussed for 3d*. From table 5.1.3
it can be seen that the high-spin state has 3 E-symmetry and is susceptible to Jahn-Teller
distortions, while the low-spin state has 3T)-symmetry and is susceptible to 3d spin-orbit
coupling. To simplify the problem the ligand field multiplet calculations are performed in
vetahedral symmetry and effects of the Jahn-Teller distortion have been neglected. The
Slater integrals have been reduced to 75% for dd-interactions and to 88% for pd interactions
and the atomic 3d spin-orbit coupling has been used.

Fig. 26 shaws the energy levels for ligand field strength between 1.8 and 2.4 eV. The
high-spin ®E-configuration splits after inclusion of the 3d spin-orbit coupling into 5 states
of respectively 4, Az, Ti, Ty and E symmetry. Likewise the 3T, -configuration splits into ¢4
states of A;, Ty, Tz and E symmetry. For a ligand field of 1.8 eV SE-symmetry is at lowest
energy, while for 2.4 eV the system has a low-spin 3T ground state. [t can be observed
directly that a T-symmetry state is affected more by the 3d spin-orbit coupling as discussed
above. At room temperature (0.025 eV) the high-spin ground state {10Dq< 1.8 eV) will be
approximately given as a statistical distribution of the § states. If the cubic ligand field is
increased to about 2.0 eV the lowest five states do still relate to the high-spin configuration,
but the splittings between the states are enlarged due to considerable admixture of N
character. Note that the state of A; symmetry is only contained in the high-spin symm: trv
state and is not subject to admixture. Hence it can be used as an indication of the posit n
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Figure 26: Distribution of states in the 3d* initial state showing the effects of 3d spin-orbit
coupling ot the high-spin to low-spin transition.

of the high-spin configuration without interaction with the low-spin configuration.

Some 3d*-systems include LaMnO3;, and LiMnQOq, which are considered to be a high-
spin (*E) insulator [Goo63, GooTl, Bog57, Bog75), SrFeQ;, a low-spin or intermediate spin
conductor [Mcc65, GleB5|, and CaFeOy, a high-spin compound likely subject to partial
charge disproportionation below T = 280K [Gle85}. Though LiMnO; likely has a high-spin
ground state, it can be expected to be not too far from the transition point, in which case
it can be affected by 3d spin-orbit coupling. Fig. 27 give the spectral shapes found from the
ligand field multiplet calculations for, from bottom to top, the low-spin 37T -configuration
(cubic ligand field is 2.4 eV), the high-spin *E-configuration (1.8 eV) and the mixed spin
state (2.1 eV). The experimental spectrum of LiMnO, with dots.

With regard to a further optimisation of the spectral shape there are several factors
to be considered. The Slater integrals have been set roughly to reduced values and the
symmetry distortion related to the Jahn-Teller effect has been neglected. The Jahn-Teller
distortion can have effects on the spectral shape on the range of about 1 ¢V and might
account for the spectral mismatch. Also if the Jahn-Teller distortion is accounted for, the
3d spin-orbit coupling effects still have to be taken into account close to the high-spin to
low-spin transition point {in reduced symmetry} [Deg91t].

5.1.5 Effects of non-cubic symmetries

Another type of low-energy splittings of the ligand field multiplet is caused by distortions
from cubic symmetry. Large initial state effects of lower symmetries are found if the ¢ ~ic
34~ ground state contains a partly filled e; band. Elongation of the z-axis lifts the - -
generacy of the e, orbitals: the Jahn-Teller effect [Jah37]. Degenerate e, states are fourd
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Figure 27: Crystal field multiplet caleulation for the 2p z-ray absorption specirum of the low-
spin, high-spin and mized {or intermediate) spin ground state for trivalent (3d*) manganese
atoms. The top spectrum is the 2p z-ray absorption spectrum of LiMnOy.

in systems with 3d};q, 3d]g and 3d°. The effects on the 3d%g-state occur for divalent
chromium and trivalent manganese. The tetragonal distortion of the 3d®-configuration is
well known, for example in the CuO-based high T superconductors.

Final state effects of lower symmetries can be important for all 3d"¥ configurations if the
site geometry is strongly distorted from cubic. Final state effects of lower symmetries are
best observable for 3d°-compounds due to their simple spectral shape in which all multiplet
transitions are resolved as individual peaks. In rutile (TiOz) the site symmetry of titanium
is D2p and the effective configuration is 3d%. Effects of the symmetry reduction can be
expected for the 2pSel-like states and indeed the rutile spectrum clearly shows a splitting
of the eg-peak which is reproduced in a calculation for Dys-symmetry [Deg90a}.

Similar final state effects of lower symmetries are expected for systems with a partiy filled
3d-band. However it can be expected that ligand field effects, including distortions from
cubic symmetry, are more important for early 3d-compounds. The important parameters are
the radial extend of the wavefunctions of the 3d-electrons (ry) and the inter-atomic distances
(R). It is known that the ratio r,/R decreases in the 3d-metal series [Mar83t, Fug8g], and
especially in systems with one or more occupied e, orbital, relatively large inter-atomic
distances are found [Wis72]. Crystal field effects scale with r4/R, hence effects of lower
symmetries (and also the cubic ligand field strengths) are largest for the early 3d-metals.

Projection rules for lower symmetries

The ligand field multiplet program can handle any point group symmetry. As an example,
the branching rules of a Daj point group are given in figure 28. The projection from spherical
symmetry to Dy, symmetry is accomplished in three steps. First the symmetry is reduced to
cubic, in the second step the cubic () to tetragonal (D) symmetry reduction is included
and the third step goes to Doy symmetry. The necessary extra ligand field terms in the
Hamiltonian can be deduced directly from this figure: The Hamiltonian has Ap-symmetry,
thus all branchings to A;-symmetry take part in the Hamiltonian. For cubic symmec ry,
apart from the S-state, the G-state projects to the A;-state. This G-— A, branch: ag
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describes the inclusion of cubic ligand field term in the Hamiltonian. Similarly for tetragonal
symmetry the cubic E-state projects to the A;-state. In turn the cubic E-state has two
parent states in spherical symmetry, hence there are two additional paths D — E — A,
and G — E — Aj. In other words there are two additional ligand field parameters in the
Hamiltonian of Dy, symmetry. “The total number of ligand field parameters of a specific
point group can be found directly from the total number of different paths leading to the
Aj-symmetry state. It should be noticed that the 'route’ to reach the Dy point group is
not uniquely defined, and instead of the route via Oy (as given in the figure) an alternative
route via Do, can be chosen. The choice of the route determines the meaning of the ligand
field parameters and because of the central place of the cubic ligand field strength, in general
the route via O) symmetry is used. The different branchings for all point groups and also
all possible choices for the routes to reach a specific point group are given in [But81).

Systems with lower symmetries are expected to show large linear dichroism effects as
will be discussed in section 6.3. This can be deduced directly from Fig, 28 as the dipole
operator is split in Dy and lower symmetries.

Oy O Dy Day

Figure 28: Schematic branchings from Oz-symmetry {atomic) to Dop-symmetry, vie Oy and
Dyp. Encircled are all representations which con be reached from atomic P-symmetry.

5.2 When are multiplets important?

If multiplets are important an absorption edge is preferably described with an atomic ap-
proach as described above. In that case the short range models will be the most appropriate
starting point because also the Hubbard U, directly related to the FJ, Slater integral, will
be important. In contrast if multiplet effects are small, the band structure (or muir: -
scattering) approach is most appropriate because of its ab-initio description of hybridiz. -
tion.
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There is a simple rule for the importance of multiplets:

Multiplets are important in case of o direct transition to o partly filled d or
f-band. .

Thus the p-edges of transition metals and their compounds are affected by multiplet
effects, whereas the s-edges are not affected. For rare earths and actinides it means that
their d-edges are affected, in contrast to their 5 and, in first approximation, p edges. This
rule can be deduced from the values of the atomic Slater integrals. Table 5.2 gives the
values for the edges of iron, ruthenium and osmium’ For comparison the values for the 3d
edge of terbium are given. These values are expected to be only marginally screened in solid
transition metals and their compounds. Depending on the obtainable resolution, mainly
determined by the core hole life time, the multiplet effects are observable. From the table
it is clear that particularly the iron 2p and 3p edges will be dominated by muitiplet effects.

ion  edge excitation core hole F 7 Gpy O3,
energy  spin-orbit

Fe’* " 3p [80] {<1) 131 162 99
(3d) 2 [700 (13 75 55 32
1s [7150 - - 83 .

R 4 [50 (3) 96 12T 73
(ad)  3p [470 (22) 46 10 10
2p (2900 {130) 21 18 19

Os’F  5p {52 114 181 11.4
(5d)  dp 510 98 24 24
3p 2860 (345) 54 11 1.2

% (11630 (1514) 31 27 16

T id T{758 (13] 804 579 3.40
(af) 377 3.35

Table 9: Slater integrals as calculated with the HE for the d® transition metal ions F&+,
Ru™ and Os**. For comparison the 3d4f values of T are given. Al velues are given
in el

5.2.1 Core hole spin orbit coupling and branching ratios

As discussed in detail by Thole and van der Laan [ThoB8b, Tho88c, Laas8a, Laa90d], the
interplay between core hole spin orbit coupling and core hole Slater integrals can give rise
to non-statistical branching ratios.

In a single electron picture the overall intensity of the Ly and the L; edge have a ratio
of 2:1, as”their j-values aré respectively § and } and the overall intensity is given by (2j+1)
[Cow81]. This statistical value is found if the magnitude of pd Slater integrals is much
smaller than the 2p spin orbit coupling. From table § it is evident that this is the case for
all deep core levels. However for the 2p edge of iron the 2p spin orbit coupling and the
pd Slater integrals are of the same order of magnitude. This implies that the statistical
branching ratio will be affected. In Fig. 20 the branching ratios are given for the divalent
3d transition metal jons in a cubic ligand field (D) of 1 eV (the values are taken fi-m
[Laa88a]). Although the value of the branching ratio is mainly determined by the 2p spi: -
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orbit coupling and the pd Slater integrals, the cause for a particular value is the symmetry
of the ground state.

BRANCHING RATIO
0.5

-]

O 1 2 3 4 5 8 7T 8 ® 1
(number of electrons in 3d-band)

Figure 29: Branching ratio of the divalent 3d transition metal ions as predicted from a
ligend field multiplet model.

The ground state symmetry is determined by the dd Slater integrals (Hund's rules),
the ligand field strength {D) and the 3d spin-orbit coupling ({y), as discussed above. An
important factor for the branching ratio is the spin state, caused by the interplay of dd
Slater integrals (‘exchange') and ligand field strength. Within a particular high-spin or
low-spin state the precise values of the ligand field strength and the 3d spin-orbit coupling
have only a small effect on the branching ratio. This influence can be approximated as
% ~ 91'7%5 {Tho88b, Laaf0d|. This implies that for solids the potential influence of 3d spin-

‘arbit coupling on the branching ratio is limited due to a firite ligand field strength. In

case of atoms (ions) 34 spin-orbit coupling can have large effects, such as for divalent nickel
jons where 3d spin-orbit coupling causes a transition to be forbidden for right circularly
polarized light [Laag1).

Also the branching ratios of the 2p spectra of the 34 transition metals are non-statistical
as can be checked in Fig. 30. In case of metals the ground state symmetry is basically
described by band structure methaods, where the Slater integrals (Hund’s rules) eater under
the heading of 'orbital polarization’. All metals can be assumed to contain a ground state
symmetry analogous to a high-spin symmetry in 34 metal complexes and it is expected that
in first approximation the branching ratios follow the trend as given in Fig. 29,

These interplay effects between core hole spin-orbit coupling and core-valence Slater
integrals are different for shallow core levels such as the iron 3p edge, which has a verv
small core hole spin-orbit coupling and is completely dominated by the Slater integr::-
Deep core levels, like the ruthenium Ly 3 edges will have a statistical branching ratio a:




| . v T——Ca
U e
al -~  ~u
3 N ey
B
% -~ e Segr
-4
E e
z .
. _— Fa
[

0 5 0 [ 20
ENEAGY ABOVE £, (V)

Figure 30: The 2p z-ray absorption spectra of the 3d transition metols

they are separated by a large energy and no intensity can be transfered by the core hole
Slater integrals. However they still do affect the spectral shape of the individual edges {by
interplay with the ligand field splitting), which causes small differences between the L and
L edges [Deg00]

5.3 The short range model extended for multiplets

The short range (Anderson impurity) model has been extended to include multiplets by
the groups of Kotani and Jo [JoB8a, Jo88b, Kot89, Jo89a, Imasfa, Ima88b, Imad0]. Its
first application has been to cerium compounds, but the attention has since partly been
shifted to transition metal compounds. The extra ingredient of its application to transition
metal compounds is the inclusion of the cubic ligand field as has been discuseed above.
The inclusion of multiplets implies that for the localized configuration not a single state is
included, but a series of states with different energy (e4) and symmetry (I') belonging to
the ligand field multiplet. For the Hamiltonian of the short range model used this implies:

Edld == EE‘rﬂﬂ‘
r

In general a single metal with 4 or6 ligand-atoms is described and the band-like states are
also written out in the symmetries of the localized 3d-states. In practise this is accomplishe-

8

within the ligand field multiplet model, by exciting a 2p electron to a 'delocalized’ nd-state,
representing the ligand band. In this manner the symmetry of the band like states are more
or less automatically formulated in the symmetry of the localized 34-states. The energy of
these delocalized states (eper), relative to the localized states, is then set according to the
charge transfer parameter.

Zepknpk _ EEPkrﬂ.p*r
k L)
The interaction-terms t,g have to be given for all symmetries (r):
tpd Z(aﬂa,,* + cg;,,ad) = E tpdr E(aﬂra,;.r + a;*radr)
k r k

The U/-term is modified to include all higher-order effects and the 3d spin-orbit coupling.
Here I will foltow the notation as used by the groups of Kotani and Jo {Oka92al:

. Uggngng = Eym.’;r‘aar,aﬂr,adr. +¢a Y 1-salp ar,
) 2

The summation of gag is over 4 different symmetries (I';) and the summation of the
spin-orbit coupling is over 2 symmetries. In the final state also the multiplet effects caused
by the core states are included:

£ = Zr: Ecr el + (Z: ycda}rladrzair,ﬂer. + 6 {Zz) s alrlacr,
4)

The term gqq includes the dd Slater integrals Fgy, Fag and £ and gey includes FL G,
and G%;. The total Hamiltonian in the final state then consists of:

H = Hignd + Hag + Hmu + His + Hmiz{+He + Hemu + Heis) (19)

For the ground state this is a two-state model: a ligand band (Hoand) and a localized
3d-state including its spin-orbit coupling (Has + Hemw + Hi). In the final state a core state
is added (M. + Hc.1,) and also its interaction with the 3d-state is included (Hemu). This
Hamiltonian has to be solved for the initial state and final state and all transition matrix
elements must be calculated, similarly as discussed before.

5.3.1 2p-XPS of the nickel halides

An important confirmation of the usefulness of the short range (Anderson impurity)
model for the description of core spectroscopies is the description of the 2p-XPS spectra of
the nickel halides [ZaaB6a). No multiplet effects have been included and the description of
the short range model as outlined in section 4.3 is followed. The parameters as used are
collected in table 5.3.1. An equivalent analysis have been given in [Par88|. The ground
state of all nickel halides is formed by a linear combination of 34® and 3d® L-character. The
3d\PL L'-states are positioned at high energy (Uag +2- A). Uad is basically determined by
the cation which is Ni?* in all cases. The same holds for Up. The hopping is determined
from comparison to experiment. The tpa given is the value for the e, orbitals: tpg ==~
e,|%|L{e;) >. The value for the tz, orbitals i smaller by a factor of two [Mat72a). 1..-
effective hopping, denoted as V,yy in [Kot82], is /na - tpd (with the number of holes (ny;
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Figure 31: The final state electronic configurations in 2p-XPS of the nickel halides.

equals 2). The value of A decreases from NiFz to Nilz and basically determines the ionicity
of the system: NiF; is most ionic and contains only 14% of 3d° L-character. In the final
state of 2p-XP$S the configurations with extra 3d-electrons are pulled down and Fig. 31
shows the final state configurations using the short range model without multiplets, The
final state of NiF; contains close to degenerate a® and d® configurations, and the other three
halides have close to degerate d® and d'%-configurations. This will give 2 peaks in NiFy in
first approximation related to transitions from the 3d® ground state to the bording and
anti-bonding combinations in the final state. The other halides will have 3 peaks because
the 3d'°-configurations enter the description.

Okada and Kotani [Oka91a, Oka92a, Oka92h, K0t92] performed calculations for the
nickel halides in which they included the multiplet effects explicitly, as described abave.
The results of their method, denoted by them as the Charge Transfer- Multiplet (CT-M}

Compound = Charge Core Coulomb  Hopping
transfer  potential  repulsion
. A AM Ugd Ug Uga Uﬁ tya ln
NiF; 6% 43 T0 75 50 *t3 20 20
NiCly 3¢ 13 70 75 50 73 20 13
NiBrs 26 03 70 75 50 73 20 14
NiO T4 20 70 75 50 7.3 23 20

Table 10: The parameters of the short range model as used for the analysis of 2p-XP5S of
the nickel kalides, with (M ) and without inclusion of multiplets.
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method, are given in Fig. 32. Though all features were aiready described without multiplets,
the agreement with experiment has been clearly improved.

(a) NiF2
2pi2 2?:/1

_f’\/'\- J“’uf"\ PP

MMM,

200 15{) 100 0
Relative Binding Energy (eV)

{h) NiCl,

Intensity (arb. units)

Figure 32: The 2p XPS spectra of the nickel helides compared with short renge model
caleulations, including rultiplets

The values of Uzy and to a lesser extend also Uy have been increased if multiplets are
included. In {Oka92b] calculations have been done with and without multiplets and the
values found for NiF; are larger if the multiplets are included, however the values without
multiplets are also larger than the values used in [Zaa86a]. Important values for the final
state are the ionic energy positions of the three configurations as sketched in Fig. 31. The
positions of d® and d'? are respectively -0.5 and 2 in [Zaa86a], -2 and 3 in [Oka92b] (without
muitiplets) and -3.2 and 1 in [Oka92b] (with muitiplets). Thus the ordering of the states
is not modified, but there is some uncertainty in the relative energy positions. Okada and
Kotani argue that they need larger values of the U's to account also for the spectral shape
of the 2p; 2 spectrum, while in {Zaa86a, Par88| only the 2p3/; has been analysed. Also it
can be concluded that the value of A muist be chosen smaller if multiplets are included.

A problem which is in most papers not touched are additional interactions in the final
state. It is assumed that the core hole only will give rise to local interactions, which can be
gathered in one parameter Uy [SawB8|. Also the values of the hopping and to a lesser extend
Usd need not be identical in the final state [Zaa86a, GunB8a]. This problem is discussed ir
Appendix A.

Recently the occurence of non-local contributions to the screening have been shown to
be important for 2p-XPS of NiO (and in general charge transfer insulators) [Vee93a].

5.3.2 2p-XAS of the nickel halides

The important advantage of the short range model including multiplets, the CT-M model,
is that it can also be applied to 2p-XAS, which is dominated by multiplets and where in
most cases charge transfer effects give rise to relatively small modifications. The 2p-XAS
spectra of the nickel halides have been measured by van der Laan and coworkers [Laa86al.
In their analysis they used both the ligand field multiplet model (for NiFz) and the short
range (Anderson impurity) model. Fig. 33 shows the CT-M results of {Kot92], with the
parameters a8 given in table 5.3.1."In {Laa86a] a ligand field strength of 1.5 eV was u: .
while in [Kot92] a ligand field strength of 0.5 eV was used. Additionally the hopping -

reduced from 2.0 eV to 1.5 eV in [Laa86a], to account for the difference in the final stat:.
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Figure 33: The 2p XAS specira of the nickel halides (left), compared with short range model
calculations including multiplets (right)..

The analysis of [Kot92) gives best agreement with all spectral shapes. This confirms the fact
that though 2p-XAS is dominated by ligand field multiplets, the effects of charge transfer
remain visible.

If one uses the ligand field multiplets without charge transfer the value of the cubic ligand
field is considerably larger because one has to effectively include the difference in hopping
between the ts, and e, states. The fact that ¢py, 2 2 t4e causes the largest contribution
to the ligand field splitting in the short range model. This effect is not accounted for in the
ligand field multiplet analysis and it must be incorporated in the value of 10Dq.

Reducing the Slater integrals

As was demonstrated in section 4.3 in 2p-XAS the final state value of A is equivalent to the
ground state value, which largely excludes charge transfer effects. The main effect of charge
transfer is a reduction of the multiplet eplitting. This reduction can be applied directly to
ligand field multiplet by reducing the values of the Slater integrals.

Lynch and Cowan used this approach to simulate the M, 5 edges of Ce®* and Pri*
[Lyn87]. The hybridization of ligand character |L > into the criginal atomic [4f > wave-
function was accounted for by reducing the f/f-Slater integrals by 20% and the df-Slater
integrals by 10%. Because the core states are not modified in a solid the reduction is about
twice as large for valence-valence interaction than for core-valence interactions. Thetr results
showed a complex reordering of states as result of the Slater integral reduction.

To test the validity of Slater integral reduction and to compare it with the impuritv
model, the nickel dihalide spectra have been simulated [Deg@1t]. The divalent nickel co:::-
pounds are simulated as 3d® — 2pP3d° transitions. This presents a special case as th:

J
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2p°34° final state contains only a single 3d-hole and does not contain any dd-correlations.
This simplifies the multiplet calculation and, apart from the spin-orbit coupling which is not
essential for this problem, only two sets of Slater integrals remain: F3, and Fj, for the initial
state and FZ;, GL, and G2, for the final state. Furthermore the x-ray absorption spectral
shape is not sensitive to the values of the ground state dd integrals as the 3A; ground state
is the sole state of this symmetry and consequently does not mix with any excited state.
The only set of parameters which determine the spectral shape are the final state pd-Slater
integrals. To test the Slater integral reduction they have been stepwise reduced from their
atomic values and Fig. 34 shows the corresponding spectral changes. A cubic ligand field a
value of 0.9 eV is used, in agreemeént with the values determined from optical spectroscopy.
(For NIO it is necessary to increase 10Dq to 1.5 eV)

] a\ 25%,
N\ 5%
E ) ~ 50%
N 625"
N T5%
N 8I5%,
- ' , o100
L L] - - e L] -

Figure 34: 3d® — 2p°3d” ligand field muitiplet calculations for divalent nickel. The Slater
integrals have been reduced as indicated on the right. (100 % relates to the atomic values).

Reduction of the pd Slater integrals reduces the splitting between the main peak and
ita high-energy shoulder, a similar effect to that observed in going from NiF2 to Nil,. Also
the modifications in the Ly edge are reproduced nicely. From this agreement it can be
concluded that in case of the nickel dihalides the Slater integral reduction gives a good
account of the main spectral modification upon increasing hybridization. A difference with
the CT-M calculations is that the satellite structure is not reproduced by reducing the
Slater integrals. It is important to note that the amount of Slater integral reduction gives
an alternative measure of the amount of hybridization. For the halides it is found that
whereas the fluoride corresponds to the atomic values, for chloride, bromide and iodide the
Slater integrals have to be approximately reduced to respectively 75%, 66% and 25% of their
atomic valye. This trend is a nice example of the so-called nephelouratic series obtaine:

" from the analysis of optical spectra {Jor62, Jor71].
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5.3.3 General results of the short range model for 2p-XAS

From the discussion of the nickel halides it is clear that the short range model including
multiplets describes all observed features in the 2p x-ray absorption spectra. The trends in
the spectral shape in going from flucride to jodide is reproduced and the satellites are found
at about the correct places with correct intensities. As discussed the satellite structures are
small because Uy, is about equal to V.

A study of the 2p x-ray absorption spectrum (and 2p-XAS) of CoO also shows good
agreement [Oka92b|. Again there is some spread of the parameters used by different groups
[Deg93a). Particularly the values for Uss and Uy as used in [Oka92b] are larger than the
other studies. The effect of the short range model is a reduction of the multiplet peaks,
which as discussed can also be simulated by Slater Integral reduction [Degg3a}.

Recently the short range model, including multiplets has also been applied to early
transition metal compounds, and in particular to tetravalent titanjum oxides [Oka93a).
The earty transition metal oxides belong to a different class of materials (see next section)

and the parameters of the short range model are different compared to the late transition
metal compounds.

Compound Charge Core Coulomb  Hopping
transfer potential repulsion
Uea Uts  tpao  Vepy
NiO 2.0 75 T3 20 2.7
CoQ 2.5 7.0 70 20 3.0
TiO, 3.0 8.0 40 3.0 7.0

Table 11: The parameters of the short range model as used by Okada and Kotani for the
analysis of 2p- XAS of various ozides.

From table 5.3.3 it can be seen that for TiOy, Uy and particularly Uy are smaller,
while & and t; are larger. Because the 3d-band is empty the effective interaction (Vary)
is /%« tps compared with V2« tgg for NiO: In general Verr = /fin * tpis, but because
6 of the 10 holes for TiOy are of r-origin, they must be accounted for with t,g,, taken
half of tm,: This modifies the calculation of Vigs to v/(ne + § - nx). Because of the large
hybridization it is better to speak about a bonding and an anti-bonding combination of
3d° + 34' L, and similarly for the final state of 2p°3d! + 2p°34?L. As discussed, because of
the cancelation effect of Uea and Uy, the satellites are weak as most intensity goes to the
bonding combination.

In Fig. 35 the result of the short range model calculation is compared with a 2p X-ray
absorption spectrum of SrTiQ3. The short range model reproduces the spectrum including
the satellites correctly. For the main structures there are some changes: the first peak is
sharpened compared to the ligand field multiplet model, while the other 3 main peaks are
broadened because of the interaction with the band, In [Oln83a] this finding is used to
explain the experimentally found broadening. Other sources of broadening are symmetry
reduction, which is important in for example FeTiO4 and particularly TiQ; [DegB0a} and the
core hole lifetime effects which are different for the different states and to first approximation
are expected to increase for states 4t higher energy, and to be particularty large for the L,
edge. Also some spectra, such as for ScFa given in Fig 19, do show an asymmetric first peak
in experiment. Additionally it is noted that the ligand field multiplet spectrum of SrTiO,
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Figure 35: Titanium 2p z-ray absorption spectrum of SrTi0y compared with o tigand field
multiplet calculation (bottom, c) and o CT-M caleulation (middie, b).

has a sharp leading peak {as can be checked in Fig. 20). The result given in Fig. 35 is not
the optimized result as far as the ligand field multiplet model is concerned.

Thus althuough the CT-M model is necessary to explain the satellites, for the main
peaks the ligand field multiplet calculations can compete with the CT-M results as far as
accuracy is concerned, particularly if the Slater integrals are allowed to be reduced (though
this is not necessary for systems with empty 3d-bands). The main structures, including an
accurate account of the intensity ratios is obtained directly from the ligand field multipiet
calculations, as has been discussed in section 5.1. The CT-M results, though in principle
better justified, give .only a small improvement and have an important drawback in the
basic uncertainties in the parameters used. Particularly if one focusses on the symmetry
properties of a system, such as Jahn-Teller distortions, high-spin low-spin transitions, etc
it will be easier to study them with ligand field multiplets alone, because of computational
limitations and alsc because of the relative transparent meaning of all parameters used,

The use of the CT-M model implies for the satellites that they are of charge transfer
nature, in contrast to the former assignment in terms of polaronic satellites [Boe84, Laa90b,
Laa80c]. In fact the use of the charge transfer mechanism is questioned in these studies
and the inclusion of an additional excitation mechanism is introduced to explain the relative
large satellites which were hard to explain. A definitive answer to the question of the relative
importance of the different possible excitation processes is as yet not found.

8§.3.4 Trends in the short range (Anderson impurity) model parameters

In this section some of the trends of the parameters in the short range model are discussed.
As this is a whole subject of its own only some basic remarks will be made. A first estimate




to the configuration averaged (see below) values of U4y and A can be made from the atomic
estimates of the Slater integrals [Zaa86t]: Uy = E(3dV+') + E(3¢V-1) -~ 2E(3d™) ~
Py i FO(3dN+1Y + Py_ FO(3dN 1) — 2Py FO{3d™) = F®(32"). In this formulation ligand
field effects and the Slater integrals F2? and F* have been omitted for the moment. The
caleulation is basically a counting of electron-pairs (Py). The number of electron-pairs of
the N+1 plus N-1 states exceeds the two pairs of the N states by 1 (for all possible N}. Hence
its .value is basically determined by F° and the values of U'yy determined in such manner
gradually increase from about 15 eV for titanium to 18 eV for nickel, because the value of
F? is gradually increasing with atomic number (Z} throughout the 3d-seties, mainly as a
result of contraction of the 3d-states.

For the charge transfer A a decreasing trend is found and its value is a gradually de-
creasing function of Z (A = E(3dV+!L) - E{3dV) =~ conatant —~ F*(3d™)). Iis value is
about 31 eV for titanium and 28 eV for nickel. The parameters determined as such must
be corrected for polarization effects in the solid. This effect is accounted for by a constant
correction factor for both Usg and &. This brings the values of U4y to range from 3 eV
for titanium increasing to 6 eV for copper and A to range from 7 eV decreasing to 4 V.
For clarity it is noted that this general subtraction procedure is nat exactly correct and the
values found are not be taken quantitatively accurate.

Charge transfer versus Mott-Hubbard insulators

It has been shown by Zaanen, Sawatzky and Allen [Zaa85a} that the two parameters Ugqy
and A basically determine the nature of the band gap in transition metal compounds. The
lowest states to be filled allways are the empty 3d-states. If Uy > A the highest states to
be excited are ligand p-states, and if Uss < A the highest states are the 3d-states. This
devides the transition metal compounds in two basic categories: charge transfer systems
versus Mott-Hubbard systems. See for example [Abb83b, Fuj83] for recent discussions on
this matter. From the basic trends in I/ 44 and A it can immediately be concluded that the
early transition metal compounds will have a large tendency to be Mott-Hubbard systems
and the late transition metal compounds are likely to behave as charge transfer systems.

Corrections due to multiplet and ligand fleld effects

The values for [/ 44 and & have been determined with the average energies of the respective
3d¥-configurations. However the determining energies are not these average values, but
instead the lowest states in the respective multiplets. As has been discussed at length in
section 5.1 the energies in the ligand fleld multiplets of transition metal compounds are
basically determined by the dd Slater integrals and the cubic ligand field splitting. These
corrections can be worked out for the respective 3d™-configurations {Grf64, Zaa86t, Deg9it)
and from this the corrections on U4y and A can he determined as indicated in table 5.3.4.

Fig. 36 gives the rough estimates for {44 and A of divalent transition metal compounds
based on the linear trend in their mean values and the corrections from ligand field and
multiplet effects as indicated in table 5.3.4. The parameters used were B=0.1, C=0.4 and
D=1.0 eV. It should be noted that these determinations of I3z and A are only rough
indications, merely to account for the trends and do not have to be taken as absolute,
More accurate empirical as well as theoretical determined values are given by for example
the groups of Sawatzky [Zaaf6t, Vel90t, Vel9laj, Fujimori [Boco2a, Fuj93], Kotani [Kot62,
Oka92b] and Oh [Par88]. As discussed there is a considerable variation in the parameters
as determined in different groups (with different models).

RO

Configuration Corrections on U4y Corrections on A
3d [°T;] and 38 [° 73] —§B /5. D| -5B -15'D
342 {’T.) and 34" {71 -58 0| ~-108B -2/5-D
3d® [ Ay] and 3d® [*44] +48 5/5.D| -6B +43/5-D
3d*PE | and 3d° PE) -8B 0] —14B +3/5-D
3 [04,] +W4B+1C -5/5-D| +7C -2/5.-D

Table 12: Corrections on Ugg and & from the multiplet (B and C) and crystal field (D)
effects. For the configurations 3d% to 3d° an extra correction of +7C should be included
for A. (The corrections fnr 3% and 347 states due tn ronfanrntinn internction have been
neglected). ®
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Figure 36: Estimates for Uaq, Usa (doshed), A ond A (dotted)

From Fig. 36 it can be seen that the main effect of the multiplet and ligand field effects
is the increase in the values of U4, and to a minor extend also of A, for the 343, 3d° and
3d® configurations. This effect is superimposed on the increasing respectively decreasing
trends. For all late transition metal oxides Uz > A, that is they all belong to the class of
charge transfer systems. They all are also ingulating as A still is relatively large compared
with 54 ~ 2.0 eV, Mn?* has both very large Uy and A because of the exchange splitting
of the five unpaired spins. ‘Because both 3% and 3d® are stable configurations, Cr?* is
liable to be unstable with respect to charge disproportionation. The band gap of the early
transition metal systems is determined by Uzy and they are also predicted to be closer to
the metal-insulator transition point. In fact TiO and VO both are metallic.

Effects of different ligands

The effect of the ligands has been discussed for the case of the nickel halides and it has
been found that the ligand largely determines the value of A and in first approximation not
affects Uzy. For empirical studies of these trends is referred to the recent papers of Bocquet
and coworkers[Boc92a, Bocg2b) and Fujimori and coworkers{Fuj93]. A is found to increase
as: F> O n~Cl> Br~ 8> [~ Se>Te. Assuming a rigid shift of' & this effect will
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bring the late divalent transition metal suifides and iodides closer o the metaltic region and
for example CoS and NiS are indeed metallic [Wis72]. Because of the large value of & of
the 3d®-configurations, the divalent manganese compounds are insulating.

Effects of different valencies

For the general case of a formally trivalent transition metal ion we will for simplicity assume
that the change in A is a constant and as an example a vatue of 2.5 eV is subtracted. Also Uy
will be slightty affected and it is increased by 0.5 eV. An increasing valency will also increase
the hopping (te) and affect the ligand field splitting, which is approximately doupled from
1.0 eV to 2.0 eV [Sug70|. This relatively large increase of the ligand field splitting is mainly
caused by the covalent contribution which is related to tL/A._
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Figure 37: Estimates for Ugq, Uy (dashed), & and A (dotted) for a trivelent transition
metel ozide.

Fig. 37 gives the rough estimates for Uy and A of trivalent transition metal compounds
based on the linear trend and the corrections from ligand field and multiplet effects as
indicated in table 5.3.4. The parameters used were B=0.1, C=04 and D=2.0 eV. The
figure as drawn is probably most appropriate for the early trivalent transition metal ions.
Trivalent iron oxides with a 3d5-configuration have large values of both {4 and A and will
form charge transfer insulators [Boc92s, Fuj83). For a discussion of the tetravalent systerns
is referred to [Boc92a, Fuj93, Deg9lt).

Effects of the crystal atructure

The links between crystal structure and electronic and magnetic structure are subject of
much research and can be found in the papers of for example Wilson [Wis?2, Wis88],
Goodenough [Goo?1, Gle8S] and Torrance [Tor92), and references therein. As far as the
short range Hamiltonians are concerned, the crystal structure will for ail affect the hopping
term tpy. As discussed a transition metal lon in a perfect octahedral surrounding of oxygen
or a halide will obey the relation tpy; ~ 2tpss. Distortions from the octahedral symmetry
would need the inclusion of more symmetry specific hopping terms, such as for example in

2/

[Laa92a) for D3q-symmetry. If one does not allow for more hopping terms, distortions are
likely to mix the o and = bonding of the ligands [Deg93al.

5.3.5 The relation with other parameter sets

Apart from the parameters of the short range model, there are other parameter sets which
have been used to describe the transition metal compounds and complexes. For example
much work has been done on the 2-parameter ligand field multiplet model, in which optical
spectra have been described with two basic parameters: the ligand field splitting {D) and
the Slater integral reduction (B, £¢)- The variations in ligand field splitting have been
described with the so-called spectrochemical series: The ligand field strength decreases as
C>N>0>F>8>Cl>Br> I [Sug70]. The variations in the Slater integrals are
denoted as the nephelauxatic series: Their values decrease as F > 0 » N >Cl> Br>
! > 85 > 8e > Te [Jor7l]. The word ‘nephelauxatic' refers to an expanding cioud, and
it can be seen that the series relates directly to the polarizability of the ligand. (Closely
related to the nephelauxatic effect is the covalency factor (N), which is used in papers on
electron paramagnetic resonance (EPR); The Racah parameters are scaled down with N*
and the spin-orbit eoupling with N? [Cur74, Kua92).)

For fluor the atomic value of the Slater integrals can be used and the values decrease
towards telurium. The nephelauxatic series runs in parallel with the variations in the
charge transfer energy A. As discussed in section 4 this relates to the fact that a decreasing
&, effectively increases the mixing of 3¢¥+'L in the ground state, which within a short
range model description reduces the multipiet splitting. Within the short range model this
reduction of Slater integrals can be estimated

compound  charge transfer hopping ligand field splitting  reduction
A tpds D R
NiF, 65 2.0 0.42 (0.79) 0.06 2% (99%)
NiCly 3.6 2.0 0.63 {0.85) 0.95 B2% (73%)
NiBr, 28 2.0 0.75 (0.95) 0.91  75% (65%)
Nil, 15 2.0 0.89 (0.99) 0.91  66% (25%)
NiF, i3 2.0 0.56 (0.92) 090  85% (90%)
NiCl; 1.3 1.7 0.74 (0.93) 0.95 65% (75%)
NiBry 0.3 14 0.63 (0.83) 0.91  54% (63%)

Table 13: The parameters of the short range model. Top series as used by Zaanen et al.;
bottom series with modified perameters as used by Okada e al. An ionic contribution has
been added for the ligand field values in brackets and in the third column the optical values
are given. The reduction factors (R ) are compared with the optimized values from the Slater
Integral reduction method (in brackets).

and table 5.3.5 contains the reduction parameters as obtained from the parameters of
(Zaa86a, Laas6a]. The reduction factor can be determined from:

rel N VA, +43,) - v(aF, + 42)

2 - 2-4F

Ar, is the final state energy difference of a particular multiplet state I'; with the band.
SE is the energy difference between the two multiplet states, which is equal to Ar, — Ar,. If

(20)




the hopping tps is zero then fi=1. With increasing hopping (and constant charge transfer)
R slowly decreases. From comparison with the values obtained from the Slater integral
reduction method one finds that these values lie in between the values as obtained from the
two sets of parameters as used by Zaanen et al [Zaa86t} and Okada and coworkers [Oka92a].

The anion spectrochemical series has a more complex relation to the short range model.
If A is decreased by constant tpg, the ligand field splitting will increase due to the increased
mixing of ligand p with metal d-states. However the opposite trend is laid down in the
spectrochemical series. This apparent discrepancy is related to the fact that the ligand
field splitting is partly lonic in origin and the ionic contribution is related to the anion-
cation distance, which for the halides is smallest for a fluoride (see for example [Deg80a]).
The covalent contribution to the ligand field can be estimated from the short range model
parameters as:

Deow = V(AT +4t2,,) — V(AT + 483,,) {21

The values of the ligand field in table 5.3.5 are determined from the energy difference
between ty, states and e, states assuming the rule tpgs = 2 fp4y. It is noted that if an
jonic contribution to the ligand field splitting (Djon) I8 included this will increase the energy
splitting for the ¢ interaction by &, = & + % - Dion, and decrease A, by the same amount.
Effectively this will slightly decrease the covalent contribution to the ligand feld splitting.
By adding ionic contributions of 0.4 eV for flucride (distance nickel-fluor is 2.54 &) and
0.25 eV for chloride (3.14 A) and bromide (3.27 A), the total ligand field splittings take the
values as given in brackets. Notice that the parameter set as used by Okada et al, gives
NiCl, a larger ligand field splitting as NiBrs, in accord with experiment.

For the metal ions the spectrochemical series is: Mn%t > Co¥t > V3 > Cr¥*t >
Fet > Vi 5 Fel* 5> Co?* > Ni%* > Mn?*. The Nephelauxatic series reads: Wn?* >
V5 Ni?* 3 Coft > Cr3t > Fe** > Co** > Cu®* > Mna'*. From the valency point of
view the series are clear: Mn** has the latgest ligand field splitting and the smallest Slater
integrals, which is in accord with the large covalency of the tetravalent materials. Within
the short range madel tetravalent materials will have a relatively small A compared with
tpd [Boc82a). Within a certain valency the variations are in general small. The 3d%-systems
have a large A and Uyg, so they are expected to be most ionic’, implying the smallest ligand
field splitting and the largest Slater integrals. This is indeed reflected in the position of
Mn?* and Fe®* in both series. For the crystal field a further expected trend is that the late
transition metal jons are most localized and have the smallest ligand fields. An exception
to this rule is Co®*, which turns over to a low-spin configuration thereby largely increasing
its crystal field strength.

It is noted that the parameters in the short range model are further expected to have
close relationship with for example the dielectric constants (~ Slater integral reduction)
and the redox potentials (~ trends in Uygy and A). Also there are other models which try to
explain the trends in the transition metals, from which the model of Wooley is an interesting
alternative [Woo87]. This model uses Uy and tpq a8 in the short range {Anderson impurity)
model {but omitting A) and is extended with the electron-lattice coupling effects (v} which
can be of a large energy scale in localized systems [Woo87, Ano75]. These electron-lattice
coupling effects are missing in the present short range model approaches to core spectroscopy
and a future extension in this direction will be important. A number of studies of short range
(Anderson impurity) model calculations with coupling to vibrations have been performed in
the context of superconductivity. The coupling to the lattice can give rise to small polarons
which form pairs, leading to the co-existence of narrow boson-pairs with wide fermion bands

[Rob87).
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6 X.ray Magnetic Circular Dichroism (X-MCD)

In: this section the question of the calculation of the x-ray magnetic circular dichroism (X-
MCD) signal is adressed. Recently this field has gained much interest because of the promise
of the determination of the ground state values of the spin and orbital moments using sum
rules.

8.1 The atomic single electron model

edge polarization magn.+ magn.- no magn.
Lo + 3 1 4

- 1 3 4
Lj + 3 3 [

- 5 3 8

Tabie 14: Atomic, single electron model of p — d transitions. The values given are the
relative transilion probabilities.

An atomic, single electron, mode! has been worked out by Erskine and Stern [Ers75).
It describes the transitions of the 2p core state to the 3d valence state. p — # transitions
are neglected and in the model also core hole effects are neglected. The valence d-states
are explicitly written as an expansion of the spin and angular degrees of freedom, using
spherical harmonics. The relative intensities of the reduced transition probabilities (¢) for
the various possible combinations of polarization and magnetization are then worked out.
They are collected in table 14, under the additional assumption that the radial part of the
matrix element is equal for j=3/2 and j=1/2 core states. For a mathematically rigorous
determination of these values [ refer to the paper of Brouder and Hikam [Bru9l)]; here [
only would like to concentrate on the resulting numbers.

From the table al! intensities and their ratios can be deduced. The cverall Ly : L,
intensity ratio, using linear (or non) polarized x-rays is 8:4, as given directly by the j-value
of the rore state. This ratio is also found in case of circular polarized x-rays and a non-
magnetic system. The X-MCD signal is defined as the normalized difference in absorption
between right and left polarized x-rays:
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With this definition it is found that for the La edge the X-MCD signal is -1/2 and for
the Ly edge it is +1/4, hence the L3 : Ly X-MCD intensity ratio is -1:1. Also the intensity
ratios for right polarized x-rays can also directly be obtained from the table. They are
3:3 in case of a parallel magnetic field and 1:5 for an anti-parallel magnetic field. This
atomic, single electron, model is often used as a starting point to analyse X-MCD spectra
[Ers75, Bru91, Tob92, Baudl). In the following I will try to discuss how to proceed to other
models. Here one can follow two routes:

1. To include band structure effects, including the *Stoner' exchange splitting ([?) and
3d spin-orbit coupling (¢4), with relativistic LSD calculations.

2. To include the multiplet effects of the core hole in the final state.
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8.1.1 X-MCD in the Multiplet model

I will start with an outline of the second route, that is to include multiplets in other words
the core-valence Slater integrals as well as the valence-valence Slater integrals, Tn that case
the 3j-symbol description, as explained in section 4, is appropriate. For atoms the matrix
element is given by the square of the 3j-symbol;

J1ory

-M ¢ M
An atom in a magnetic field will have a ground state with M = —J. The spectral
shape for left respectively right polarised x-rays will be given by the squared 3j-symbol
for respectively ¢ = 1 times the final state multiplet. An important difference with the
atomic, single electron, model is that the branching ratio will be affected by the symmetry
of the ground state, which in turn is determined by the dd Slater integrals (Hund’s rules).

As discussed in section 5.2.1, because of the interplay between core hole spin orbit coupling
and core hole Slater integrals the branching ratio will not be statistical.
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system symmetry linear magn.- magn +
AS-model all 0.67 0.87 0.50
vi* 1Dy 0.46 0.63 0.41
Feit T2 0.78 0.85 0.61
(€2 =0} Ty 0.72 0.88 0.59

T4, 0.63 0.63 0.63
({2 =0) 14, 0.60 0.60 0.60

Table 15: Branching ratios for different pelerizetions versus magnetizations. Results are
given for a series of tons within the Atomic Multiplet (AM)} model. In case of the Fe**-ian
& small (high-spin) and large (low-spin) ligand field has been added. The values are taken
from Table IV in Ref. [Loa91]. The Atomic, Single electron model yields the same values
Jor all ions.

In table 15 the branching ratios are given for some transition metal ions, as calculated
with the. multiplet model. They are compared with the values from the atomic, single
electron, model. The branching ratios are very sensitive to the ground state symmetry,
which has been discussed in detail in section 5.1 [Laa88a). The branching ratio is always
larger for a high-spin state; Compare for example the ! A; and *T; states of trivalent iron,
As discussed in section 5.2.1 the changes in the branching ratio due to the 3d spin-orbit
coupling, that is the difference between {4 = 0 and its atomic value, are not large (compared
to the difference between high-spin and low-spin). Additional effects can occur due to further
ligand field symmetry reduction, such as Jahn-Teller distortions.

6.1.2 X-MCD in short range models

Like for the discussion of the spectral shape, also for the X-MCD spectra the multiplet
model can be extended as to include charge transfer effects. The short range {Anderson
impurity) model has been used to explain the X-MCD in the 2p x-ray absorption spectrum
of Ni. :




The ground state of Ni is expected to be rather well described with relativistic LSD
calculations. This makes the use of short range models less justified compared to for example
a charge transfer insulator like NiO. However to account for a correct description of the
localized final state of 2p x-ray absorption, including the action of the core-valence Slater
integrals, it is necessary to describe also the ground state in such manner that can be used
in a short range model analysis, There have been three papers on the description of the
2p-MCD in Ni with short range models. In table 6.1.2 the parameters as used are collected.

parameter  [Jodl, Jo92] [LaaBZa) [Tand2b]
X-MCD X-MCD + XPS X-MCD + XPS
A —1.0 +0.75 —0.5
Uga 5.0 15 3.5
U 6.0 25 4.5
tva 0.65 <1l0> 0.7
energies
40 2.25 3.0
& 0.0 0.0 0.0
qie 1.0 -0.75 0.5
ground state
17% 18% 17%
& 65% 49% 0%
die 18% 33% 4%

Table 16: Model parameters, ground state ionic energies and cccupation numbers of three
short range model calculations of nickel.

The first calculation was performed by Jo and Sawatzky [Jo91]. They described the
ground state of nickel as 17%|d%? > +65%|d% > +18%]|d'° >, using the parameters as
collected in the first column. v denote delocalized electrons positioned in unoccupied states
close to Fermi level. Good agreement with the 2p-MCD spectrum of Ni was obtained. In
the subsequent study of Tanaka and coworkers[Tan92b), the analysis was extended as to
include also 2p- and 3p- XPS spectra, which allow for a more critical test on some of the
model parameters. It turned out that in order to describe the satellite structure in XPS
accurately, it is necessary to decrease Uz, Us and A as indicated in the last column. This
modifies the energy positions of the different configurations. Because of the decrease of A
and Uyg the energy difference between the lowest energy d-configuration and the d'° and ¢®
configuration decreases. This mostly affects the occupation of the d'% configuration which
is increased from 18% to 24%.

An alternative calculation by van der Laan and Thole {Laa%2a] differs in some aspects.
First the calculations of {Jo81] use only one interaction strength iy, while in [L2a92a] the
states are projected to Day-symmetry and different couplings are used for the different
symmetries: a « ¢, ¢ — t and e — ¢ {Dyy «— Oy). Dyy-symmetry is chosen because the
holes are expected to be formed near the L-points of the Brilloin zone. The ground state is
notated as |[d® > +|d%y > +|d'%? >, instead of [d¥v? > +|d®v > +|d!® >. That is holes are
used for the reservoir-states instead of electrons. The consequence is that the A as given in
{Laa92a] (-0.75), must be reversed to +0.75 in order to bring it into comparison with the
other calculations. A last point of difference is ir: the approach to U4 which is assumed to
be spectroscopy dependent and values of 2.5 eV and 4.5 eV are used respectively for XAS
and XPS. In contrast in the other calculations, as well as in all calculations of Okada and
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Kotani discussed in section 4.3, Uz is not varied. For a further discussion of this point
is referred to appendix A. For comparison it is noted that for the determination of the
valence band photoemission spectrum of Ni a value of Uyy = 4.3 has been used by Falicov
and coworkers [Fal84, VicB5], using an exact solution of the Hubbard model in combination
with the LSD calculation of Wang and Callaway [Wan77).

The different calculations can best be compared for their ionic energy positions as given
in table 6.1.2. It turns out that the ordering of states is different and while the d!9-
configuration is lowest for [Laa92s}, the &*-configuration is lowest for the other calculations.
This has & direct consequence for the ground state occupation numbers, with the d'°-
configuration more contributing in [Laa92a): 33% versus 24%. As far as the description of
the spectra is concerned both calculations of [Laa%92a) and [Tan92b] give good agreement
with the observed spectral shapes in the XAS, X-MCD and XPS spectra. It is concluded
that the short range model can give an accurate description of the spectral shapes and
X-MCD of nickel, but to accomplish this task their apparently still is a reasonably large
range of parameter combinations.

6.1.3 X-MCD in relativistic LSD calculations

A different route to explain the X-MCD spectra is to perform relativistic LSD calculations.
This route is certainly most appropriate if multiplet effects can be neglected such as for the
K edge of transition metals and {to a large extend) the L33 edge of rare earths. However
relativistic LSD calculations (and all other models neglecting the core hole effects) are not
appropriate to describe the Lz 3 edge of nickel and the cther 3d transition metals.

In Fig. 38 a schematic view is given of the various models with the important parameters
which are included in various stages. In the band structure approach, the spin-polarised
density of states is calculated using relativistic LSD calculations. As yet relativistic LSD
programs have been developed for KKR [Ack84], MS [Str89], LMTO [EbeB8&a, EbeS8b] and
ASW [Kru88]. The x-ray absorption spectrumn and the X-MCD signal are determined from
Fermi’s golden rule {(equation 4} or with the Green function formulation (equation ). The
relativistic LSD approximation includes the 'magnetic’ exchange effects and the 34 spin-
orbit coupling exactly but neglect all core hole (exchange) effects in the final state, In fig. 38
the 3d spin orbit coupling is denoted as {4. The (magnetic) exchange coupling is denoted
as [}, that is within the calculational scheme the exchange is not a constant, but from the
calculation an effective exchange coupling can be obtained. The same is true for the cubic
crystal field splitting (10Dg").

Aas has been shown by Schiitz and coworkers [Sch87, Sch88, Sch89|, an important experi-
mental parameter is the normalized difference in absorption between right and left polarized
x-tay$ a8 given in equation 22. If multiplets are not important it can be shown that its
value is related as:

ot ~o~ nt —n~
ot +o- "nt4n’

n is the spin-polarised projected density of states. F. is a constant related to the Fano-
effect and its value is determined in the atomic single electron model: F. is -0.5 for the
Lj-edge and 0.25 for Ls. For K edges the value is only about 0.01 due to the absence of
core hole spin-orbit coupling [Sch92]. Equation 24 implies that from the X-MCD signal
directly the degree in spin-polarization of the ground state is obtained, or in other words
as x-ray absorption is a local probe the local magnetic moment. This has been shown for

Iyep = (24}
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Figure 38: Schematic picture of the models used for the analysis of MCD spectra

@ubbard model

5d-impurities in iron {Wie81, Sch92] and for a series of platina alloys and Pt-Co multilayers
[Ebed1. Sch90, Rue91] (but see next section on sum rules).

It appears that the magnetic moments as determined from X-MCD experiments and
equation 24 do show close agreement with relativistic LSD calculations for the ¥ edge of
iron, the L3 edges of 5d-metals and the L; and L, 3 edges of Gd [Ebe88a, EbeB8b, EbeB9a,
Ebe89b, Ebed0, Ebedl]. In these calculations the spin-up and spin-dewn projected density
of states of (3d-S\stdmY) are determined by two important parameters, the'@ spin-orhbit
coupling and the effective exchange splitting between up- and down.

Smith and coworkers [Ched1, Smi9?) explained the Ly 3 X-MCD spectrum of nickel from
a relativistic LSD model. To obtain the correct branching ratios they had to renormalize the
3d spin-orbit coupling and the effective (Stoner) exchange splitting. This in contrast to the
approach by using the shart range model including multiplets, where the largest contribution
to the non-statistical branching ratios are the final state effects, that is the core-valence
Slater integrals. Because the core-valence Slater integrals eflects are important, also for the
pure metals as can be most directly seen from Fig. 38, a model which does not include them
can not be expected to be correct for the description of the spectral shape. Therefore the
renormalization of the 3d spin-orbit ccupling and the effective exchange coupling 'hides’
the final state core hole exchange effects into the ground state description, which is not a
preferable choice. This can be stated as; An accurate description of the ground state s only
possible with correct inclusion of final state effects.
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6.2 Sum rules

Recently it has been shown by Thole, Carra and co-workers [Tho92, Card?2, Car93) that the
normalized integrated X-MCD signal can be related to the ground state expectation values
of the orbital angular momentum < L, > and the spin momentum < $, >. Using the
discrete energy range of the 2p — 3 transitions the optical sum rule as derived by Smith
{Smi76] can be used to a good approximation for the Ly 3 edges of the 3d-systems and the
M5 edges of the rare earths [Tho82|. We concentrate here on the L, 3 edges which involve
a p to d transition. In that case for the orbital moment divided by the number of holes of
3d-character (ny) one finds:

<L,> o ~a7)
=9. fzdg - _ . {25)
ny Jegelot +o 409
<85 > . +§ . fLa:dge{g+ " d_) -2 J-Lgedye(a+ - g;) (26)
ny, 2 Jeagelot + 07 +a9)

In the original papers [Tho82, Car93] the prefactors ({1 + 1) + 2 — clc + 1}/U{{ + 1) [c
denotes the angular momentum of the core state, | that of the valence state} and [{I + 1) —
2 — ¢{c+ 1)/3c have been given. For a p (c=1) to d (1=2) trapsition they are respectively
equal to [ and 2/3. In using these sum rules the following éumptions have been made:
(AQ): The radial matrix element is assumed to be energy independent, hence eqgual for
the Ly and Lz edge. This approximation is assumed to hold within 10%. Also relativistic
correction are not included. (Al): The Intensity of the Lj edge is assumed to be two times
the intensity of the L edge. This implies seperable edges which as indicated in [Car93] is
correct to about 3% at the end of the transition metal series, but worse in the beginning
due to the small core hole spin orbit coupling. (A2): In the present discussion [ omitted
for simplicity the magnetix dipole operator (< T; >). If one includes & finite < 7, >,
< S, > /ny must be replaced by < S, > +% < T, > /ny [Car93].

These optical sum rules bear close relationship to the semi- empirical rules as derived
by Schiitz and co-workers [Wie81, Sch93):

<L,> 1 4 (gt —07) 2-{ct ~07) v

——— s, PR — 2
iy 3 Lyedge (U+ +Uq) <[I.;=dge (0'+ +o°7) ] { ‘)
<S> 4 {gt-0o") {o*—07) o8
Ny - 5 ’ v/.LJedye (0'+ + 0'—) /..L-;cdgz (et +07) (28)

As these rules were derived from a band structure point of view some additional ap-
preximations have been introduced. (A3): Instead of an integral of the dichroic signal and
the total cross section, the dichroic signal is divided point by point (chosen because this
is experimentally more appropriate). Mathematically this implies that the integration and
division are exchanged, hence it is assumed that:

B

This assumption is only exactly correct if the dichroic signal follows the total spectrum,
that is if y = c(onstant) - r. It can be expected that this assumption is appropriate if the
spectrum consists of a single L and L; peak without too much fine structure as often is the
case for 3d metals. (A4): The use of (¢+ + ¢~} in the denominator implicitly assumes that

(29)
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0% = (o7 + 7)/2, which is correct within band structure, but not necessarily so within
multiplet theory.

We now rewrite the formulations 27 and 28 assuming that the approximations (A3}
and (A4) hold exactly. In the first step we rewrite the denominator to (e* + 0~ + o).
The intensity of (o* + ¢~ )L, is equal to 3(¢* + o~), following approximation (A1). Also,
following (A4): (0¥ + ¢~ ) is equal to }(0* + 0~ + 7).

With these modification 27 and 28 are changed to:

Aot —a 2. (g% ~ o~
S Y P e Ny 1 L AR e
Th 3 Laedge 3'3(0’++0'_+0’0) Laedge 3'5(0' +o- +07)
<S> 4 (ot —o™) (o* —o™)
=3l P 7P i Tl 3
mh 3 L3edge 5'3(0’++0 +a°} Lzedyzg's(ﬂ' +o +0')

Then using the {mathematically incorrect) identity (A3) one finds:

<Lz> _ fed (U+-0'-)
=3 f.d,,(?* o (32)
<8 > =3. ILgedge(a+—a-)_z':ri.:ednne(a+ _0‘) (33)
Tin N o - )

That is one finds the correct optical sum rules as derived in [The92, Car93], however
with different prefactor: For < L, > one finds 3 instead of 2; for < S, > one finds 3 instead
of 3/2. In other words in the semi-empirical rules as in [Wie81, Sch93] the factors used were
too large (assuming the optical sum rules to be correct).

On the basis of a single particle transition Sthr and Wu [Sto93] also derived relations
between the observed X-MCD signals and the orbital and spin-moments. Their rule for
< L, > is qualitatively equivalent to the optical sum rule, though their prefactor is different.
For < S, > they find a qualitatively different relationship, specificly related to their model
description [S:1093].

The use of the sum rules

The sumrules present a powerful method to determine- both the local spin and ontbital
moment. However in the practical use of the rules there are some problems which will be
shortly discussed. The sum rules can be formulated as:

<>=C-np,-f(0’+.ﬂ'_) (34)

The constant (c) is known, but both the number of holes (na) and the experimentally
determined function f(g+,o~) present some complications.

To find the value for ns one uses LSD band structure methods and determines site
and angular momentum projections of the distribution of states, This gives the number
of occupied states of metal (3)d-character (ng), and with n, = 10 — ng the number of
holes. There are two complicating factors: First the LSD methods used (LAPW, LMTO
and ASW) do contain interstitial regions and/or empty spheres. It is not obvious what
to do with the charge density in these regions. Secondly the radius of the sphere around
the metal site is chosen as to perform a correct calculation, but this sphere does not have
much meaning in the sense that the metal atom ends there. That is the determination
of the amount of d-character depends on the sphere size which is not obviously ‘correct’
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for this purpose. In fact because the experiment probes states starting from the 2p core
state this makes the problem even more complicating, because one should use a radius (or
radial function} related to the core wave function. The consequence is that the number of
d-character found is at the moment largely method- dependent and not uniformly defined.
Because of this reason it is safer to give the expectation values per hole (< L, > /na).

To determine the experimental function f(o*,¢~) there are also some complications.
QOue problem is related to the determination of the normalization by the total absorption
cross section (o + ¢~ + ¢%). In an experimental 2p spectra one finds not only the local-
ized transitions to 3d states, but also the 'step-like’ absorption edge to delocalized states.
Additionally the background is often not horizontal due to experimental conditions and
sometimes other absorption edges. This gives a difficult task to first sort out the 'correct’
absorption spectrum and then to separate it into the localized part and the edge jump.
This procedure leaves some space for particular treatments, hence systematic errors. For
example it is not cbvious how an edge-jump should be included and also it is likely that
the edge-jumps are compound (crystal structure) dependent.

An additional experimental complication is the incomplete circular polarization. If the
rate of polarization is known one can generate the 100% polarized spectra, however with loss
of statistics. Some monochromators have energy-dependent polarization rates which further
complicates this procedure. If one uses left and right polarization {instead of changing the
magnetic field) one should take care of small energy-shifts and small differences in the
degree of polarization. Also the magnetization is in general not 100% and, depending on
the detection technique (section 2}, sample preparation and cleaning procedures, the part
of the sample under investigation is not allways single phase and/or clean. In many cases a
clean, single phase sample poses strong technological demands which are not allways mert.
One should be allways careful to have quantitative knowledge on the rate of polarization,
magnetization and sample-purity, if using the sum rules,

As shown by Carra and coworkers [Car93] the problems related to nj as well as most
experimental complications disappear, or at least strongly diminish, for the determination
of the value for < L, » / < 5; >. This ratio can be found by combining 25 and 26:

<Li>_4 Jeggelot —a™)
<85> 3 fhtdﬂ(a*‘ -1 -2 j"[.,_m,ge(a+ —-g7)

it can be seen that, apart from n, also the normalization disappears from the formula.
The remaining values for this ratio can be determined directly from experiment. Some of
the experimental problems which remain are the non-compiete separation of L; and L,,
and some of the uncertainties caused by the rate of polarization and magnetization. The
values for iron, cobalt and iron determined by this rule from X-MCD experiments do show
close agreement to the available neutron data [Car93}.

Wu and coworkers have used the sum rule to analyse their data of Co and a Co/Pd
multitayer [Wuy82]. Using n,=2 they have found values for. < L, > of respectively 0.17
and 0.24, in good agreement with theoretical predictions from Daalderop and coworkers
[Daa91). Tt is noted that the choice for the ny to be equal to two is not well defined, as
discussed above,

(33)

6.3 Linear dichroism

Linear dichroism, or polarization dependence, is the difference in absorption between tran-
sitions of x-rays with ¢ = +1 compared to x-rays with ¢ = 0.
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Because synchrotron rafiation is linearly polarized, the difference between normal incidence
and grazing incidence probes the linear dichroism of the axis perpendicular to the surface,
that is for example effects from the surface itself, or from perpendicular magnetization.
Grazing incidence spectra are susceptible to 'saturation effects’, that is the electron yield
intensity is not exactly proportional to the absorption coefficient. This happens because the
penetration depth of the x-rays can become comparible to the escape depth of the electrons
as has been analysed in detail for LaF, [Laa88c] and for thin layers of NiO [A1d93]. To avoid
the complications due to these saturation effects it is to be prefered to avoid too grazing
incidence spectra. The angle at which saturation does not yet play a role depends strongly
on the absolute absorption cross section, that is on the material and edge measured. If
one wants to measure the linear dichroism spectrum for compounds with an electrostatic
and/or magnetic axis, it is preferable to position the axis in the plane of the surface and to
measute in normal incidence. In doing so one can measure the linear dichroism by turning
the axis under consideration from horizontal to vertical, thereby avoiding any artefacts due
1o these saturation effects. Additionally the (eventual) linear dichroism effect due to the
surface is not altered in this set-up.

o)

Experimental

Selection riules

The condition for the occurtence of linear dichroism is a macroscopic asymmetry in the
electronic and/or magnetic structure. The symmetry criterion which determines a possible
polarization dependence is given by the space group of the crystal and not by the point
group of the atom. Consider for example a crystal which has a cubic space group and
the absorbing atom a tetragonal point group. In this case the shape of the metal 2p
spectrum is determined by the point group, however no linear dichroism is found because
the potentially dichroic eflect of the two atoms, oriented horizontally and vertically, cancels
exactly [Bru90a).

The dipole transition can be denoted as P-like {& J = +1,-1 or 0) in the atom. From
Fig. 28 it can be checked that in octahedral symmetry no polarization dependence can occur,
in contrast to tetragonal symmetry. The linear dichroism of all space groups can be deduced
directly from the symmetry projection rufes [But81]. For a Dy space group there are three
different directions, and in principie there will be linear dichroism effects with respect to all
axis [Bru90a]. From Fig. 28 it is clear that the linear dichroism of quadrupole transitions
{which have atomic D-symmetry) is different, and already in octahedral symmetry linear
dichroism effects occur. This can be used to distinguish quadrupole and dipole transitions
[Hah82, Brug0a).

Linear dichroism can be caused by both electronic and magnetic effects, in contrast to
circular dichroism which can only be caused by magnetic effects. Ligand fields can never
cause a difference between the AM = -1 and AM = +1 transitions, which is a direct
consequence of Kramet's theorem [Kra30} which states that the lowest state in a static
electric field is always at least twofold degenerate. The only way to break the degeneracy
of the Kramer's doublet is by means of a time asymmetric field, in other words a magnetic
field.
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Linear dichroism of layer compounds

Layer compounds contain at least one axis which is distinguishable from the others, hence
the x-ray absorption spectra are polarization dependent with respect to this axis. For
example BaCoF, crystallizes in.a C}2(A3,am) space group. Along the [001] direction (a-
axis) a macroscopic electric polarization has been found, which can be reversed by reordering
the CoFy-sheets. At room temperature BaCoF, is ferroelectric and paramagnetic. Below
T = 68 Kelvin it is antiferromagnetic [Kev70|.

The cobalt 2p x-ray absorption spectra of BaCoFy show a large linear dichroism for
E L aand for E [| a [Che90a]. It has been shown that the linear dichroism effects of BaCoF4
can be simulated with ligand field multiplet calculations for a 3dyg — 2p°3d® transition
[Deg91t]. Atomic Slater integrals have been used and the atomic 3d spin-orbit coupling
has been included. The calculations reproduce the observed temperature dependence of
the dichroism. The temperature dependence shows a sudden step at 68 K, related to the
additional linear dichroism effects of the magnetic exchange coupling [Sin00}.

Linear Pichroism of surfaces and adsorbates

A surface presents a clear breaking of the (z, y, z)-symmetry, and will present a rather large
linear dichroism between polarizations in the surface plane and perpendicular to it. A linear
polarized x-ray impinging perpendicularly upon a surface excites core electrons to bonds
lying in the surface plane. A grazing incident x-ray excites exclusively bonds perpendicular
to the surface plane, which can be used to determine the surface electronic structure.

A problem with electron yieid is that due to its mean probing depth of the order of 50
A the surface signa! is overwhelmed by the signal from the bulk. To separate the surface
signal it is fruitful to use ion yield which, with its probing depth of only 1 or 2 layers, is
a true surface probe. The combination of ion-yield and electron yield detecticn has been
applied to the CaF3-Si(111)-system [Him91)].

Surface dichroism effects are particularly useful for adsorbates. A nice example is given
for the adsorption of boron on a silicon (111) surface, for which the sharp boron #-peak.
related to the silicon-boron bond, is visible solely with p-polarized x-rays [Mcl90]. Given
that the adsorbates are present on the surface only, the x-ray absorption spectrum can
be measured with any method [Som92, Ped89|. Because electron yield measurements are
easier in their use, adsorbates are usually measured with (partial) electron yield. Besides an
interest in the structure of the x-ray absorption edges, the surface extended x-ray absorption
fine structure (SEXAFS) is important for the determination of for example the surface bond
lengths [XAS91]. The common procedure of analysis for the 'near edge structure’ is by
means of multiple scattering calculations. Emphasis is given to the complicated probiem of
correct determination of the surface structure [Ped90j.

Linear dichroism of magnetic materiala

Magnetic effects generate circular dichroism, but they also have a large effect on the linear
dichroism as has been first shown by van der Laan and coworkera {Laa86b]. The magnstic
field determines an axial direction in the crystal and with respect to this axis linear dichroism
occurs. Within atomic multiplet theory this can be calculated directly by evaluation of the
properties of the 3J-symbol. Under the assumption that only the M = —J magnetic level
of the ground state is filled, a strong correlation between the polarization vector g and the
various final states with different J's is found. This correlation is given in table 6.3.
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Table 17: Correlation between AJ and AM;

Atomic multiplet theory can be used directly for the rare earths and because the J
valnes for the rare earths are found to be in between 5/2 and 8, AJ = %1 transitions are
almost exclusively correlated with ¢ = AM; = 41 transitions.

The polarization averaged spectrum is formed from a combination of ail transitions from
the 4fV ground state of specific J to all 3d*4f¥*! final states of J + 1, J and J — 1 and
it turns out that the oscilator strength to the final states of the different J's is grouped in
different regions of the spectrum [Goe88]. Fig. 39 shows the atomic multiplet spectrum for
Tm?*.

(PAGe 751

Figure 39: Atomic multiplet calculation of My edge of thulium. Top spectrum: dashed line
corresponds to AJ = 0 ond chain-dotied line to AJ = ~1. Bottom spectrum: the resulting
spectra for ELM (dashed) and E||\M (solid). )

The My edge has three possible transitions, the first one with AJ = 0 {dashed line) and
the two others with AJ = —1 (chain-dotted line} Due to the Jg-correlation the transitions
to AJ = -1 are solely visible in the ¢ = 1 spectrum, and the AJ = 0 transition is
largely restricted to @ = 0 polarized x-rays. The small low-energy shoulder in the ¢ = +1
spectrum is an effect of the incomplete correlation. The linear and circular dichroism of the
M.y spectra of all rare earths, including the effects of finite temperature, have been given
in [GoeB8, GoeBdt]. Experimental evidence of linear dichroism, caused by magnetic and
electrostatic effects, is given in |{GoeB9t, Kap92t, Sac8la, Sac9lb, Sac2a, Sach2b, Sac9d2c,

Vog#3)]. For the 3d-systems, a nice example of linear dichroism as result of magnetic ordering
has been given for the Morin spin-flip transition in FeaQ3 by Kuiper and coworkers (Kui93).
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7 Overview of the published metal 2p spectra

In this section an overview is given of the published 2p x-ray absorption spectra. From
papers which contain results on a series of minerals, complexes, etc, only some of the
compounds will be included. The emphasis is on the papers which focus on the elaboration
of the various theoretical models. For the 2p spectra this will be mainly the Ligand Field
Multiplet model (LFM) and its extension within the short range models: the Charge-
Transfer-Multiplet model (CT-M). However also the one particle models, be it LSD band
structure or Multiple Scattering (MS) are also still developed further and applied to 2p
spectra. This although it has been argued in section 5 that these models are missing one
of the crucial ingredients for the shape of the 2p spectra: the pd Slater integrals.

The 2p spectra can be seen in analogy with a microscope as to magnify the symmetry
of the ground state: The ground state symmetry can be studied with optical spectroscopy
including X-MCD as well as resonance techniques (EPR, etc), causing transitions within
the 3d¥.configuration, coupling to vibrations, etc. These stucies give much detail and
the question about the eventual additional information from x-ray excitations is under-
standable. However as discussed in the preceding section 2p x-ray absorption spectra show
characteristic multiplets which can be related back to a particular ground state symmetry.
This comes with the enormous advantage over optical spectroscopy of the element selectiv-
ity of x-ray absorption, with the opportunity to study in detail the ground state symmetry
of low-concentration metal sites in a background of other metallic, inorganic or biological
material. Hence, some of the important applications of 2p x-ray absorption can be found in
the earth sciences, metal centers in organic complexes and biological systems and materials
science. Other applications make use of the (circular) polarization of x-rays obtained at
svochrotron radiation sources for the study of magnetic materials.

In the following sections the spectra of the 3d elements are collected and some of the
papers focussing on a particular application are highlighted.

7.1 Calcium 2p x-ray absorption spectra

compound Ref. remarks
Ca Fin85, Zaa85b] Hubbard model on band structure
Him81] Atomic Multiplet
Ca on Si(111) Him®1) Atomic Multiplet
€aCO;y Wadgs) -
CaFy Degd0a, Him81] LFM: 10Dq=-0.75 &V
Borg2] MS: 10Dq =-1.36 eV
Ela3] Autoionization
CaCly Ela03] Autoionigation
CaO Him91] LFM: 10Dg=-+1.2¢V
. Sol91] MS
CaSi Him®1) LFM
BizSr;CaCuzOs  [Bor$2] MS

Table 18: Celcium 2p z-ray ebsorption spectra,

Metallic calcium has been studigd in detail by Zaanen and coworkers [Zaa85b]. They
analyzed the spectrum as a combination of atomic multiplet effects and band structure.
The spectrum, reproduced in figure 30 does show little structure and in fact it can be fully

reproduced by a gaussian broadening of the atomic multiplet, that is all information on the
details of the band structure is lost.

2p x-ray absorption studies are only little applied to surfaces due ta the basic problem
of a probing depth of 50 A which always gives a dominant bulk contribution {for normal
incidence spectra). The study of Himpsel and cowotkers [Him91] uses ion yield to focus
on the real surface layer of a CaFy crystal. The analysis with the ligand field multiplet
model shows that the surface introduces additional transitions due to a lowering of the
symmetry. In a study by Borg and coworkers {Bor92], the L; edge of divalent calcium is
considered as not affected by multiplet effects. They attribute the additional feature in
between the two main peaks of the Lo edge to effects of the solid state and they show that
it can be reproduced by a larger cluster for the multiple scattering calculations. In the LFM
calculations this extra feature has been related to a reduc: d symmetry, as emphasized in the
surface spectrum. If the structure is indeed present for “he real bulk spectrum solid state
effects must be the cause. However in the spectrum tak.n of a CaF; sample covered with
BaF,, this feature is not present. It is present in other spectra only because of the surface
sengitivity of electron yield. From the table it can be seen that the result for the final state
ligand field parameter is -0.75 eV with LFM and -1.36 with MS. 1.36 eV is also the distance
between the peaks in the experimental spectrum. A probiem for the determination of the
ligand field splitting in the final state of 2p XAS is its definition. In LFM the definition is the
magnitude of the extra operator in the Hamiltonian with respect to the atomic multiplet.
It has been shown in detail [Deg90a] that this does not correspond to a measured splitting
in the experiment, though there is 3 monotone (and known) relationship. The experimental
splitting is a complex feature build from various ingredients and can be considered as an
‘effective ligand field splitting’.

7.2 Scandium 2p x-ray absorption spectra

compound Ref remarks
Sc Fin83, ZaaB5b]  Hubbard model on band structure
Bars3) Non-statistical branching ratio
ScF3 Se190, Degd0a] LFM; 10Dgq= 1.7 eV
S5¢204 Wad86, Degd0a] LFM; 10Dg= 1.8 ¢V
Ela83) Autoionization

Table 19: Scandium 2p z-ray abserption apectra.

Only few scandium 2p edges have been published. In comparing the spectra of ScF;
and Scy0y to the theoretical ligand field multiplet spectra, both do show good agreement.
An important difference is the much sharper spectrum of ScFj, which is a typical feature
of fluorides [Deg90a]. Within the Anderson impurity description this is caused by the large
value of A which gives fluorides a ground state which is strongly dominated by 3d" (in this
case 3d4%) character, or in other words fluorides are close to the ionic limit. The admixture
of more 34! L character for example in case of oxides implicates a larger broadening due to
a large number of posible final states, as has been discussed in [Oka93aj.

7.3 Titanium 2p x-ray absorption spectra

59




compound Ref. remarks

CaTiSi0s [Degd2] series of minerals

LaTiOy [Abb91b] LFM

La1.;5:.TiOy [Abb91b] LFM, mixed valence

Ti Fin85, Zaa85b) Hubbard model on bands
Bar83, Gru8d]  LDA band structure
Lea80, Lea82]  EELS, MO-picture
Pealtb, Peo88!  branching ratio

TiC, Lea82, Wad88] EELS
Deg80a, Deg92] LFM, rutile + anatase
Laag0bi 'polaronic’ satellites
Okaf3a) charge transfer satellites
Bry89, Bry82a] MS, rutile + anatase

TiF3 Set30] LFM gives no good agreement

FeTiO3 Degt?] Series of Minerals

SrTiOs Deg92] LFM: 10Dq = 1.5 eV

Table 20: Titanium 2p z-ray absorption specirs.

For titanium compounds a number of problems are discussed frequently. First there is
the evidence of a clear satellite structure in the titanium 2p spectra of tetravalent titanium
oxides [Laa90b]. These satellites, and their analogons for 2p-XPS, are discussed under
the same charge transfer origin as the late transition metal oxides by Okada and Kotani
[Okag3a]. On the other hand it is claimed in papers of de Boer and coworkers {Boe84]
and van der Laan [Laag0bj that the origin of the satellites can not be of charge transfer
nature. They formulate an alternative, poleronic, excitation process (3d™¥ = 34V4pL),
that is a transition from the valence band to the conduction band accompanying the x-ray
absorption process. To date no clearcut answer can be given to decide between these two
(and eventual other) excitation processes.

A series of La;_.5r;TiO3 oxides have been measured {Deg90a, AbbOlb]. In this se-
ries the formal valency of titanium is changed from tetravalent 1o trivalent. which can be
equated with respectively '3d%" and *3d"' like configurations. The oxides systems are rather
covalent so the actual electronic configuration has a considerable amount of 3d¥+1L char-
acter, however as discussed the symmetry remains largely determined by the 3¢V nature.
The La;_;Sr;TiO3 series can then be used as a reference series for unknown mixed va-
lent systems. A series of natural minerals has been published in [Deg92]. For all minerals
measured, including a number of silicates no trivalent titanium could be detected.

7.4 Vanadium 2p x-ray absorption spectra

An important aspect of vanadium oxides is the occurance of a series of phase transitions
as a function of temperature in for example VOg, V201 and LiVO; [Goo71], and also as a
function of concentration in for example Zn - Li; V204 [Goo71]. For VO3 it has been shown
that this phase transiticn is reflected in the oxygen ls x-ray absorption spectrum [Abb91a).
However the vanadium 2p x-ray absorption spectra do show in general no clear sign of
the phase transition. This can be related to the fact that the metal 2p x-ray absorption
spectra are largely dominated by the local symmetry and are only slightly affected by the
maodifications in their surroundings (in the sense of ligand field effects), while most phase
transitions for vanadium oxides occur due to some kind of vanadium-vanadium interactions
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compound Ref. remarks

Cu,y VS, [Creo2] Series of minerals

FeV,0, [Cre92) Series of minerals
v Fin85, Zaa85h impurity model on band structure
VFs Set90, Deghb]  LFM

' Tanf2a] LFM, temperature effects

V20, Spad4, AbbO3a] LFM
VO, Abb91a] phase transition
Va0 Degﬂlt, Abbgaa] LFM
Zn;_,Li;VeO:  [Degdlt] LFM, mixed valence

Table 21: Vanadium 2p z-ray absorption spectra.

and/or coupling to vibrations, which are only of relatively minor influence to the symmetry
state of the vanadium-ions. These effects can be expected to be of far more influence to
axygen ls spectra which are directly related to the empty density of states. (In contrast if
the spin-state is affected in the phase transition, such as the high-spin to low-spin transition
in LaCoOy4, this is directly and clearly observable in the metal 2p edges [Abb93b]).

7.5 Chromium 2p x-ray absorption spectra

compound Ref. remarks
Cr [Lea80, Fin85] Branching ratio
CrF; [Set80] Jahn Teller distorted
CtFy [Nakss)
Cr:0s [Lea82, Krv30]
CrQ; [Kaugd] X-MCD
K,Cr0y [Deg00] LFM, reduced Slater integrals
CrAuy [PeaBéb]

Lay.5r.CrO3  [Potl0] LFM, Mixed valence

Table 22: Chromium 2p z-ray absorption spectra.

Chromium compounds are on the borderline between the early, rather delocalized, tran-
sition metal compounds and the late transition metal compounds, dominated by localized
features. CrO is a notorious compound because of its non-existence and the stable diva-
lent chromium compounds are characteristic because of their strong Jahn-Teller distortions.
Trivalent chromium has a stable 3¢® configuration such as in CryQ3. Their 2p x-ray absorp-
tion spectra do correspond closely to the ligand field multiplet caleulations for a 3d°[* A2)
ground state. CrOQj; is ferromagnetic and recently its X-MCD spectrum has been measured
[Knu3). Because of its strong covalent character, it is rather surprising that this X-MCD
spectrum can be simulated accurately with ligand field multipiet theory without the need
to include charge transfer effects [Kau93].

The chromium 2p spectra of the Cr®* oxides are characteristic for a 3d° configuration.
In order to obtain quantitative agreement with the observed spectral shape the ligand field
multiplet calculations must be performed with the Slater integrals decreased to about 25%
of their atomic value [Deg00], a sign of the strong covalent character.
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7.6 Manganese 2p x-ray absorption spectra

compound Ref. remarks
Mn [Fing5] EELS
Mnz(CO)g [HitB0] Serien of complexes
MnF, [Nak85, Set80] Crystal field effects
[Deghib) LFM
MnFe 04 [Cre92] Series of minerals
MnO [Deg1t] LFM
[Spas4, Patsol  EELS
Mn30; [KrvBo, Patg0}  EELS
Mn; 04 (Spasd, Pats0]  EELS
MnQ, [SpaB4, Patd0] EELS
MnPS3; {Ohn83)
MnS {Cra91b] LFM, Ligand field splittings
KMnO, [Spas4] Mn™+ .
K4 Mn(CN}q [Crag1b] Low-spin Mn?*
LaMnO3 {Abb32a] LFM
La;_;Sr;MnO; [Deg9lt, Abb92a] mixed valence
LiMnOy (Degd11] LFM
LiMnz04 {Degs1t] LEM
LizMnO3 [Dengt] LFM
SrMnOy [Dega1t] LFM
ZnMnS§ [Weig0) Atomic multiplets

Table 23: Mangenese 2p z-ray absorption spectra.

Most compounds contain manganese in its formal valencies 2, 3 and 4. Mn?* contains
five 3d-electrons which in most compounds constitute a high-spin 84, ground state. Diva-
lent manganese compounds have large values of (/44 and A (see section 5.3.4) and because
of their 4, nature their spectral shape is not sensitive to 3d spir-orbit coupling and sym-
metry distortions. These circumstances make the 2p x-ray absorption spectra of divalent
manganese compounds to be described accurately by the ligand field multiplet calculations
[Cra91b]. One of the results of this comparison has been that the ligand field value deter-
mined as such is smaller (by 23 %) to its optical analog. The cyanide K4Mn(CN)g contains
divalent manganese in its low-spin configuration [Cra91b].

Mn** has a high-spin ground state of 5 E-symmetry (in octahedral symmetry) suscep-
tible to Jahn-Teller distortions. In addition this ¢* state is less stable then its d° and 4°
neighbours, Mn** has a stable ‘4, ground state. In a study of the spectral variations with
valency a series of Lithium-Manganese oxides have been measured. Figure 40 shows their
spectral shape. The spectra show many-peaked fine structure and shift to higher energy
with valency. The mixed valence series La;_.Sr.MnOj; shows similar spectra to LiMnO,
and Li;MnQj [Abb924)].

7.7 Iron 2p x-ray absorption spectra

Iron has two basic valencies: divalent iron has a 34° configuration in either a high-spin
{(°T2) or a low-spin (14,) state and trivalent iron is similar to divalent manganese and has
in general a high-spin symmetry {®4;). Cyanides and some other complexes are low-spin
(*Th).
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Figure 40: The menganese 2p x-ray absorption spectre of a series of lithium manganese
oxides: MnO +1% Li fbottom), LiMnOq, LiMna Oy and Lip MnO; (top).

The high-spin and low-spin states of divalent iron are close to degenerate in many
divalent compounds and complexes. In a number of cases a transition occurs as a function
of temperature and/or pressure. A nice example is Fe(phen)3;(NCS)2, which undergoes a
sharp high-spin low-spin transition at 170 K. The iron 2p x-ray absorption spectra taken
below and above this temperature are a direct confirmation of the respective spin states
[Cat92].

The trivalent iron in FepO, undergoes a magnetic phase transition at 250 K. In this
so-called Morin spin-flip transition the high-spin state is not changed, but the direction of
the magnetization is changed by 90 degrees. As discussed a magnetic field gives rise to both
linear and circular dichroism, with the additional complication that the linear dichroism
can also be caused by an asymmetric electrostatic field. The spectra for Fe;O3 below and
above the Morin spin-flip transition temperature do show complete reversal of the linear
dichroism signal, or in other words of the direction of the magnetic orientation in the crystal
[Kuioa]

Another range of problems is connected with the question of mixed vaience, that is with
systems containing both Fe?* and Fe** in equivalent, or in non-equivalent sites, In such
situations iron 2p x-ray absorption is a direct probe to the occurance of the actual valencies
and sites [Cre92]. However with regard to the nature of doping related effects on the
electronic configuration 2p x-ray absorption is not a favourable spectroscopy, and instead
more detailed information can be gained from for example oxygen ls x-ray absorption
[Abb92a, Degdlt] or photoemission experiments [Boc92a].

Like manganese, iron is an impT:rta.nt element for metal centers in biological systems,
such as for example rubredoxin. The iron 2p x-ray absorption spectra of rubredoxin of




compound Ref. remarks
Fe Gru83, Fin85] Branching ratio
Setdl1] X-MCD
Fe(Cp); Hit90! Series of complexes
FeFy [Naks5, Set0] Sharp featurea

Fe(NEt,)(Bry) Catg1]
Fe(Phen)p(NCS);  [Cat83, Chef3)

Series of complexes
Spin transition

FeO Lea82, Colgl] EELS
Fea Oy Krv0, Colgl) EELS, a and v forms
[Wad8é, Cat91]
Kuig3] LFM, Linear dichroism
Fe;O‘ CO]QI]
FePC ThoBBa, Koc85]  First use of LFM
FeaPt May91, May92a)
FePS, Ohn8s)
Amphibole Cref2] series of minerals
Chromite Taf82) EELS, site specific detection
CoFe;Qy Setd1} MCD
Fayalite [Kri80] Series of minerals
GdyFesO, Set9l, Rud92a] MCD, temperature dependence
Lay_:5r.FeO, Abba3b) LFM, mixed valence
Leucite Krit0) Series of minerals

Table 24: fron 2p z-ray absorplion specira.

Pyrococcus furiosus is studied in its oxidized and reduced form and the spectra can be
related to respectively the Fe?* and Fe?* [Geo82|.

7.8 Cobalt 2p x-ray absorption spectra

" In the ligand field multiplet analysis of CoFz and CoO it became evident that the effects
of 3d spin-orbit coupling are important [Deg80b, Tan92a, Deg93b]. This has been discussed
in section 5.1.4. For CoO a study including both charge transfer and multiplets has been
performed by Okada and Kotani [Oka92b)] (see section 5.3.3). A detailed temperature
dependent study of the linear dichroism of BaCoF, has been performed by Sinkovic and
coworkers [$in00]. In this study the peak-asymmetry related to the linear dichroism is
shown to give a jump at the Neel temperature which marks the cnset of the additional
linear dichroism effects of the antiferromagnetic ordering. At low temperatures LaCoQOs;
has a low-spin (1 A;) ground state. It is known that with temperature a gradual occupation
of the high-spin (5T3) ground state takes place, which is nicely reflected in the cobalt 2p
x-ray absorption spectra taken at different temperatures [Abb83b].

7.9 Nickel 2p x-ray absorption spectra

The analysis of the nickel 2p x-ray absorption {(and photoemission) spectra has been
discuused in detail in sections 5.3.1 and 5.3.2. The X-MCD of the 2p x-ray absorption
spectrum of nickel has been the stereotype for X-MCD spectra and analysis [Che81, Jod1,
Laa82a, 5mi92) and has been discussed in section 6.

7.10 Copper 2p x-ray absorption spectra
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compound Ref. remnarks
Co [Fin85] Branching ratio
[Set91] X-MCD
Co on $i(111) Dec8g] Adsorption
Co/Pt multilayer [Wuy2] MCD, orbital polarization
Co{Cp)z Hit90} Serien of complexes
CoFy Set90, Degg0b] LFM, 3d spin-orbit
Tan92a) LFM, 3d spin-orbit and temp. dep.
CoFea04 Setdl] X-MCD
Ima92] X-MCD with LFM
CoO Krvd0, Szy90] EELS
Degddb) LFM, 3d spin-orbit
Coa 0y Szy90]
BaCoF, Cheta, Set90] Linear dichroism

LaCeOy [Abba3b] High-spin low-spin transition
LiCo(hy [Degd3b) LFM

Table 25: Cobalt 2p z-ray absorption spectra.

The divalent copper oxides have gathered enormous interest because of the supercon-
ductivity found in doped, layered copper oxides. A divalent copper ion contains nine 3d-
electrons and its symmetry is *D. In octahedral symmetry the only non-occupied 3d-state
has 2E-symmetry, which is a Jahn-Teller sensitive state. The degeneracy of the d,z and
dza_,2 orbitals will be broken and in the tetragenal, or ultimately square planar, surround-
ings the empty state will have d,2_,2 symmetry. In actual systems the symmetry of the
ground state can contain admixtures of other symmetries.

The copper L3 (and L) edges of the copper oxides are much studied. For papers

. published between 1987 and 1989 is referred to [Als90], The final state has the configuration

25°3d%0, that is the single hole has become occupied. Because in the final state the 3d-
band is full the Slater integrals, which dominated the other 3d-systems, become ineffective
and do not play any role for the spectral shape. The spectrum will consists of a single
transition to a 2p53d° 'exciton’ and at higher energy there will be structures related to
unoccupied states of d and & character. The absence of Slater integrals implies that one-
particle models should be correct to describe the spectral shape (taking into account the core
hole potential, etc as discussed in section 8). To this purpose multiple scattering has been
used [Pom91b, Bia92]. It is found that in the undoped systems the 'd19" peak has constant
energy [Pom91b], while for doped systems the peak shows a small energy-dependence with
polarization |Bia88, Abbgq].
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compound

Ref.

remarks

Ni

Ni on Cu{108)
NiAl

Nil -z Pz
NizSi

NiSb

La:NiOq
NiBry

XiClp

NiF,

Nily
Nig

Nij;Li.0
LiNiO,
Cs[NiCr(CN)g}. 2H,0

[Fin85, ShaB7]
[LeaD, Leaf?]  EELS

Branching ratio

[Chesl] X-MCD
[Tje91] MCD, temperature and thickness dep.
[Pea79a, Sha8?)
[Cho85)
[Dep8s]
[Sha8T)
Kuif1}
‘[Laa88a] Impurity model, CT-M
Bon66)
LaaB8a, Oka9la] Impurity model, CT-M
Nak8s)
{LaaB6a) Impurity model
[LaaB6a) Impurity model
[LaaB6a] Impurity model
Dav86a, Krv90]
Kuig0t| Effects of doping
Vel9lb) 'LFM of 3d* L’
[Sai93] X-MCD

Table 26: Nickel 2p z-ray abserption spectra.

compound Ref.
CuFeS, |GriB9b)
CuyO [Hul84, Grigob]
[Tje92a)
CusS [Griggb]
Cu;VS4 ICN92]
Cu [Fin85]
[Lea80, Leas2]
CuO [Leas2, Krv0)
[Lop92, Tjed2a)
BiySrzCaCuz 04 [Tjed2a]
[Bia92]
BiySraCaCuzOn s [Biagg]
Bil,ng,gsrgCaCugO. [AbbDO}
La;CuQ, [Gri8gb]
[Pam81b]
Lag_oSr,Cu0y [Als80]
[Ched2a]
YBa;Cuy 07— AlsB0)
NaCuOy [Kai89]
NayCuF, Cat30|

rernarks
Effects of valency

Resonant photoemission
Series of compounds
Series of minerals

EELS

EELS

Resonant photoemission
Resonant photoemission
MS, Polarized
Polarized, shift of *d'%'
Polarized, shift of *2'®’

MS, polarized
Bibliography 87-89
Linear dichroism
Bibliography 87-89
Cud+

C“3+

Table 27: Copper 2p z-ray absorption specira.
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8 Metal and ligand 1s x-ray absorption

In this section the interpretation of both ligand and metal 1s x-ray absorption spectra is
discused. In sections 3 and 4 it has been explained that 1s x-ray absorption spectra can be
rather accurately described with single particle methods within Density Functional Theory.
Both band structure methods and multiple scattering calculations can be used. From the
work of von Barth and co-workers [Von79, Von82] it is clear that cne should include the
core hole in the calculation, that is one should calculate the distribution of empty states in
the final state of the absorption process: the Final State Rule.

From the discussion in section 3 it evolved that the two-electron Coulomb interactions in
the 3d-band might cause problems. For the distribution of empty states U/ is not important
directly, but the 'orbital polarization’, section 3.8, might give rise to a modification of the
spectral shape at the edge. They are discussed in section 8.1.2.

Accerding to the final state rule, the 18 x-ray absorption cross section is given as the
squared transition matrix from the core state (®°) ta the empty valence states {@p) times
the p-projected final state density of states (n}): The explicit relation has been given, for

P
example, in the work of Miiller and co-workers IMul78, Mul82, Mulg4].

o= a'(‘g‘yli {®2leq|®)? - s (36)

Because it is rather involved to calculate the final state density of states, often the
ground state density of states is compared directly with the x-ray absorption spectrum.
Final state calculations are discussed in section 8.1.5. Also the matrix elements are not
allways calculated and instead the site {a) and symmetry (p) projected density of states
(ng) is used. This site and symmetry projection implicitly assumes the matrix element to
be one within the sphere allocated to a particular site, being zero elsewhere.

Band structure techniques

As discussed in section 3.2 various methods exist to calculate the single particle density of
states. A short overview focussing on the unoccupied states is given in [Zel92]. Frequently
used techniques for x-ray absorption are: the Linearised Augmented Plane Wave method
(LAPW}), for example in [Mul78, Mul82, Mul84}; the Linearized Muffin-Tin Orbital method
(LMTO) {And75, And84, And85], the Augmented Spherical Wave method (ASW) [Wii79]
and the Localised {Augmented) Spherical Wave method (LSW) [Leu90].

Multiple Scattering formulation

An alternative route to the calculation of the x-ray absorption cross section is presented by
the multiple scattering calculations. In multiple scattering theory the Schrédinger equation
is reformulated in scattering theory. This approach is particularly appropriate for the
catculation of the empty states which can be calculated for arbitrary large energies. Multiple
scattering calculations are usually performed with the Green function approach, that is the
Lippmann-Schwinger equation is used as the starting point. The Green function Gy =
i;—:,l:%;;% describes the propagation of the electron in the solid, which is scattered by the
atoms surrounding the absorbing atom. The x-ray absorption cross section is then written
as a correlation function (compare to 8) [Duh82, Vvd92):




7~ < tileqldl(r) > 78 < L (r)Irqles > (37)
LL ‘

{L stands for both 1 and m). ¢}(r) is essentially an atomic quantity and it is related
to the wave function within the muffin-tin potential as discussed in [Gyo73, Vvd92]. ™,
describes the reaction of the surroundings containing all scattering paths. It can be rewritten
to describe the effective reflectivity of the surrounding medium, transforming an outgoing
wave from the excited atom to an incoming wave toward the excited atom [Vvd92]. For
detailed accounts of the multiple scattering method is referred to [Nat86b, Brugl, Vvdd2,
Reh93} and references therein.

There are a number of advantages of the multiple scattering formulation. Because it
can be performed as a cluster caiculation, the calculations can relatively easily be done not
only for the bulk but also for surfaces, interfaces, etc. In general any ordered and disordered
system can be calculated. To accomplish this in a band structure calculation, in general
the unit cell must be extended as to account for the possible disorder effects, such as slab-
calculations for surfaces, etc. ‘This also implies that the core hole potential on the absorbing
atom can be added directly in multiple scattering, while for a band structure calculation it
necessitates super-cells (see below). Another advantage of multiple scattering is that it can
be performed in steps of growing cluster sizes and it is an appealing picture to observe the
(theoretical) spectral changes from the effects of increasing the number of backscatterers
and scattering paths around the absorhing atom. Also particular scattering paths can be
selected, ete. A disadvantage of {most) multiple scattering calculations is that the potential
used is not determined self-consistently.

It has been shown that the multiple scattering formalism and the band structure for-
malism indeed give equivalent results if worked out rigorously in their mathematical basis
[Nat8Ba. Bru9l, Reh93}. For comparison to experiment both the LSD and the multiple
scattering results will be treated on the same footing, using the 'density of states' picture
as guidance.

8.1 Ligand 1s x-ray absorption

Ligand 1s x-ray absorption have excitation energies which for the often studied light ele-
ments carbon, nitrogen, oxygen and fluor, are positioned in between 300 and 700 eV, that is
in the soft x-ray range. The interpretation of 1s spectra in the soft x-ray range is dominated
by band structure approaches, in contrast to the hard x-ray region where multiple scattering
is most often used. One of the reasons for this is the energy-scale of the spectra. For soft
x-rays most studies are oriented towards electronic structure determinations of correlated
systems and in general only the first 20 to 30 eV of the edge are measured, with the focus
on the states at the edge. This 20 eV energy range is relatively easily accesible with band
structure methods, which offer the advantage of self-consistently determined potentials. In
the hard x-ray range emphasis is on EXAFS analysis and the near edge region is measured
over its full range and analysed with multiple scattering over about 50 to 100 eV in many
cases. Such energy range is not trivially obtained with band structure methods. See section

8.1.2.
8.1.1 Oxides with empty 3d-bands

I will first focus on transition metal compounds with an empty 3d-band. As an example
the 1s x-ray absorption spectra of titanium oxides are discussed. Fig. 41 compares the

XA

Oxygen k-edge of TiO, RUTILE

TTr=r—T—T

0 g 110 116 2]0 ) 25
Energy (eV)
Oxygen k edge of SO,

I M T

[+

13 T T 1 U

o & 10 15 20 26 30
Energy (eV)

Figure 41: Ground state orygen p projected density of states compared with Ozygen 1z 1-ray
absorption spectra for (a) SrTi0; and (b) Ti0,.

the oxvgen p-projected density of states with the oxygen ls x-ray absorption spectrum of
SrTiO; and TiOy (rutile) [Deg93a]. The spectra have been aligned at the position of the
first peak. For rutile the spectral shape is reproduced and if the broadening is optimized a
close to perfect fit of the experiment can be obtained [Deg93a). It thus can be concluded
that the density of states as obtained from a ground state calculation gives an accurate
description of the oxygen 1s x-ray absorption spectral shape. This implies that (1) the core
hole potential does not have a large influence on the spectral shape and (2) the transition
matrix elements do not have to be considered explicitly. Thus in case of TiO,, the oxygen
1s x-ray absorption spectral shape gives a direct picture of the oxygen p projected density
of states. On overall also for SrTiO3 similar features are observed, though some difference
between theory and experiment is observed. The sharp tz, peak is followed by a small
¢ peak in experiment, which is blurred by the next structure in the calculations. This
difference is caused by the core hole potential {Deg93a}.

The conclusion is that on overall for transition metal oxides with an empty 3d-band
the oxygen p-projected density of states of a LSD-calculation give a good simulation of
the spectral shape. As far as reproducing the oxygen ls spectral shape in concerned, the
effectiveness of the core hole potential largely depends on details in the crystal structure.

8.1.2 Oxides with partly filled 8d-bands

For oxides with a partly filled 3d band some limitations of normal LSD calculations are
met. This has been discussed in section 3, where a number of recent extensions to LSD
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were shortly discussed. To account for the observed band gaps it seems to be unavoidable
to include the Hubbard *U’ in one way or the other, suck as is attemnpted in LSD+U calcu-
lations [Ani9la, Czy93] and also by LSD+SIC calculations [Sva92, Sz093]. For oxygen s
x-ray absorption spectra, probing the unoccupied oxygen p states, it is important to remark
that the unoccupied density of states is largely unaffected by self-interaction effects. The

self-interactions only directly affect the occupied states and its effect on the empty states .

is indirect, via the reordering of the occupied states. The unoccupied density of states of
the L5D+5IC (and also the LSD+U) calculations performed so far |Anif1a, Czy93, Sz093)
do show large similarities to their analogons as determized from normal L5D calculations
[OguB4]. This results leads to the conclusion that for comparison to oxygen ls x-ray ab-
sorption spectra it is a rather good approximation to use the oxygen p projected density of
states of a LSD calculation.

In the literature comparisons between LSD results and oxygen ls x-ray absorption spec-
tra have been made for CuO [Gri80a) and LiCoO, [Czy92]. In both cases a close overall
agreement has been found. Also for VO and LiVO; [Pen00] and for MnQ, and CrO;
[Deg00] good agreement is found. The LSD calculations for MnO and CoO as performed
by Terakura and coworkers [Ter84] show for the empty spin-down tz, and e, bands split
by the cubic crystal field in close agreement with the oxygen ls x-ray absorption results
[Deg89, Degait].

Thus it can be concluded that the observations made thus far do not pinpoint ciear
differences between LSD calculations and oxygen ls x-ray absorption and fair agreement
can be obtained.

Muiltiplet effects on oxygen 1s spectra

It has been argued that oxygen 1s spectra will be susceptible to multiplet effects, as far
as the 3d-part of the spectrum is concerned [Vel9la, Vel90t|. For transition metal oxides
with partly filled 3d-band the two-electron Coulomb integrals are important for the elec-
tronic structure (see section 3.8), Cluster calculations with the short range model including
multiplet effects, originally developed for inverse photoemission (IPS), have been used to
simulate the oxygen 1s x-ray absorption spectra of CoO and NiQ [Vel91a). The absorption
process is simulated as the transition 3¢"+!L — 3d"** with the normal configurations for
the initial and final states. Agreement has been found for both IPS and XAS, though there
are problems with regard to the intensity ratio of the t3p to ey peak which is not correctly
reproduced for x-ray absorption. Also there are guestions with regard to the usability of
the model because in the model the number of electrons is changed by 1, which is correct
for IPS but not for x-ray absorption which is a charge neutral process and the extra valence
electron is counterbalanced by the care hole, resulting in a charge neutral process. The
‘neglect of the core hole’ leaves a number of uncertainties, for example with regard to the
parameters to be used in the final state. Because of these uncertainties it is not yet possible
to give & detailed answer to the question of the importance of two-electron integrals in
cxygen ls x-ray absorption.

8.1.3 Oxygen 1s spectra of the 'CuO'-superconductors

The oxygen 1s x-ray absorption spectrum of the high T¢ superconductors, based on copper-
oxide layers have been much studi€d in the last 6 years, both experimentally and theoreti-
cally. The non-doped systems, for example LazCuOy, consist of a single peak at threshold
followed by a structure related to the delocalised states. This single peak can be identified
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with a '¢® — d!® transition, or more precisely a transition of d'°L character mixed into
the d* ground state to d'®. This peak can be identified with the 'upper Hubbard band’
{Esk91a, Hyb92], but also one can formulate the transition in a single particle manner as
the transitions to the empty states of the copper 3d-band [Ben93]. As the Coulomb inter-
action U haa no large effect on the description of the empty states no real distinction can
be made between these two descriptions of the x-ray absorption spectrum,.

Upon doping a new electrenic state occurs related to Cu®*. It has been shown convine-
ingly that the ground state of Cu®* is dominated by ¢ character, with little contribution
of d®; see [Esk92t] for an introduction and detailed explanations. In experiment a new peak
evolves as a function of the doping, while the second peak drops in intensity. In the single
particle (MS) description this is identified with the increased intensity of the 3d-band due to
the increased number of holes. (The lower energy is caused by the higher effective valency).
The totat spectrum is then formed by the addition of doped and undoped cases [Ben33]. in
the correlated model Hamiltonian the two situations of Cu* ( undoped) and Cu?* (doped)
are coupled and intensity is transferred to the peak at lowest energy, basically because of
spectral weight interference effects [Esk91b]. (It is noted that the spectral weight transfer
is zero in the ionic limit [Esk91b]). Though not all experimental data can clearly identify
spectral weight transfer, it is clear in, for example, Lag_,Sr,CuQ, [Che92a} and Li-doped
NiO [Kui89j.

8.1.4 1s edges of Nitrides, Silicides and Sulfides
Nis
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Figure 42: Ground state nitrogen p projected density of states compared with Nitrogen 1s
z-ray absorption spectrq for TiN

For other, in general more covalent, ligands such as nitrides, silicides and sulfides a similar
interpretation as for oxides is expected to hold, Thus their kgand 1s x-ray absorption
Bpectra are expected to show close comparison to the projected density of states from LSD
band structure calculation, which has been used for nitrides and silicides. For sulfides a
comparison will be made with a multiple scattering calculation. For nitrides a detailed
comparison between an LSD calculation and a nitrogen 1s spectrum has been published
for TiN [Sor93|, reproduced in figure 42. The calculation has been performed with -the
LSW-method using an extended basis set in order to accurately reproduce the unoccupied
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Figure 43: Real Space muitiple scattering coleulations for an increasing number of shels for
the sulphor 1s edge of ZnS.

The sulphor and silicium 1s edges at about 1500 and 2300 eV have been traditionally
more related to the hard x-ray absorption spectra interpreted with real space multiple
scattering techniques. For ZnS a multiple scattering calculation has been performed by
Sainctavit and coworkers [Sai80], reproduced in figure 43. They used the 'screened and
relaxed’ atomic potentials {implying the inclusion of the core hole potential) and find that
best agreement with experiment with the use of the Dirac-Hara exchange potential. A
disadvantage over LSD band structure calculations is that no self-consistent potential is
used in these multiple scattering calculations, which leads to a basic problem that even if
the calculated spectral shape converges for a particular cluster size, the uncertainty in the
potential remains. An important advantage of multiple scattering is that if it is performed
in steps of growing cluster sizes, an appealing picture is obtained of the relative importance
of the various shells. The same is true if only a particular kind of scattering paths is included
and the effects on the spectral shape are monitored. For ZnS the spectral shapes are given
for 1, 3 and 5 shells in [Sai90], where it is found that already a 5 sheli calculation is capable
of reproducing the experimental spectral shape rather accurately.

The silicon 1a spectra of a series of transition metal silicides have been studied by Weijs
and coworkers [Wey91]. They compated the observed spectral shapes to a series of ground
state LSD calculations using the LSW method. As an example the comparison for the
monoeilicides is given in figure 44. Reasonable agreement could be obtained though it is
clear that in the experimental spectra weight appears contracted to lower energy. This
phenomenon is likely to be related to the effect of the core hole potential, not included in
the calculations as given in figure 44 (see below).
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Figure 44: Ground state silicium p projected density of states compared with Silicium ls
z-ray abserption spectra for a series of transition metal monosilicides

8.1.5 Inclusion of the core hole potential

The core hole potential has been included in the LSD calculations by the removal of a core
electron of one of the atoms. To reduce non-physical interactions between two sites with
a core hole, the size of the unit cell must increased. For this so-called superceil, a new
self-consistent calculation of ny. instead of ny must be performed. This approach has
been applied successfully to the silver 2p edges of AgaO [Czy89, Czy90)|, the silicon 1s edge
of TiSi and TiSi; {Czy90, Wey91] and the oxygen 12 edge of LiCoO; [Czy92].

The inclusion of the core hole potential has clear effects on the density of states of
TiSiy. If the unoccupied siiicon p projected density of states is compared with experiment a
quantitatively correct "contraction’ of the states is found as can be seen in figure 45. In some
cases this core hole effect can also be simulated with a Clogston-Wolff model calculation
using the ground state density of states as an input {Van80, Van90t, Wey8l|.

A second example of a calculation for which a super cell calculation of the final state is
performed is the case of LiCoOy. In LiCoO; cobalt hag the low-spin 3d%-configuration (' A;-
symmetry) and consequently the to,-band is full, while all e;-states are empty. The oxygen
1s x-ray absorption spectrum probes the e;-band and at higher energies the other empty
bands. Figure 48 compares the x-ray absorption spectrum with the density of states, with
and without inclusion of the core hole. A general agreement is found and the overestimation
of the intensity of the e,-band is clearly removed after inclusion of the core hole. The core
hole effect as calculated for the LiCoO, spectrum confirms that an oxygen 1s core hole will
pull down states to the bottom of the bands. This implies for 3d-metal oxides that the
dispersional broadening is counteracted. The bands at higher energy are less influenced
because they are more extended. The main effect is a redistribution of spectral weight
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Figure 43: Silicium p projected density of states for the ground state (Sip) end final siate
{Si*p} compared with Silicium 1s z-ray ebaorption spectrum of TiSi.

which in generai results in an increase of intensity at the bottom of each band.

8.2 Metal 13 x-ray absorption spectra

Also the metal 15 edges are interpretated with LSD caiculations. As the core hole is created
on the metal site, charge transfer (in this context denoted as 'multichannel effects’) might
be expected to have a larger influence, as will be discussed below. The higher energy of the
x-rays also makes quadrupole transitions more important, and they have to be considered.

8.2.1 Multiple scattering versus band structure

The metal 1s edges have energies ranging from about 4 to @ keV. They are often used for
EXAFS and their related near edge spectra, denoted as XANES in this context, are tra-
ditionally interpreted with multiple scattering methods. A reason for the use of multiple
scattering {instead of band structure DOS) is that the XANES spectra are normally mea-
sured qver an energy range of about 50 eV, which is not easily to be calculated with band
structure methods based on basis functions (such as LAPW, LMTO, ASW and LSW). Real
space muitiple scattering, and its reciprocal space analog (the so-called KKR method) do
not enter into these basis set problems which makes them more suited for larger energy
scales. However with the recent efforts to extend the basis sets to larger energy regions,
dedicated to the unoccupied states, the band structure methods are applied also to metal
1s edges, at least for the first 30 e¥ above the edge [Czy93].

Multiple scattering calculations have been performed for example for a series of 3d
metal oxides by Norman and coworkers [Nor85), for TiOg in the rutile and anatase forms by
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Figure 46: The ozygen ls z-ray absorption spectrum of LiCoO, compared with the broadened
ozygen p-projected density of states. The dashed line refers to the ground state density of

states. The solid line refers to the density of states after inclusion of the ozygen ts core
hole: Poysy.

Brydson and coworkers [Bry89, Bry92a] and also by Ruiz-Lopez and Munoz-Paez [Ruigl]
and for a high-spin low-spin transition in a iron{II)-complex by Cartier and coworkers
[Cat93]. For TiO; band structure approaches have been used, by Poumelec and coworkers
[PouBla] and by Czyzyk and coworkers [Czy93]. As mentioned above the basic problem is
the limited basis set which makes the calculation unreliable above a certain energy. The
calculation of [Czy93] has the largest basis set and is expected to be reliable up to about
25 to 30 eV above to edge. The oxygen p-projected density of states of the ground state
calculation is reproduced in figure 47. This result is in close agreement with experiment up
to about 25 eV.

It is concluded that both band structure and multiple scattering methods are able to
reproduce the near edge spectrum. Multiple scattering contains problems with regard to
the choice of the potential, while band structure methods have a seif-consistent potential
but suffer from problems related to the limitations of the basis set, hence timitations of the
energy range.

8.2.2 The ’pre-edge’ region

The ’pre-edge’ region of the transition metal 1s edges has led to a number of debates
regarding the quadrupole and for dipole nature and possible excitonic effects. The 'pre-edge’
region is related to transitions to the 3d-bands. Both direct 15 — 34 quadrupole trangitions
and dipole transitions to p-character hybridized with the 3d-band are possible. For the
quadrupole transitions the matrix elements are only about 1% of the dipole transition,
but on the other hand the amount of 3d-character in the 3d-band is by far larger than
the p-character. This can make, dépending on the particular system, the contributions of
quadrupole and dipole transitions equivalent in intensity. A direct manner to check the
nature of the transitions is to measure the polarization dependence which is different for
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Figure 47: Simulated titanium 1s edge of TiO» from o LSW band structure calculation by
Czyzyk et al. .

quadrupole respectively dipole (as discussed in section 5.1). This has been checked by
Hahn and coworkers for CuCl3~ [Hah82) and by Brouder and coworkers for (the first peak
of) TiO; [Bru90b]. In both cases a clear and dominant quadrupole contribution could be
proven. Recently Yamazaki and coworkers showed that for the X-MCD spectrum of the
‘pre-edge’ in holmium-iron-garnet the quadrupole contribution is less than 0.1% [Yaz93).
The case of TiQg in its rutile crystal structure has been strongly debated. There are
three pre-peaks and the traditional interpretation has been to subscribe the second and
third peak to respectively the ta,-like and e,-like states and the first peak to some kind of
exciton. Uozumi and coworkers [Uoz92] described the 'pre-edge’ region as a superposition of
a quadrupole transition to 3d-states and a dipole transition to p-states. Both are split by the
crystal field and the two doublets are shifted with respect to each other due to the strt;nger
interaction with the la core hole with the states of 3d nature. Both the crystal field splitting
and the difference in core hole coupling are (assurted to be) about 2.5 eV, The result are 3
peaks, the first of pure quadrupole nature, the second a mixture and the third a pure dipole
peak. This interpretation explains the quadrupole polarization dependence of the first peak.
The second peak has a smaller but still considerable quadrupole polarization dependence
in the theoretical simulation [Ucz92}, but it is almost completely absent in experiment
[Bru90b]. Czyzyk and coworkers also performed a simulation of the *pre-edge’ peaks using
the projected density of states of a final state band structure calculation [Czy93]. This
calculation yield an excitonic peak which is completely dominated by 3d-character followed
by the ty, and eg peaks which contain a mixture of d and p-character. Including the matrix
elenlnems one obtains a first peak which is dominated by quadrupole transitions, though with
a dipole contribution of about 25%. The second peak is dominated by dipole transitions,
with less than 10% quadrupole and the third peak {and the rest of the spectrum) is almost
pure dipole in nature. This result explaing better the quadrupole polarization dependence
of the first peak and its mere absence in the second peak. The three-peaked structure have
also been reproduced by a ground state LSD caiculation [Rui91], which is not compatible
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with the analysis as given above.

The intensity of the *pre-edge’ region is much larger for compounds in which the metal
site has tetrahedral symmetry than for (distorted) octahedral systems [Bia83, Lyt88]. In
tetrahedral symmetry the local mixing of p and d nature is symmetry allowed, while for a
system with inversion symmetry such as octahedral symmetry it is *forbidden’. This rule is

relaxed in the solid and if the density of states is calculated with band structure methods

one finds small admixture of p-states into the 3d-band, a8 shown for cubic SrTi0; {Degdhlt).
However this admixture is far smaller than for tetrahedral systems which explains the small
‘pre-edge’.

If an octahedral metal site is distorted then, depending on the particular distortion
taking place in general more p-character will be mixed into the 3d-band. The result is
that & distortion of the octahedron will show up as an increased intensity of the 'pre-edge’
peak(s). That this is indeed the case has been shown by Waychunas and coworkers for
a series of minerals [Way87]. They could show a roughly linear relationship batween the
bond angle variance (2 measure of the distortion) and the 'pre-edge’ intensity relative to
the step’.

8.2.3 ‘'Multichannel effects’

In their description of the copper ls edge spectrum of CuCly Bair and Goddard [Bai80|
introduce the possibility of a 'shake-down' satellite structure. Within the framework of the
short-range {Anderson impurity) models used for the interpretation of 2p-XPS and 2p-XAS
this process can be related to a charge transfer satellite. Copper is divalent and its ground
state is written as 3d° + 3d'°L. Because of the 1a core hole in the final state the ordering
of the jonic configurations is reversed in the final state similar to the case of 2p-XPS.
This results in two final states {1s'3d° and 1s'34'°L). The 1s x-ray absorption spectrum
is then assumed to be a multiplication of this double peak structure with the 'projected
unoccuplied states”. That is if the two peaks are separated by 7 eV and have an intensity
ratio of 1:2 then the 1s XAS spectrum is a superposition of the (projected empty) DOS
and this DOS shifted over 7 eV with half the intensity. If one of the two peaks completely
dominates {or if the energy difference is small) these *multichannel’ effects will not appear.
This 'multichannel’ interpretation is used to interprete the characteristic double structure
in the copper 1s spectra of the divalent copper oxides such as LagCu0, [Tol92, Tol93]. This
double structure is absent in the structurally related PryNiO,.

8.2.4 The 1/R? rule

Under certain conditions the peak positions of the XANES spectrum can be correlated with
the nearest neighbour distances. This phenomenon is known as the 1/R? rule which states
that the AE/R? is constant. This relation between 1/R? and the energy position has been
often encountered, for example by Miiller and coworkers [Mul82]. Natoli {Nat83] justified
the use of this rule for non-atomic resonances, that is resonances with a small variation in
phase shifts (related to the lattice parameter). AE refers to the energy difference between
the peak position and the point of *zero kinetic energy’ which has the problem that it is not
well defined within an experimental spectrum.

This 1/R? rule has been used successfully by Bianconi and coworkers |Bia83a), Sette and
coworkers [Set84] and Stdhr and coworkers [Sto84] for the determination of the bond length
of (adsorbed) small mojecules. The rule can be used as a ruler to directly relate the peak
positions to the distances around the absorbing atom. It is used as such for exampie for NiQ
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and Cu by Lytle and coworkers [Lyt88|. Because copper in its divalent oxides contains large
Jahn-Tetler distortions their exist two different nearest neighbour oxygen-copper distances
which x-ray absorption spectra can be disentangled by the use of polarization dependent
measurements. This has been shown nicely by Tolentino and coworkers [Tol92, Tol93} for
a series of copper oxides. They included a measurement of NdyCuQ, and because the
axial oxygens are ‘at infinite distance’ in this compound the point of ‘zero energy’ has been
chosen at the position of the first peak in the NdaCuQy spectrum [Tol92] and it is found
that AE/R? is indeed constant.

In a recent paper of Kizter [Kiz92a] the 1/R? rule is re-examined with a detailed com-
parison to multiple scattering calculations and it is claimed that the rule is ’disproved for
bulk materials’; that is, it is shown that the rule can not be used for shells other than the
first {and second) nearest neighbours. Thus an extensive use as for example in [Lyt88] is
disproved, but not its use for the nearest neighbours as for example in [Tol92]. This warning
concerning the (limited) use of the rule has also been given in Natoli's paper [Nat83].
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8.3 Overview of the ligand 1s spectra

A partial overview is given of a choice of published ligand s spectra of 3d transition metal
compounds. The emphasis is given to oxides and the list is far from complete particularly
for chlorides and sulfides. Also more application-oriented studies on catalysis, earth sciences
and organic complexes are only partially included. The ligand spectra are tabylated per
metal ion, starting with titanium and ending with copper. Most studies on the high T,
superconducting copper oxides have not been included.

compound Ref. EL remarks
TiC {PAs?] C  EELS
“TiN [PA82] N :ELS
[Sorg3] N 0S8 from LSD
TiO Naka7] o IS
TiOa GruB3, BroB6a] O  Molecutar orbitals
Deg89, Deg83a] O  DOS from LSD
Tia 03 BroB6a) O
Tis, Fis?3, OhnB3] S
Tia8a Bon§6| ]
Ti8i Czy90, Wey81] Si DOS from LSD
TiSiz Czy90, Wey91l] Si  LSD {core haole)
La;.,8t,TiOs [AbbSlb) (o] Mixed valence
SrTi0;, Deg93al 0O  DOS from LSD

Table 28: Ligand 1s z-ray ebaorption spectra for titanium compounds

compound Ref. El remarks
V203 [Deghlt, Abb93a] O o
VO {AbbBla] 0O Phase transition
V305 {DegBlt, AbbS3a] O
VN [Pflaz] N  EELS
V35s [Bon86) s
VSiy {Vanf0, Wey9l| Si  DOS from LSD
Zn1-Liz V304  [Degoilt] O Mixed valence

Table 29: Ligand s z-ray absorption spectra for vanadium compounds

compound Ref. ElL remarks
Cry0, [Grug3] O  Molecular orbitals
"CrSi [Wey91| S8i  DOS from LSD

CrSig DOS from LSD

Table 30: Ligand 1s z-ray absorption spectra for chromium compounds

[Van80, Wey81] Si
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compound Ref. El remarks

Mna{CO)yo [Hit89a] €  Organometallic molecules
MnF3 [Nakss] F

MnO [Naké7] O

MnO, [Degsy] O

MnSi [Wey9l]  Si

Laj_.Sr,MnO; [Abb922) O  Mixed valence

LiMnO, [Degolt] ©

Table 31: Ligand 15 z-ray absorption spectra for manganese compounds

compound Ref. EL remarks
CuFe5; [Saibl] § M
Fe,B . Bla39) B
FeF; Nakbg)| F
FeMoco Hem81] 5 Oxidation-reduction
FeO {Gru83, BroB6a] O

[Naks?, Colg1] O

FeaOya [BroB6a. Col8l} O
Feg 03“)‘ Colgl] o
Fe;04 Colot] o]
FeaS5i0, Bro&6a| Q
La;_:Sr.FeQa  [4bbE3b) O Mixed valence

Table 32: Ligand 1s 1-ray ebsorption spectra for iron compounds

compound Ref. El. remarks
CoF, [Nakas] 3

CoQ [Szy90] o

Cos Oy [SzyQD] (o]

Co1—:Li:Q [Vel9la, Degd3b] O

CoSi [Wey81] . Si  LSD (core hole)
CoSiy [VanB0, Wey9l]  Si

LaCoOy [Abbg3b) G Phase transition
LiCoO, [Cay92)] O LSD

ZnCoz 0,4 [Szy80]

Table 33: Ligand 1s

Zoray absorption spectra for cobalt compounds

aR

d Ref. El remarks
:‘;g“n Velo2 O Multiplet effects
Ni(Cpgg [Hit8ga) C  Organometallic molecules
NiFz [Nakes) F
NiO [Grus3, Nak87] O
[DavB6b, Veld?] ((I))
NigSi Bro8fa
;;?10‘ [[W!:}'QI]] S DOS from L3D
Nisiy [Vandd, Wey8l] Si DOS from LSD
Table 34: Ligand 18 z-ray absorption spectra for nickel compounds
compound Ref. EL remarks
CuF» [Nl'.kSS] F s
CuFeS; [Saig1] s 3
CuGaS; {Saif1) S MS
Cu0 [Grus3, Naks7] O  LSD
[Grisea] 0 LSD
8]
Cunan oo O  Linear dichroism

Lag—zSrzCuly [Che92a]

Table 35: Ligand 12 2-ray absorption spectra for coppe
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B.4 Overview of the metal 1s spectra

A partial overview is given on the metal 1s x-ray absorption spectra. In the context of hard
x-1ays often denoted as X-ray Absorption Near Edge Structure (XANES), to distinguish
them from the EXAFS analysis. Emphasis is given to recent papers on simple, mostly inor-
ganic, compounds and papers which concentrate on theory. A recent review concentrating
on the structural aspects of XANES spectra is given by Kizler [Ki202b). A review focussing
on linear polarization dependence is given by Brouder [Bru90a). Most studies on the high
T. superconducting copper oxides have not been included.

“compound Ref. remarks

T [Grugal

Tiin B [Wonsg}

3d metals in Boren

TiC [Baz83)
TiCly [Kue9a]
TiFe [Ba2g3]
Tio (Nors3] MS
Ti0, [Baz80. Grus3] Molecular orbitais
[Mot50] Mineral
{Durgo) Temperature dependence
[Brusob) Temp. + pol. dependence
{Poug0] Polarization dependence
{Ruigl) MS; 3 prepeaks in ground state
[Co292] Charge transfer model; quadrupole transition
[Czy93} LSD plus core hale; quadrupole transition
TizOs [Way87] Trivalent
Ti**(0;)  [Bia8] Tetrahedral site
BaTiOs  [Baz80. Baz83]
Ba,TiQ, Motg0) Tetrahedral site
Kaersutite  [Way87] Series of minerals

LaTiOs  {Kna8?]
LiTiz0y  [Durgo]
SrTiOy [Baz80]
[Fis90b] High pressure

Table 36: Titanium 1s r-ray absorpt:‘bn spectra,
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compound Ref. remarks

Vio B [Wonag] 3d-metals in Boron
Vo [WonB4, Kut84)

[Lytas)
VO, [Kut84) effects of vacancies
VaQs [Wons4) Series of vanadium compounds
V40r (Wonsd]
VO, (Bia82a, WonB4j
V04 [BiaB2a, Wong4|

[8tiag] Polarization dependence
vy [Won84)
VSi [Won84]
V5 (H,0) [Bia85] Tetrahedral site
V(porphyrin) [Rui88)

Table 37: Vanadium ls r-ray absorption spectra.

compound Ref. remarks .
Cr [Grug3, Kit88]
Cr:03 [Grus3) _
KqCr0, [Biag1] Multielectron excitations
[Kut80]
LaCr0; {Kna82)
Table 38: Chromium ls 1-ray absorption spectra.
compound Ref. remarks L
Mn [Bel80]
Mn (atom} [Arpat] Atomic manganese
Ma in CaFy [Bak92]
Mn(acac); [CatB6a] coordination complexes
MnF, {Ba.k92]
MnF, [Bakg2]
MnzCrQ, CalB6c]
MnO Bel80, Nor8s)
Kna82, Lyt88]
Ham93] Spin-polarized; reduced lifetime"
Mny Oy Bel&0]
MnO, Bel80]
MnHPO, Bels0)
Mn-photosystem  [Kua91] Pre-edge structure
KMnO, Beigo]
Biadl] Multielectron excitations
KMnF; {8hu76, Kit90]
LaMnOy [Kna82]
TTF( Ml‘lClq )D. 28 [B l'i92]

Table 39: Manganese 1s z-rey absorption spectra
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compound Ref. remnarks
Fe Buf87, GruSi]
Kit8g) MS
FeAl0, Kna82, Jactl]
[Bro8éb)
Fe;B (Kiz89]
Fe B [Kiz88, Kizol]
FeCra0, Pei83, Cal8be|
Fe{Cp)a IwaB6]
Fe/Gd Tto93) X-MCD (muitilayers)
FesHoz Oy, Ya203) X-MCP
FeQ GruB3, Chugt]
Nor83, Gar87] MS
Lyt88, Mot91]
Feg. 3 Mgp.sO KnaB2]
Fep o5 Mgo.0s O Way90]
Fe;03a Grus3, Chusd]
Fea Oy IChu86, Garg7]
Fey_,Ni, (Sakedb) X-MCD
FePC [Frasé]
Fe,(RE) [Kob93] X-MCD (RE= Sm, Gd, Tb, Dy)
FeS, {Pei83]
FeySi [Bud&g) (doped with V, Mn and Co)
Feq 5104 [Cal86¢]| (olivine)
FeW,_.Nb,O,  [Gar87|
Fe;5i0, [Jac91] High-temperature
Fe(phen)s(NCS), [Cat86b) Complexes
Fe(porphyrin) [Ver88)
[Pen91i] Pol. dependent pre-edges
Fe(hemoglobin) [Bia83a)
Gillespite [Way80| Polarization dependence
KFeF, [Shu76, Kit90]
KaFe(CN)g {Biad2b| (also K Fe(CN)g)
K;[FE:(CN)]D] [Edw891
LaFeQ, {Knas2, BufB?]
LiFeO, [Way83]
NagFeSiz 0y |Bro8sb) Fe in Silicates
Ni.FeCrz..04 |Len88]
Orthopyroxene [Motd1]
SrFe0; [Buf87]
Staurclite [Pei83] Pre-edge

Table 40: Iron 1s z-ray absorption spectra of iron compounds.

102

%

compound Ref. remarks
Co {Bufd?, Lend8]
COA1204 {Kmsi’]
CozCrOy [Cal86ic]
CoO [NarB5, Len8g)
[Kna82|
Coy0y [Len88]
CoRhy Oy [Len88]
CuCoQ; [Len88]
LaCoOy [Kna82, Buf87]
[Kagal] Temperature dependence
LapsSrpsCoOy  [Kagdl] Temperature dependence
liagLigsCogsOs  [Buf87)
KCoF; (Shu76, Kito]
Co{imad); [Des83]
TTF(CDCh )[)_25 [Bri92]

Table 41: Cobalt 1s z-ray absorption spectra

compound Ref. remarks
Ni [Grudd]
NiyB Kiz88|
NiCr O, Len86, Cal8éc]
NiFg Len86}
NiFe_.Cr.04 [Len86]
Ni(Ny) {Sco89] Nif! metalloenzymes
NiC Gru83, Nor85]
Kna82, Len86)
Ni{PC) Loo88] MS, (phtalocyanides)
Ni{urease) Haaf3)
KNiF, Shu?s, Kit90|
LagNiO, Tan93 Hole doping

Table 42: Nickel 18 2-ray absorption specire
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compoutid Ref. remarks

Cu [{Grua3!

Cu (atom) [Arp81]  Atomic copper

CuinB [Won89]  3d-metals in Boron

Cu0 [Gru83]  Molecular orbitals
[KausT}

Cu O [NorBS] MS

CuCl [Haz90]

CuCti~ [Hah82] Quadrupcle transition

Cul {Haz90}

CuTiQ, [Lyt88] 1/R? rule

Cu(ll) CN-30D  [$tr91] MS

Laz_.Sr,CuQy  [Ala90] Bibliography 87-89
[Tan93]

LagCuO,_» {OyaB8] Polarization dependence
[Tol92]  Polarization dependence

YBa;Cuy Oy [Ly188]  1/R? rule
[Als90]  Bibliography 87-89

Table 43: Copper 1s z.ray absorption spectra
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9 Concluding remarks and outlook
The metal 2p x-ray absorption spectra

The metal 2p x-ray absorption spectra are described with short range Hamiltonians such as
the Anderson impurity model, including multiplets. Because in the final state the Coulomb
repulsions Uyy and U,y largely cancel, the ligand field muitiplet model is appropriate for
ionic compounds. The ligand field multiplet model has the advantage of its simplicity and
the absence of adjustable parameters apart from an effective cubic ligand field strength.

The ligand 1s x-ray absorption spectra

The 15 x-ray absorption spectra do show large similarity with single particle caiculations
of the empty states. For these calculations use can be made of band structure methods
such as LAPW, LMTO, ASW and LSW or of muitipie scattering methods. If the empty
density of states is calculated with a self consistent potential and large enough basis sets,
accurate agreement with the x-ray absorption spectra is found. The agreement is improved
if the core hole potential is included, while it turns out that matrix elements can tc good
approximation be taken energy independent. Small effects of multiplets are expected in the
part of the spectrum related to the 3d-band, but the quantitative results available are not
conclusive.

The valency and symmetry of the metal ions

2p x-ray absorption is an excellent means for the determination of the valency and the
symmetry (spin-state) of 3d transition metal ions in compounds and complexes. Due to
the 'fingerprint’ provided by the characteristic final state multiplet structure the valency
and spin-state can be determined directly and conclusively. More detailed studies. includ-
ing linear and circular dichroism, can provide additional information on the 34 spin-orbit
coupling, lower symmetries, the magnetic ordering and the orbitai polarization.

The electronic configuration

With regard to the details of the electronic configuration 2p x-ray absorption is not the
ideal tool, mainly because of the insensitivity of some of the parameters of the model
Hamiltonians to the simulations of the spectral shape. In this respect 2p-XPS and valence
band photoemission are better tools in order to determine the parameter values in the
various short range models presently at use,

The short range model Hamiltonians

Much is still unciear for short range model Hamiltonians as used for core spectroscopies.
There are variations respectively uncertainties in:

» The Hamiltonian itself
¢ The values of the parameters
» Final state effects

e Multiplet effects
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Important Hamiitonians presently at use include the Hubbard model (one band with
Coulomb repulsion), the Anderson impurity model (two bands, one with repulsion), the
Kimball-Falicov model (adding interband repuision) and the 3-band Hubbard model {adding
repulsion also in the second band). Additionally these models can be made to interact with
the lattice. ‘

The values of the parameters used in these models are normally determined empirically
from the simulation of various experiments, or alternatively they are determined from ab-

initio electronic structure models. In any case the values are model dependent and in that

sense ‘effective’ and thete is a particular uncertainty with respect to their values.

With respect to the simulation of core spectroscopies there is the problem of the values
of the parameters in the final state. A core excitation is expected to modify the electronic
structure and as a consequence the effective parameters used for the ground state can (and
will) be modified. The way in which this happens can largely be predicted, but still many
questions remain.

Multiplet effects play a role in the ground state of 3d-systems, but this role is enormously
magnified if a 2p core hole is created, due to its strong couplings with the partly filled 3d-
band. These multiplet effects, or in other words the higher-order terms of the Coulomb
repulsions and exchange interactions, play an important role in 2p-XPS and particularly in
2p-XAS.

The use of x-ray absorption for the study of materials

Due to the experimental progress in synchrotron radiation, the resolution of soft x-ray
monochromators and detection techniques, (soft) x-ray absorption has become an important
new tool for the study of materials in basically all fields which study 3d-systems. X-
ray absorption is element selective and sensitive to 'impurities’, which includes the role
of metal centers in biological systems, catalysis, mineralogy, the search for new magnetic
and electronic materials (including superconductors), ete. The analysis with the ligand field
multiptet model provides a wealth of infermation of metal centers {see above), which can
‘compete’, or better assist, the information from for example optical (laser} spectroscopies
and resonance experiments.
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A  Final state effects on Hubbard model parameters

An important question for the description of core level spectroscopies using short range
model Hamiltonians are possible final state effects on the model parameters used. In many
papers this question is not touched and it is tacitly assumed that one can use identical
parameters in the final state as used in the initial state; The final state ia described by
adding the effect on the core hole potential {U/y) acting on the localized states. It is
however not obvious that the Coulomb repulsion Uy, the (symmetry dependent) hopping
terms ¢og and the cubic crystal field splitting (10Dq) are equal in the final state.

In most papers using the Anderson impurity model, or related short range models, it is
assumed that On theoretical grounds Zaanen et al. [Zaa86t] estimated that for the nickel
halides the hopping should increase in the final state of 2p-XP5 due to the presence cf the
core hole, which gives an extra term in the matrix element. Gunnarsson et al. [GunB88a]
analysed the final state hopping in detail. They pointed out two counteracting effects: (1)
the extra term in the matrix element and (2) the fact that the localized wave functions {¢a)
tend to further localize because of the core hole. For the case of Mn in CdTe the finding
is that if a core hole is included the hopping is reduced by about 20%. In other words the
localization effect is found to be more important than the extra hopping term.

Apart from differences between initial state and final state there can also be differences
between different experiments, such as 2p-XPS, 2p-XAS and 1s-XAS, particularly becanse
the screening processes will be different. For example in [Laa82a) Uy is chosen to be
different in 2p-XPS and 2p-XAS. Moreover if the hopping in the final state is different from
the ground state this will affect the spectral shape. Another consequence is that if a (single)
value for the hopping is determined empirically from core level spectroscopy, this value will
correspond to the final state value {or to some kind of effective mean value of ground state
and final state).

Also the Coulomb repulsion {44 is not necessarily identical in the final state. In atomic
multiplet calculations the two electron integrals < 3d,3d|1/r|3d,3d > are calculated ab-
initio. It turns out in the final state of 2p-XAS these integrals are increased by about 5 to
10% (see for example the table for the Slater integrals in Ref. [Deg®0a}), hence the atomic
(unscreened) value of Uyy will alsc be 5 to 10% larger. For this reason also the final state
value of Uyy can be expected to be slightly larger than the value in the ground state.

A detailed study has been performed for the creation of a oxygen 1s core hole in the
copper oxides {Hyb92}. Apart from the large effect of the core hole potential on the oxygen
2p-states {Ug), also the effect on the neighbouring 3d-states (Ucﬁ) was considered. (¥
denotes inter-electronic Coulomb repulsions). It was shown that there is an effect on the
Coulomb repuision of the neighbouring sites. Uz decreases from 4.1 eV to 3.7 eV. This
finding can be generalized to the statement: A core hole created on site increases Uqg, but
created at o neighbouring site it decreases Uyy. Another finding of this study is that the
hopping tpe is significantly decreased from 0.43 eV to 0.20eV, which is {qualitatively) a
similar result as the Mn in CdTe system discussed abave.

Another problem is that for the simulation of metal 15 x-ray absorption the parameters
which give best description of the spectral shape are modified in the final state, which is
motivated from the final state effects of the excited electron in a np-state. Within the model

description with only metal 34 and ligand 2p the effective parameters in the final state are

likely to be re-adjusted [Tol82].

Thus it can be concluded that the model parameters in the final states of different

expetiments are in general only roughly known and systematic final state effects, apart
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from the inclusion of Uy, are in general not used. In my opinion this is an important B Abbrev:ations, etc.
problem because the, E\Fentua.l, final state effects on model parameters are important for
the accurate determination of the ground state values, that is for our understanding of the
ground state electronic structure. In other words:

The often used abbreviations and symbols are given. In many sections symbols are used
(and defined) within the context given. They are not repeated here.
Group theory symmetry notations (A1, E, etc) can be found in [Sug70]. Some alternative
An accurate description of the ground state is only possible with correct inclusion ) notations are in use (0, 1, etc) or (Gammay, etc); see Butler [But81] for details.
of final state effects. . Angular momentum notations {L, S, J, My, ..) and term symbois {*T1) can be found
in, for example, [Sug70, Gri64]. -
Electronic Structure Models

ASW  Augmented Spherica] Wave method

CEPA  Coupled Electron Pair Approximation

CT-M  Charge Transfer-Multiplet model

DOS  Density of States

DFT Density Functional theory

FOCI  First Order Configuration-Interaction

GGA Generalized Gradient Approximation

GwW G (Green Function) W (screened Coulomb interaction) method

HF Hartree-Fock approximation

KKR  Koster Koringa Rostoker

LAPW Linearized Augmented Plane Wave

LFM Ligand Field Multiplet

LMTO Linearized Muffin-Tin Orbital et

LSD Local Spin Density approximation A

MC Multi-Configurational ‘

MS Muitiple Scattering

QP Orbital Polarization
SCF Seif Consistent Field
SIC Self-Interaction Correction
Ezperimental Techniques
BIS Bremsstrahlung Isochromat Spectroscopie

= (inverse (x-ray) photoemission})
EELS Electron Energy Loss Spectroscopy

EPR Electron Paramagnetic Resonance
EXAFS  Extended X-ray Absorption Fine Structure
IPS Inverse Photoemission Spectroscopy

Kedge  X-ray excitation of 1s state
Ly edge  X-ray excitation of 2s state
L23 edge X-ray excitation of 2p state
{split by core state spin orbit coupling)
TEY Total Electron Yield
XANES  X-ray Absorption Near Edge Structure
XAS X-ray Absorption Spectroscopy
XPS X-ray Photoelectron Spectroscopy
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Symbols

B Racah parameter (orbit') (see table 3.8)
C Racah parameter (’spin’) {see table 3.8}
C Kanamori parameter (*orbit’) (see table 3.8)

10Dq'*)  Cubic ligand field splitting
{the * denotes an average value)

¥ Cubic ligand field splitting
F? Slater Integral
Gl Slater (exchange) integral
i (mean) Stoner exchange coupling
J exchange splitting (see table 3.8)

{Kanamori parameter (spin’)
< L, > Orbital moment

n Density of states
n* .. Spin-up

n~ . spin-down

P. Fano constant

® and @ wave function
subscript denote orbital quantum numbet
superscript denotes core (¢) or valence (v}

q polarization of the x-ray (-1, 0, +1)
Symbols (2)
a X-ray absorption cross section
a* ] .. right circularly polarized
a” .. left circularly polarized
a¢ .. z polarized
<8, > Spin moment
¢ Spin orbit coupling

Anderson impurity model

a creation operator (second quantizaticn)
A Charge transfer energy (£4 = €pk)

£q Energy position of d-state

€pk ‘ Energy position of p-band

n Occupation number {ad#9¢"g)

tad hopping terms

U Coulomb interaction energy

Verp Effective interaction strength
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