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ffects of
Atomic-Level
Disorder at
Solid Interfaces

Simon R. Phillpot, Dieter Wolf, and Sidney Yip

Introduction

The importance of interface matenials
is based largely on their inherent inho-
mogeneity, I.e., that the chemical com-
position and physical properties at or
near an interface can differ dramatically
from those of the nearby bulk material.
For example, the propagation of a crack
along an interface — rather than through
the surrounding bulk material — indi-
cates a different mechanical strength
near the interface. Also, the elastic re-
sponse and thermal behavior near an
interface can be highly anisotropic in an
otherwise isotropic materiai, and can
diifer by orders of magnitude from
those of the adjacent bulk regions. Typi-
cally, these gradients extend over only a
few atomic distances.

Because relatively few atoms control
the properties in the interfacial region,
the inherent difficulty in the experimen-
tal investigation of buried interfaces is
actually an advantage in the atomic-
level study of solid interfaces by means
of computer-simulation techniques.
while the limitations of such simula-
tions are well known, this article will
attempt to demonstrate the unique in-
sights they can provide on some aspects
of the mechanical behavior of both
buried and thin-film interfaces. While to
date, relatively little simulation work
has focused directly on the observation
of crack extension, we will discuss two
types of phenomena with particular
relevance in the fracture behavior of
interface materials, namely their elastic
and high-temperature properties. We
will conclude with an outlook, too opti-
mistic perhaps, on how the complemen-
tary capabilities of continuum-elastic

theory, atomic-level computer simula-
tion, and experiment could (and probably
should) be combined in a new strategy
for tackling the difficult problem of
interface fracture to elucidate the under-
tying complex interplay between elastic-
ity, plasticity, and temperature.

Structural Disorder at Interfaces
The most common form of structurai
disorder in a crystal lattice is caused by
the thermal movements of the atoms or
molecules, usually leading to thermal
expansion. As is well known, this homo-
geneous type of disorder, and the con-
sequent volume increase, originate in
the anharmonicity of the interactions
between the atoms. Due to the presence
of planar defects, interface materials are
structurally disordered even at zero
temperature; however, because of its
localization near the interface, this type
of disorder is inhomogeneous. The
effect on the volume is nevertheless simi-
lar, usually leading to a local volume
expansion at the interface. In a way,
volume expansion may thus be viewed
as a measure of the amount of structural
disorder in the system, both homoge-
neous and inhomogeneous. Another
measure is the interface energy, which
for grain boundaries (GBs) in metals has
been shown to be directly related to the
tocal expansion at the interface' {see
also the article by Merkle and Wolf in
the September 1990 MRS BULLETIN).
The radial distribution function, r’g{r),
is a useful tool for characterizing the
effects of structural disorder. As is well
known, thermal disorder in an other-
wise perfect crystal leads to two effects
in rig(r): First, the 8-function like zero-

temperature peaks associated with t
shells of nearest-, second-nearest, a
more distant neighbors are broadene
Second, because of the volume expa
sion, the peak centers are shifted towa
larger distances.

As illustrated in Figure 1, the struc
tural disorder at a solid interface giv
rise to the same two effects even at ze
temperature. Figures la and 1b sho
the computed zero-tem!:erature radial
distribution functions, r’g(r), for atoms
in the planes nearest- and next-nearest
to a high-angle twist boundary on the
(100) plane of an fcc metal.! While in the
plane closest to the GB, the perfect:
crystal §-function peak structure (indi-
cated by the arrows in Figure 1a) ha
been replaced by a broad distribution o
interatomic distances, in the second
closest plane, the ideal-crystal peak:
have largely been recovered (see Fig
ure 1b). This illustrates the highly local
ized nature of the structural disorder a
the interface. Figure la also illustrate
the cause for the expansion locally at th
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Figure 1. Radial distribution function,
rig(r), for the twe planes nearest to
{100) §=43.60° (£29) grain boundary as
described by an EAM potential for Au.
Arrows indicate the corresponding
perfect-crystal peak positions. While
atoms in the plane nearest to the
interface (a) are very strongly affected by
the presence of the interface, the atoms in
the second-nearest plane {b) have an
environment much closer to that of an
ideal crystai.
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Effects of Atomic-Level Disorder at Solid Interfaces

GB. The distances to the left of the
arrows represent atoms shoved more
closely together than in the perfect
crystal; because of the anharmonicity in
he interatomic interactions, these
toms repel each other particularly
-trongly, resulting in a local expansion
at the interface.

This article will illustrate two types of
effects due to the local disorder at the
interfaces, both alone and in combina-
tion with thermal disorder, particularly
emphasizing their relevance to the
mechanical behavior of interface mate-
rials. First, the investigation of the elas-
tic behavior of model interface systems
will provide an opportunity to study the
interplay between the inhomogeneous
effects of the local disorder at the inter-
faces and the homogeneous effects due
to the resulting volume expansion.
Then, the effect of thermal disorder on
the high-temperature stability of a
model grain boundary will be investi-
gated, with particular focus on the pos-
sibility of “premelting” at the interface.

In both examples, the capability of
simulations to probe a system in ways
not experimentally possible will allow
us to gain unique insights into the
underlying causes. In investigating
interface elasticity, the distinet effects of
structural disorder and accompanying
volume change can thus be separated.
In the high-temperature study, by con-
trast, simulation demonstrates that
there is no premelting and that every
crystal can in principle melt by two dis-
tinct mechanisms, triggered by entirely
different causes. While only one of the
two types of melting is accessible experi-
mentaily, it is suggested that solid-state-
amorphization experiments permit both
types of “melting” to be investigated.

Elastic Properties of Interface
Materials

The elastic response of materials is
known to be particularly strongly af-
fected by small changes in the volume,
or in the underlying interatomic dis-
tances. For example, the thermal expan-
sion of most materials, typically only a
few percent between absolute zero and
melting, causes an elastic softening,
typically by about 50%. By comparison,
the changes in interatomic distances
due to the presence of interfaces may be
considerably larger (see, for example,
Figure 1), suggesting that the elastic
response near an interface may differ
dramatically from that of the nearby
bulk perfect-crystal material. The su-
permodulus effect in composition-
modulated strained-layer superlattices
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Figure 2. Cy; and Cy (normalized to
their bulk values) vs. distance from the
(100} 8=43.60° (129) grain boundary
with radial distribution function shown
in Figure 1. The z direction is parallel to
the GB normal; hence C;, characterizes
the effect of a strain in this direction,
while C,q i5 associated with shear strains
paratiel to the GB. Each data point is
averaged over the 29 atoms per (100}
plane in the unit cell of the GB; the
perfect-crystal spacing of (100} planes ts
0.5a (where a is the lattice parameter).
The grain boundary lies at z=0; the
slight shift of the two planes next to the
GB awnay from z=+0.25a is due to the
volume expansion.
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Figure 3. Pair correlation function,
73gfr, ) across (a) a perfect-crystai (100}
plane and (b} the (100) 9=43.60° (329}
GB as described by an Lf potential
parameterized to Cu. In the
random-boundary model this distribution
function characterizing the stacking of
(100} planes across the GB is a constant,
ie., independent of r.

{see the article by Schuller et al. in this
issue of the MRS BULLETIN) offers a
glimpse of the different elastic moduli of
int2rface materials, and of the opportu-
nities for the engineering design of
interface materials with mechanical
properties unavailable in bulk materials.

Because the qualitative features of the
structure and elastic properties of bulk
interfaces, thin films and superlattices
of fcc materials to be discussed have
been found to be qualitatively identical
whether described by a pair potential
(Lennard-Jones) or an embedded-atom-
method (EAM) potential,’ results ob-
tained using both types of potential will
be used throughout.

Local Elastic Constants at Grain
Boundaries

Figure 2 shows the computed plane-
by-plane elastic constants, Cy and Cy,
for the atoms in the planes near the
high-angle (100) twist boundary whose
plane-by-plane radial distribution func-
tion is shown in Figure 1.* The impor-
tant feature in this figure is the sharply
contrasting behaviors of Cy; and Cy
while Cy, is essentially uniform through
the GB (which is located at z=0), Cy
decreases sharply at the interface, with
a practically vanishing value in the two
{100} planes immediately at the GB.
Both behaviors can be understood in
terms of the combined effects of the
structural disorder at the GB and the
consequent volume expansion.

We first consider the volume expan-
sion at the GB, which one would expect
to soften both elastic constants. For the
shear constant, however, this volume
expansion can only account for a decrease
to approximately 60% of the bulk value.?
The additional reduction in Cy must
therefore be attributed to the presence
of the GB.

To illustrate explicitly how the struc-
tural disorder at the GB leads to such a
large softening in Cy, we analyze in
detail the pair distribution function
across the GB, rig{r,), shown in Fig-
ure 3. Here r,, =(x*+y?*)'? is not the total
separation between atoms as plotted in
Figure 1 but rather the projection into
the interface plane of the distance be-
tween atoms on opposite sides of the
interface.’ r g {r,,) is therefore a measure
of the quality of the stacking of {100)
planes across the G3, i.e., of the degree
of lateral interlocking of the atom posi-
tior s across the interface. While rg(r,,) in
Figure 3a for an ideal crystal shows per-
fectly stacke-1 (100) planes, the distnbu-
tion in Figure 3b lacks almost any peak
structure. The GB energy is therefore
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Effects of Atomic-Level Disorder at Solid interfaces

modulated superlattice, however, A
and B consist of the same material and
are merely rotated with respect to each
other about the interface normal by an
‘ngle 8 {between A|B) and -8 (between
SiA; see Figure 4). Figure 5a shows the
lastic moduli of a series of GBSLs on
the (100) plane of an fcc metal as a func-
tion of the modulation wavelength, A.
According to Figure 5a an increase in
the Young's and biaxial moduli in the z
direction, Y, and Y,,, is coupled with a
dramatic decrease in G,,=C,,. As can be
seen from Figure 5b, this behavior in the
elastic moduli is accompanied by an
expansion in the z direction which,
despite the resulting Poisson contrac-
tion in the (x-y) interface plane, gives
rise to an overall expansion of the
system which increases rapidly with
decreasing A. Both the elastic and struc-
tural behavior of superlattices of grain
boundaries thus mirror the basic prop-
erties of composition-modulated super-
lattices;* an in-depth analysis of the
much simpler GBSLs thus promises to
provide insights into the underlying
causes for “supermodulus behavior.”
A unique capability of simulation is
that it permits the response of a system
to be probed in ways often not possible
experimentally. Four such studies have
enabled elucidation of the distinct roles
of the structural disorder at the inter-
faces, and the consequent dimensional
changes, in the supermodulus effect.
First, the elastic constants of a GBSL
were compared with those of a homo-
geneous perfect-crystal system with
identical unit-cell dimensions but no
interfaces.® It was found that volume
expansion always leads to elastic soft-
ening, in accordance with our usual
intuition gained from the study of
homogeneous systems. However, as
shown in Figure 6, Cy 15 dramatically
strengthened relative to the homo-
geneous system, while C,, is further
softened due to the presence of the
interfaces in the GBSL.® The effects of
the structural disorder can therefore be
counter intuitive. It is interesting that,
although Cy shows only a small overall
enhancement over the related ideal-
crystal value, Y, (see Figure 5) is enhanced
significantly. That these two results are
not in conflict may be seen from the
definition of the Young's modulus: ¥, =
Cy3=2C 2/ (Cyy +Chy). Therefore, even
though, with the exception of Cy,, all
elastic constants of the GBSL are actu-
ally softened with decreasing .\, Y, may
be enhanced due to a complex interplay
between various elastic constants asso-
ciated with the in-plane response of the
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Figure 5. {a} Young's and biaxsal moduli

in the z direction {perpendicular to the
interface planes) and modulus for shear
parailel to the interfaces. (b} average
lattice parameters, @, and d.,

perpendicular and parallel to the interface

planes, wunit-cell volume normalized to
the volume V, of a perfect crystal
reference system (i.e., without GBs}.
Also shown is the GB energy, E; the
superscript = refers to the A—voo (bulk)
limit,
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Figure 6. Elastic constant, Cy;, in the
direction of the interface normal {in 10"
dynesicm?} vs. A for the superlattice of
(100) 9=36.87° (15) grain boundaries
{solid circles) and for a perfect reference
system with the same ortentation and
unit-cel dimensions (open circles) as
described by an L] potential
parameterized to Cu. These elastic

constants describe the average response of

the superlattice, by contrast with Figure
2 whick shows the plane-by-plang local
elastic constants of a burted interface.

3Q

system. Thus the “supermodulus effect”
may be aptly named, in that a “super
elastic-constant” effect may not exist.

Second, the extremes in the moduli
Y,, Y., and G, in Figure 5a were shown
to arise from the mutual attraction be-
tween the GBs in the superlattice, as
evidenced by the rapid decrease in the
GB energy for A < 5a (see Figure 5b). This
decrease signals a decreasing amount of
structural disorder per interface as the
elastic strain fields of different GBs start
to overlap, with the consequence of
smaller elastic anomalies.’

Third, by selectively suppressing the
Poisson contraction in the interface
planes, a manipulation not possible ex-
perimentally but straightforward in simu-
lation, it was found that the Poisson
effect always leads to increased disor-
dering of the system and, hence, larger
elastic anomalies.*

Finally, the above studies strongly
suggest that the less inhomogeneous
structural disorder there is in a system,
the smaller the elastic anomalies should
be. Since the GB energy is a direct mea-
sure of the amount of structural disor-
der in the system, one would expect the
superlattices on a crystallographic plane
with a lower GB energy should slow
smaller elastic anomalies. The correct-
ness of this intuition was verified by
comparing the above results with super-
lattices of twist boundaries on the (111)
plane, with a GB energy less than half
that on the (100) plane!? and, inde.d,
much smaller elastic anomalies and
dimensional changes.®

Based on these insights gained from
the study of GBSLs, one would expect
that the two interfacial systems contain-
ing the least amounts of structural dis-
order, namely thin films (terminated by
free surfaces) and coherent composition-
modulated superlattices, should exhibit
relatively small elastic anomalies. That
this is indeed so is shown by Figure 7,
which compares the shear constant, G,
for GBSLs,? thin slabs’, and coherent
superlattices.® When structural disorder
is reintroduced by removing the con-
straint of coherency at the interface, the
elastic anomalies increase again toward
their magnitudes in the GBSLs.?

QOur investigation of the distinct roles
played by the disorder localized at the
interfaces and the accompanying vol-
ume changes has relied largely on the
unique capability of computer simula-
tion to explore relatively simple, well-
characterized model systems in ways not
usually possible experimentally. This
approach permits the essential physics
of the actual material to be exposed. We
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Frgure 7. Shear moduius, G,,,
normalized to the bulk ( \—=) value, as
a function of A for a superlattice of (100}
0=36.87° (15) grain boundaries {open
squares) and for a thin slab of the same
orientation (crosses) for a L] potential
parameterized to Cu. Also shown are
data for a coherent (100} superlattice
with a 20% misfit in the (L]} lattice
parameters (solid circles).

close by pointing out that although
superlattices of grain boundaries may
not be experimentally available, in sev-
eral respects their properties should be
closely related to those of single-material
nanocomposites. As demonstrated in
the article by R.W. Siegel in this issue of
the MRS BULLETIN, the latter are also
found to have some remarkable mechani-
cal properties.

Role of Structural and Thermal
Disorder in Melting

The ultimate process of thermal disor-
dering in the solid state manifests itself
in melting, where the material com-
pletely loses its long-range crystalline
order, Despite its common occurrence
and obvious importance in the study of
materials properties, the atomic-level
mechanism of melting is not well under-
stood. Consequently, even less is known
about the distinctions between high-
temperature structural disordering pro-
cesses in the butk and at an interface.
Cleat experimental evidence, gathered
from attempts to probe mechanisms of
melting in various materials, points to
the dominant effects of interfaces in the
actual melting process.* In contrast, in
several existing theoretical models of
melting, the effects of surfaces, either
internal or external, are generally not
considered. In these theories melting is
treated as a lattice instability associated
with the atomic displacements exceed-
ing a threshold value (Lindemann’s cri-
terion), with the vanishing of the shear
moduius {Born's stability limit), or with

42

the spontaneous generation of a critical
concentration of vacancies.!” By regard-
ing melting as a homogeneous phe-
nomenaon, these models are unable to
address the issue of melting at an inter-
face, clearly an intrinsically heteroge-
neous process.

In terms of impact on mechanical
properties, melting is probably the most
significant of all phase changes because
of the total loss of shear resistance. Given
the experimental and theoretical diffi-
culties of investigating structural disor-
dering at an interface, it is not surpris-
ing that a fundamental understanding
of how an interface affects the melting
point of a material is still lacking. One
can readily imagine that the presence of
the interface simply alters the tempera-
ture at which the material melts as a
whole. For example, based on Linde-
mann’s criterion, one would expect a
lower melting point near the interface,
due to the larger vibrational amplitudes
compared to the bulk crystal. But what
is the mechanism involved? One can
also imagine that the interface wili have
its own distinct melting point which, by
virtue of the local structural disorder,
may be expected to be lower than that of
the bulk. This would then imply that a
premelting transition exists where the
interface becomes liquid at a tempera-
ture distinctly below the bulk melting
point. The possibility of premelting at
the GB, with attendant loss of local
shear resistance, clearly would have
very significant implications for the
mechanical properties. Understand-
ably, attempts have been made to look
for premelting effects in GBs experi-
mentally; as will be discussed below,
simulation can contribute to the clarifi-
cation of this basic issue.

Mclecular dynamics (MD) simulations
can contribute uniquely to the investiga-
tion of melting at interfaces, because they
can address both its dynamic and ther-
modynamic (entropic) aspects at the
atomic level. These simulations can pro-
vide insights not only into when melt-
ing should take place but also into why
and how it occurs. The present illustra-
tion will use well-characterized bicrystal
models to show that every crystal can,
in principle, melt by two distinct physi-
cal causes. Thermodynamic melting,
governed by the free energies of the
crystaltine and liquid phases, occurs by
nucleation and growth of the liquid phase
at interfaces, voids, or dislocations; it is
therefore a slow, heterogeneous process.
Mechanical melting, by contrast, is
induced by an elastic instability causing
the sudden collapse of the entire crystal

lattice, and is therefore a fast, homoge-
neons process. [t will be seen that the
presence of the GB does not alter the
bulk melting point; moreover, a pre-
melting transition at the interface below
the bulk melting point is not observed.

Molecular Dynamics Simulation of
Thermodynamic Melting

We chose silicon as a model material
to investigate the role of solid interfaces
in the breakdown of crystalline order for
several reasons. First, silicon has conve-
nient crystal and liquid structures for
distinguishing between crystalline and
liquid-like local atomic environments.
Second, an empirical interatomic poten-
tial function, constructed by Stillinger
and Weber,!! is available which permits
a reasonably realistic overall description
of the physical properties of silicon. For
later reference, we note that a direct
free-energy calculation yields a melting
point, T, for this potential of 1691 K",
which is close to the experimental value
of 1683 K. Third, silicon is a good choice
because extensive experimental data
exist on its melting behavior, including
the fact that it contracts upon melting.
Finaily, the mobility of GBs in pure sili-
con is known to be very low; any disor-
dering arising from GB motion can thus
be avoided, enabling a focus entirely on
melting-induced structural disorder. To
simulate a buried interface, the simula-
tion cell is taken to be periodic in the
two directions parailel to the GB plane,
while in the direction of the GB normal,
the simulation cell is surrounded on
both sides by rigid perfect-crystal blocks
which are allowed to slide parallel and
perpendicular to the GB plane. This
enables both GB migration and a vol-
ume expansion at the boundary.*

To monitor the local breakdown of
long-range crystalline order during melt-
ing, we define an order parameter, 5(k),
which characterizes the crystalline order
within a given plane. 5(k) is defined as
the square of the planar static structure
factor, in which the wavevector k speci-
fies the direction in which the ordering
is being monitored.'*'® 5(k) would have
a value of 1 (0} if the atoms in the chosen
plane are completely ordered (disor-
dered). [n a bicrystal, two order parame-
ters, 5(k,} and 5(k,), are needed, one
for each of the two semicrystals, thus
enabling the identification of each plane
as belonging to either of the two halves,
or whether it is disordered altogether,
In addition to planar ordering, it is also
useful to mronitor the local atomic envi-
ronment of each atomn through a coordi-
nation parameter C. [n a perfect crystal
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Figure 8. Heterogeneous “thermodynamic melting” of a silicon bicrystal containing in its
center the {110} 8=50.48" (£11} twist boundary. (The two semicrystals are pulled apart to
facilitate vsualization of the structural disorder.) After the bicrystal was heated from 1600
K (T>T.) to 2200 K (T>T,) aver a period of 600 time steps (1000 steps corresponds to

1.15 picoseconds of real time), the simulation
indicates their nearest-neighbor coordination,

respectively, C =4, C=5 and C=3.

time was set to t =0. The shading of atoms
C. with red, green and blue circles denoting,

{ay After 2700 time steps, a number of planes on either side of the GB plane has melted.
The near-zero values of the structure factors S(k,) and §(k,) how that long-range order has
now broken down in approximately seven (110) planes closest to the GB. By contrast, at

t =0 only a few atoms at the GB had coordination greater than four, and the
structure-factor profiles showed a well-defined GB region consisting of about four (110}

planes.

(b) After 8100 time steps, more than half the system has melted. long-range order has been

lost in the 20 central planes of the system.

a silicon atom has four nearest neigh-
bors (C =4), whereas in the liquid phase
there are approximately six.

Figures Ba and 8b show two instanta-
neous atomic configurations in a bicrys-
tal of silicon containing a (110) twist
boundary; the simulation temperature
of 2200 K is well above the melting point
of the system Tp,.'*'* With the atoms col-
ored according to their average nearest-
neighbor coordination, C, it is clear that
the interface region is highly disordered
and that as the system evolves, the dis-
ordering is spreading into the bulk
regions. On the left, the two related pla-
nar order parameters are showr they
too indicate that the (110) planes are dis-
ordered at the interface but well ordered
in the bulk regions. To verify that the
disordered region is indeed liquid (and
not merely disordered, like an amor-
phous sohd), the related volume con-

MRS BULLETIN/OCTOBER 1990

traction was determined and found to
agree well with that extracted from an
independent simulation of liquid sili-
con. Also, the mean-square displace-
ment of the atoms in these planes
increases linearly with simulation time;
the value of the seif-diffusion constant
determined in this way also agrees well
with that of the liquid at the same
temperature.

The results of such simulations, car-
ried out at several temperatures above
T, allows the extraction of the velocity
of propagation of the solid-liquid inter-
faces into the crystalline regions, v. The
velocities are in good agreement with
experimental values.'® Figure 9 plots
these velocities against temperature; ex-
trapolation to zero velocity should yieid
an estimate of the coexistence tempera-
ture, T, at which the crystal and liquid
are in thermodynamic equilibrium, and

at which a solid-liquid interface there-
fore will not propagate. The tempera-
ture obtained this way from Figure 9 is
1710+ 30 K, which is remarkably close to
the value of T,=1691£20 K obtained
from the free-energy analysis.

From this evidence, as well as from
similar simulations for fec metals,"” it
was concluded that above T, the grain
boundary nucleates the liquid phase
which subsequently grows into the crys-
tal, a process requiring thermally ac-
tivated diffusion kinetics. The same
conclusion was reached from a further
investigation of the effects of extrinsic
structural disorder on the dynamics of
melting, via simulation of the effects at
free surfaces'*t” and voids."” The propa-
gation velocities obtained for the solid-
liquid interface nucleated at the (110)
free surface of silicon are also shown in
Figure 9.

Finally, the question of premelting at
GBs can be addressed. An in-depth
structural analysis of the interface at
temperatures below Ty has found the
(110) twist GB in silicon, on a plane with
a large interplanar spacing, o be stable
up to Ty.'* The absence of any pre-
melting effects was also observed in a
more extensive study of a (100) twist
boundary in Cu."” This is particularly
interesting because the high mobility of
the Cu GB observed in the simulations
(by ~ontrast with the immobile Si bound-
ary) could casily be misinterpreted as
disordering at temperatures below To
This conclusion agrees with recent elec-
tron microscopy measurements carried
out specifically to investigate the possi-
bility of a premelting transition.'® Since
earlier simulation studies had been
interpreted as providing evidence for
premelting, it may be useful to empha-
size here the importance of the proper
determination of Ty, (via a free-energy
calculation) and the use of proper bor-
der conditions in the simulation.™

Mechanical Melting

To induce melting in our simulations,
it was necessary to superheat the crystal
above T... The experimental difficulties
in observing superheating are well
known to be due to the inevitable pres-
ence of free surfaces and, in most mate-
rials, a sufficient atomic concentration
of lattice dislocations.! In computer
simulations, by contrast, extrinsic defects
can be eliminated simply by using a
perfect-crystal simulation cell with peri-
odic border conditions in all three dimen-
sions Thermodynamic melting can thus
be suppressed, allowing an investiga-
tion of how 1 -<lting occurs in a homoge-
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neous system. From the viewpoint of
structural disordering, this permits the
distinct effects of homogeneous (i.e.,
thermal) and inhomogeneous disorder,
due to the interfaces, to be separated.
Born has pointed out the existence of
an ultimate stability limit for any crystal
structure associated with the vanishing
of the shear constant C,'° For cubic
crystals, and in the proper coordinate
system, Cy is given by (Cy,—Cy)/2; this
instability therefore occurs at a combi-
nation of temperature and volume where
C,, and C; become equal. Given that
most materials expand upon heating,
Born's criterion establishes a maximum
superheating temnperature, and a maxi-
mum volume expansion, above which
the crystal is mechanically unstable and,
therefore, has to undergo some kind of
phas* transformation (into the liquid
state or into some other solid phase}.
The ter serature associated with the
maximum superheating limit under
zero external pressure is referred to as
the mechanical melting point, T,, to be

“

distinguished from the thermodynamic
melting temperature, T (The subscript
“s" tefers to stability.)®

Figure 10 illustrates a method for de-
termining T, from the elastic constants
of a perfect fcc crystal which was super-
heated via MD simulation at constant
pressure.? Extrapolation to the point
where C;,=C,; gives a value of T; which
1s about 20% greater than T,,. (For Si, T,
is estimated to exceed T, by as much as
40%; ie., T, = 2500 K.'+1%)

The mechanism of mechanical melt-
ing was investigated for both Si** and
Cu" by simulating defect-free crystals at
temperatures where the lattice should
totally collapse. After a step increase
of the simulation temperature to a
value above T,, only a few hundred MD
time steps (equivalent to a few lattice-
vibration periods) were required to
completely destroy all long-range order.
Motreover, the profiles of 5(k) showed
that planar order was lost simulta-
neously in all parts of the crystal, sug-
gesting that the liquid phase is formed

homogeneously . as one would expect trom
an elastic or phonon instability.

Implications for Solid-State
Amorphization

The simulations we have discussed"
demonstrate that every crystal can melt!
by two different processes —a “slow’
heterogeneous process of nucleation
and growth at an interface, and a “fast”
homogeneous process triggered by a
lattice instability. Since at ambient pres- |
sure, the volume expansion required for ;
mechanical melting is always larger .
than that associated with thermody-
namic melting, the free energy always
favors thermodynamic over mechanical
melting; i.e., T.>T,. However, as illus-
trated above, thermodynamic melting
requires thermally activated atomic
mobility and may therefore be kineti-
cally hindered. The crystal then may not
be able to disorder at the volume speci-
fied by equilibrium thermodynamics
until a larger volume is reached at which
the mechanical instability can occur.

There is considerable experimental
evidence that solid-state amorphization,
the process in which the long-range
crystalline order is destroyed by exter-
nal means (such as mechanical or chemi-
cal methods, or by irradiation), can pro-
ceed by the same two distinct mecha-
nisms as melting. In contrast to a
conventional melting experiment, how-
ever, both types of transition can actually
be observed.?! In a typical solid-state
amorphization experiment, the tempera-
ture is held fixed at some relatively low
value, well below T, while the volume
is manipulated to increase toward the
coexistence point in phase space where
the thermodynamic transition should,
in principle, occur. However, relatively
low atom mobility can create a competi-
tion between the heterogeneous and
homogeneous processes. Hence, while
at higher temperatures mechanical
amorphization will be preempted by tht
heterogeneous thermodynamics-basec
transition, at lower temperatures th:
latter may be kinetically hindered, anc
the homogeneous transifion is observed..”

Interface Fracture

The pronounced effects of structure
and thermal disorder previously di:
cussed can be expected to have a cor
trolling influence on the mechanic.
properties of interfacial materials. How
ever, the atomic-level understanding «
intergranular embrittlement is a prot
lem of even more formidable challeng
to simulation, where now chemical di
order at the interfaces and plasticii

MRS BULLETIN/OCTOBER 199

————eEEEEEEE




Effects of Atomic-Level Disorder at Solid Interfaces

18
] Cu 1EAM)
c Ideal Crysial
2 147 (Zero Prassure}
n
=
)
[ 8] 121
2
@ 104
=
w
a8

[+] -10'0 8(‘)0 1 2‘00
TEMPERATURE (K)

16500
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phenomena add new dimensions of
complexity.

A simulation-based, integrated ap-
proach to the study of intergranular
embrittlement should exploit the unique
capabilities of a variety of simulation
methods, outlined here for the case of
GB fracture.?? First, the GB energy
(thought to play an important role in GB
fracture) and its correlation with the
underlying structure can be systemati-
cally investigated through lattice-statics
simulations (see the article by Merkle
and Wolf in the September 1990 issue of
the MRS BULLETIN). Second, the
dependence of the propensity for impu-
rity segregation to the GB-can be deter-
mined by Monte-Carlo simulation.
While it has been recognized that the
method of grand-canonical Monte-Carlo
simulation should offer the most effec-
tive approach to the proper calculation
of the distribution of solute segregants
at the interface, only a few — albeit prom-
ising — results are yet available (see the
article by Foiles and Seidman in the Sep-
tember 1990 issue of the MRS BULLE-
TIN}. Finally, the effect of external stress
on the propagation of a crack, at or near
a chemically equilibrated GB, can be
directly observed by molecular dynamics.

It appears, however, that even such a

comprehensive simulation-based ap-
proach, with the unique insights it can
provide, represents only one of three
building blocks required to better under-
stand interface fracture. Clearly, the
simulation results must be connected
with experiments as well as incorporated
into a continuum-elastic framework in
order to understand the deformation
and fracture behavior on a more macro-
scopic scale. As an example, to better
understand crack-tip phenomena in
brittle fracture, one could incorporate
the local elastic constants obtained from
atomistic simulations into elasticity
equations for the stress analysis at a
crack tip.? This combination of discrete-
atomn simulation with continuum theory
and experiment could be further ex-
tended to a Full study of intergranular
fracture, where additional and highly
localized interface effects, such as stress
softening due to external loading (in a
manner likely to be similar to thermal
softening) and plastic deformation at
the crack tip, could be systematically
addressed through simulation. For ex-
ample, a recent simulation study of the
brittle-to-ductile transition in ideal-
crystal fracture found that nonlinear
and local effects of stress and tempera-
ture play an important combined role in
the nucleation of dislocations at the
crack tip.*

In conclusion, it is clear that despite
the unique contributions simulations
can make, only an approach using the
complementary capabilities of atomistic
simulation, macroscopic theory, and
experiment holds promise in our quest
to elucidate the intricate interplay
between elasticity and plasticity, ther-
modynamics, and kinetics in the com-
plex process of interface fracture.
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